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Abstract. In the article [11], we studied the linearizability problem for 3-webs on 2-dimensional manifolds. Presenting in [12] the elements of the theory and the results, we announced a forthcoming paper with all the computations and explicit formulas. Four years after the publication of our article V. V. GOLDBERG and V. V. LYCHAGIN obtained similar results by a different method in [7] and [8]. However, they obtained incorrect results on the linearizability of a certain web, as it was shown in [16]. Now, as it was announced in [12], we present the complete version of [11] with computations and explicit formulas, because this theory shows effectiveness and correctness in concrete examples.

1. Introduction

In the article [12] published in 2001 in the journal “Nonlinear Analysis”, we studied the linearizability problem for 3-webs on a 2-dimensional manifold. Using the integrability theory of over-determined partial differential systems, we computed the obstructions to linearizability and we produced an effective method to test the linearizability of 3-webs in the (real or complex) plane. We showed that, in the non-parallelizable case, there exists an algebraic submanifold \( \mathcal{A} \) of the space of vector valued symmetric tensors \( (S^2T^* \otimes T) \), which can be expressed in terms of the curvature of the Chern connection and its covariant derivatives up to order 6, such that the affine deformation tensor is a section of \( S^2T^* \otimes T \)
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with values in $\mathcal{A}$. In particular, we proved that a web is linearizable if and only if $\mathcal{A} \neq \emptyset$, and there exists at most 15 projectively nonequivalent linearizations of a nonparallelizable 3-web. In order to give a coordinate free and intrinsic presentation of the results we used tensors and covariant derivatives to find the obstructions to the linearization.

Four years after the publication of our article, V. V. Goldberg and V. V. Lychagin in [7] and [8] obtained similar results by a different method. They criticized our article by qualifying the proofs incomplete, without giving any justification or reason for their claim. They claim that “...the main and only example of a linearizable (in their approach) 3-web...is not linearizable at all...” (see [8], pp. 171). In order to prove their statement they apply their theory to this particular web and find that the corresponding algebraic submanifold is empty. However, in the article [16] Z. Muzsnay proves that, in complete accordance with the claim of [12], this particular web is indeed linearizable, by producing explicit linearizations. This shows that some of the calculations in [7] and [8] must be incorrect.

As it was announced in [12], we present here the detailed version of the theory with computations and explicit formulas, because this theory shows effectiveness in concrete examples, and we deem that the opinion of V. V. Goldberg and V. V. Lychagin in [8] concerning our work is unjustified.

2. Introduction to the linearizability problem of 3-webs

Let $M$ be a two-dimensional real or complex differentiable manifold. A 3-web is given in an open domain $D$ of $M$ by three foliations of smooth curves in general position. Two webs $\mathcal{W}$ and $\tilde{\mathcal{W}}$ are locally equivalent at $p \in M$, if there exists a local diffeomorphism on a neighborhood of $p$ which exchanges them.

A 3-web is called linear (resp. parallel) if it is given by 3 foliations of straight lines (resp. of parallel lines). A 3-web which equivalent to a linear (resp. parallel) web is called linearizable (resp. parallelizable).

A linear connection, called Chern connection and denoted by $\nabla$, can be associated to a 3-web. $\nabla$ preserves the web, i.e. the leaves are auto-parallel curves. It is not difficult to see that a 3-web is parallelizable if and only if the curvature of the Chern connection, called also Blaschke curvature, vanishes.

Basic examples of planar 3-webs comes from complex projective algebraic geometry. If $C \subset \mathbb{P}^2$ is a reduced algebraic curve of degree 3, by duality in $\mathbb{P}^2$, one can obtain a 3-web called the algebraic web associated with $C \subset \mathbb{P}^2$ (cf. for
instance [15]). Graf and Sauer proved in 1924 a theorem, which in web geometry language, can be stated as follows: a linear web is parallelizable if and only if it is associated to an algebraic curve of degree 3, i.e. its leaves are tangent lines to an algebraic curve of degree 3 ([2], page 24). This theorem is a special case of Niels Henrik Abel’s theorem and its converse, the general Lie–Darboux–Griffiths theorem [9].

The problem to give linearizability criterion is a very natural one. Such criterion is important in nomography (cf. [13]): determining whether some nomogram can be reduced to an alignment chart is equivalent to the problem of determining whether a web is linearizable. The most significant works on this subject are due to Bol ([3], [4]). In [3] he suggested how to find a criterion of linearizability, although he is unable to carry out the computation, which really need the use of computer. He shows that the number of projectively different linear 3-webs in the plane to which a non-hexagonal 3-web is equivalent is finite and less that 17. Bol’s proof consists in to associate to a real 3-web two complex vector fields which play an essential role, so his proof cannot be translated in the complex case. In our computation the web can be real as well as complex.

The formulation of the linearizability problem in terms of Chern connection was suggested by Akivis in a lecture given in Moscow in 1973. Following Akivis idea Goldberg in [6] found all affine connection $\Gamma^*$ relative to which the web leaves are geodesic lines and distinguished a linearizable 3-webs by claiming that the connection $\Gamma^*$ is flat. In this paper we are using this approach to solve the problem.

Denoting by $T$ and $T^*$ the tangent and the cotangent bundle of $M$, a section $L$ of the bundle $S^2T^* \otimes T$ on $M$ is called pre-linearization, if the connection $\nabla^L$ defined by

$$\nabla^L_X Y = \nabla_X Y + L(X, Y)$$

preserves the web, that is the three families of leaves are auto-parallels curves with respect to $\nabla^L$. A pre-linearization $L$ is called linearization if the connection $\nabla^L$ is flat i.e. the curvature of the connection $\nabla^L$ given by equation (1) vanishes. This equation gives us a first order partial differential system on $L$. Two linearizations $L$ and $L'$ are projectively equivalent if the connections $\nabla^L$ and $\nabla^{L'}$ are projectively related. The equivalences classes are called classes of linearizations. They are in one-to-one correspondence with the bases of the linearization which is a simple projective invariant, noted by $s$. The linearizability condition can be reformulate with this object by a second order partial differential system. We show that the system is of finite type, and the obstruction to the linearizability
can be expressed in terms of polynomials of $s$, whose coefficients depend only on the curvature tensor of the Chern connection. Our main result is the following:

**Theorem 2.1.** Let $\mathcal{W}$ be an analytical 3-web on a 2-dimensional real or complex manifold $M$, whose Chern curvature does not vanish at $p \in M$. Then, there exists an algebraic sub-manifold $A$ of $E$ over a neighborhood of $p$, expressed in terms of the curvature of the Chern connection and its covariant derivatives up to order 6, so that the linearizations of $\mathcal{W}$ are sections of $E$ with values in $A$. In particular:

1. The web is linearizable if and only if $A \neq \emptyset$;
2. There exists at most 15 classes of linearizations.

The explicit expression of the polynomials and its coefficients which define $A$ can be found in Chapter 6 and 7.

3. **Notations and definitions**

Let $\mathcal{W}$ be a differential 3-web on a manifold $M$ given by a triplet of mutually transversal foliations $\{F_1, F_2, F_3\}$. From the definitions it follows that $M$ is even dimensional and that the dimension of the tangent distributions of the foliations $F_1$, $F_2$, $F_3$ is the half of the dimension of $M$. The foliations $\{F_1, F_2, F_3\}$ are called horizontal, vertical and transversal and their tangent space are denoted by $T^h$, $T^v$ and $T^t$.

The following theorem proved by Nagy [17] gives an elegant infinitesimal characterization of 3-webs and their Chern connection.

**Theorem.** A 3-web is equivalent to a pair $\{h, j\}$ of $(1, 1)$-tensor fields on the manifold, satisfying the following conditions:

1. $h^2 = h$, $j^2 = id$,
2. $jh = vj$, where $v = id - h$,
3. $\text{Ker} h$, $\text{Im} h$ and $\text{Ker}(h + id)$ are integrable distributions.

For any 3-web, there exists a unique linear connection $\nabla$ on $M$ which satisfies

1. $\nabla h = 0$,
2. $\nabla j = 0$,
3. $T(hX, vY) = 0$, $\forall X, Y \in TM$, $T$ being the torsion tensor of $\nabla$.

$\nabla$ is called Chern connection.

In the sequel, we suppose that the dimension of $M$ is two.
Definition 3.1. Let \( \mathcal{W} \) be a 3-web and \( \nabla \) its Chern connection. A symmetrical \((1,2)\)-tensor field \( L \) is called pre-linearization if the connection
\[
\nabla^L_X Y = \nabla_X Y + L(X,Y)
\]
preserves the web, that is the leaves are auto-parallel curves with respect to \( \nabla^L \). A pre-linearization is a linearization if the connection \( \nabla^L \) is flat i.e. its curvature vanishes. Two pre-linearizations \( L \) and \( L' \) are projectively equivalent if the connections \( \nabla^L \) and \( \nabla^{L'} \) are projectively related, that is there exists \( \omega \in \Lambda^1(M) \), such that
\[
\nabla^L_X Y = \nabla^{L'}_X Y + \omega(X)Y + \omega(Y)X
\]

Proposition 3.2. A tensor field \( L \) in \( S^2T^* \otimes T \) is a linearization if and only if
1) \( vL(hX,hY) = 0 \),
2) \( hL(vX,vY) = 0 \),
3) \( L(hX,hY) + jL(jhX,jhY) - hL(jhX,hY) - hL(hX,jhY) - jvL(hX,jhY) = 0 \),
4) \( \nabla_X L(Y,Z) - \nabla_Y L(X,Z) + L(X,L(Y,Z)) - L(Y,L(X,Z)) + R(X,Y)Z = 0 \)
holds, for any \( X,Y,Z \in T \), where \( R \) denotes the curvature of the Chern connection.

The proof is a straightforward verification. Properties 1), 2) and 3) means that \( L \) is a pre-linearization and follows from the fact that \( \nabla^L \) preserves the web, while properties 4) expresses, that the curvature of \( \nabla^L \) vanishes.

Definition 3.3. Let \( M \) be a 2-dimensional manifold, \( \mathcal{W} \) a web on \( M \) and \( \{e_1,e_2\} \) a frame at \( p \in M \) adapted to the web, i.e. \( e_1 \in T^h_p \), \( e_2 = je_1 \in T^v_p \). Let \( L \) be a pre-linearization at \( p \), whose components are \( L^k_{ij} \), that is: \( L(e_i,e_j) = L^k_{ij}e_k \), and let us set the tensor-field \( s \) represented by the components \( 2L_{12}^1 - L_{22}^2 \). The tensor \( s \) will be called the base of \( L \).

The following proposition is elementary, but it is the key for the proof of our main theorem.

Proposition 3.4. Two pre-linearizations \( L \) and \( L' \) are projectively equivalent if and only if they have the same base, i.e. \( s = s' \).

Indeed, if \( L \) and \( L' \) are two projectively equivalent pre-linearizations, then there exists \( \omega \in T^* \) such that \( L' = L + \omega \odot id \), i.e. in the frame \( \{e_1,e_2\} \):
\[
L'^{1}_{11} = L^{1}_{11} + 2\omega_1, \quad L'^{2}_{22} = L^{2}_{22} + 2\omega_2, \quad L'^{1}_{12} = L^{1}_{12} + \omega_2
\]
where \( \omega_1 \) and \( \omega_2 \) are the components of \( \omega \). This system is consistent if and only if
\[
L_{12}^1 - L_{12}^2 = \frac{1}{2}(L_{22}^1 - L_{22}^2),
\]
i.e. \( s = s' \).

4. The linearization operator

Let \( M \) be a 2-dimensional real or complex manifold and \( W \) a 3-web on \( M \). \( \Lambda^kT^* \) and \( S^kT^* \) are the bundles of the \( k \)-skew-symmetric and symmetric forms. If \( B \to M \) is a vector bundle on \( M \), then \( \mathcal{S}cc(B) \) will denote the sheaf of the sections of \( B \) and \( J_k(B) \) the vector bundle of \( k \)-jets of the sections of \( B \). The \( k \)-th order jet of a section \( s \in \mathcal{S}cc(B) \) at a point \( p \in M \) will be denoted by \( j_k,p,s \).

In the sequel \( E \) will denote the bundle of the pre-linearizations and \( F := \Lambda^2T^* \otimes T \). In order to study the linearizability of \( W \), we will consider the differential operator
\[
(P_1(L))(X,Y,Z) = (\nabla_X L)(Y,Z) - (\nabla_Y L)(X,Z)
+ L(X,L(Y,Z)) - L(Y,L(X,Z)) + R(X,Y)Z
\]
for every \( X,Y,Z \in T \).

We will use the theory of the formal integrability of Spencer ([5], [10]). The notations are those of [10], where is given also an accessible introduction to this theory. In particular, if \( P \) is a quasi-linear operator of order \( k \) and \( p \in M \), then \( R_k(p) \) is the bundle of the formal solutions of order \( k \) at \( p \), \( \sigma_{k+\ell}(P) \) or simply \( \sigma_{k+\ell} \) is the symbol of the \( \ell \)-th order prolongation \( p_{\ell}(P) \) of \( P \). We also denote \( g_{k+\ell} = \text{Ker} \sigma_{k+\ell} \) and \( K = \text{Coker} \sigma_k \).

Let \( L \in E \) a pre-linearization. We introduce the tensors

\[
x, y, z : T^h \otimes T^h \to T^h
\]
defined by
\[
\begin{cases}
x(hX,hY) := L(hX,hY) \\
y(hX,hY) := jL(jhX,jhY) \\
z(hX,hY) := hL(hX,jhY)
\end{cases}
\]
One denotes \( x^2 \) the \( (1,3) \) tensor defined by
\[
x^2(hX,hY,hZ) := x(x(hX,hY),hZ).
\]
Similarly, we define the product \( xy, x^3 \) (which is a (1, 4) tensor field), etc.

The space of pre-linearizations, \( E \) is a 3-dimensional vector bundle over \( M \), and \( x, y, z \) can be used to parameterize it. However, taking into account some symmetries of the problem and the Proposition 3.4, it is better to introduce the tensors \( s, t : T^h \oplus T^h \to T^h \) defined by

\[
\begin{align*}
s &= 2z - y \\
t &= \frac{1}{2} (x + y - 2z)
\end{align*}
\]

and parameterize \( E \) by \( s, t, z \) where \( s \) is the base of the web (see Definition 3.3).

In order to simplify the notation, we denote by \( C_1 \) and \( C_2 \) the tensor fields \((\otimes^{p+1} T^h^*) \otimes T^h \) defined by

\[
\begin{align*}
C_1(hX, hX_1, \ldots, hX_p) &= (\nabla_{hX} C)(hX_1, \ldots, hX_p) \\
C_2(hX, hX_1, \ldots, hX_p) &= (\nabla_{j hX} C)(hX_1, \ldots, hX_p)
\end{align*}
\]

where \( C \) is a tensor field in \((\otimes^p T^h^*) \otimes T^h \). By recursion, we introduce the successive covariant derivatives with the convention that \( C_{i_1 i_2} := (C_{i_2})_{i_1} \). Thus, \( x_{i_1, \ldots, i_p} \) is the \((1, p + 2)\) tensor defined in an adapted frame by

\[
x_{i_1, \ldots, i_p} (e_{1}, \ldots, e_{1}, hX, hY) = (\nabla_{\ldots \nabla x} (e_{i_1}, \ldots, e_{i_p}, hX, hY)).
\]

We denote \( R \) the tensor \( R : T^h \oplus T^h \oplus T^h \to T^h \) defined by

\[
R(hX, hY)hZ = R(jhX, hY)hZ
\]

where \( R \) is the curvature of the Chern connection. With the above notation we have

\[
(\nabla_i \nabla_j L_{i_1,\ldots,i_m}^l) - (\nabla_j \nabla_i L_{i_1,\ldots,i_m}^l) = R_{ijk}^l L_{i_1,\ldots,i_m}^k - R_{ijkl}^k L_{i_1,\ldots,i_m}^l - \cdots - R_{ijim}^k L_{i_1,\ldots,k}^l.
\]

In particular

\[
C_{12} - C_{21} = (p - 1) R C
\]

for a tensor field \( C \in (\otimes^p T^h^*) \otimes T^h \).
Using these notations, and resolving two equations in \(z_1\) and \(t_2\) the system \(P_1(L) = 0\) can be written as:

\[
\begin{align*}
    t_1 &= st + t^2, \\
    t_2 &= \frac{1}{3}s_1 - \frac{2}{3}s_2 + zt - \frac{1}{3}R, \\
    z_1 &= \frac{2}{3}s_1 - \frac{1}{3}s_2 + zt + \frac{1}{3}R, \\
    z_2 &= -zs + z^2.
\end{align*}
\]  

(7)

Note that \(P_1\) is regular because the symbol and its prolongation are regular maps. The system (7) can be seen as a Frobenius system on the variables \(t\) and \(z\), and \(s\) being a parameter. By the formula (6), the integrability conditions are

\[
\begin{align*}
    z_{12} - z_{21} &= Rz, \\
    t_{12} - t_{21} &= Rt, \\
    s_{12} - s_{21} &= Rs,
\end{align*}
\]

and thus from (7) we can arrive at the system

\[
P_2 = \begin{cases}
    s_{22} = 2s_{21} - ss_1 + 2ss_1 + Rs + R_2, \\
    s_{11} = 2s_{21} - 2ss_2 + ss_1 + Rs + R_1,
\end{cases}
\]  

(8)

(see also [14], equation “(* bis)”). The operator \(P_2 : \text{Sec}(E_2) \to F_2\) is a quasilinear second order differential operator, where \(E_2 = T^{h^*} \otimes T^{h^*} \otimes T^h\), and \(F_2 := F' \oplus F''\) with \(F' := T^{h^*} \otimes T^{h^*} \otimes E_2\). The linearizability of the web is equivalent to the integrability of the operator \(P_2\). In the sequel we will consider this one and examine its integrability.

**Proposition 4.1.** At every \(p \in M\) all 2\textsuperscript{nd}-order solution at \(p\) of \(P_2\) can be lifted into a 3\textsuperscript{rd}-order solution.

Indeed, fixing an adapted base \(\{e_1, e_2 = je_1\}\), the symbol of \(P_2\) is the map

\[
\sigma_2 : S^2T \otimes E_2 \to F_2, \quad \sigma_2(A) = (A_{22} - 2A_{21}, A_{11} - 2A_{21}),
\]

where \(A_{ij} = A(e_i, e_j)\). So \(g_2 := \text{Ker} \sigma_2\) is defined by the equations

\[
A_{22} - 2A_{21} = 0 \quad \text{and} \quad A_{11} - 2A_{21} = 0.
\]

Since these equations are independent, we have \(\text{rank} \sigma_2 = 2, \dim g_2 = 1\). On the other hand, for the symbol of the first prolongation

\[
\sigma_3 : S^3T^* \otimes E_2 \to T^* \otimes F_2, \quad \sigma_3(B) = (B_{k22} - 2B_{k21}, B_{k11} - 2B_{k21})
\]  

(9)
where $B_{ijk} = B(e_i, e_j, e_k)$, we find that $g_3 = \text{Ker} \sigma_3$ is defined by the equations

$$B_{k22} - 2B_{k21} = 0, \quad B_{k11} - 2B_{k21} = 0,$$

$k = 1, 2$. It is easy to verify that these equations are also independent. Therefore \( \text{rank} \sigma_3 = 4 = \dim(T^* \otimes F_2) \) and $\dim g_3 = 0$, thus $\sigma_3$ is an isomorphism and $\text{Coker} \sigma_3 = 0$. We have the following exact diagram:

$$
\begin{array}{ccc}
S^2T^* \otimes E_2 & \xrightarrow{\sigma_3} & T^* \otimes F \\
\epsilon & \downarrow & \epsilon \\
R_3 & \xrightarrow{\pi_3} & J_3(E_2) \\
\pi_3 & \downarrow & \pi_3 \\
R_2 & \xrightarrow{\pi_3} & J_2(E_2)
\end{array}
$$

Now, using homological algebraic argument it can be shown, that $\pi_3$ is onto, i.e. every 2\textsuperscript{nd}-order solution of $P_2$ can be lifted into a 3\textsuperscript{rd}-order solution. \( \square \)

**Proposition 4.2.** The operator $P_2$ is not 2-acyclic, i.e. there is a higher order obstruction which arises for the integrability of $P_2$.

Indeed, the sequence

$$0 \rightarrow g_{\ell+1}(P_2) \xrightarrow{i} g_{\ell}(P_2) \otimes T^* \xrightarrow{\delta_{\ell}(P_2)} g_{\ell-1}(P_2) \otimes \Lambda^2T^* \rightarrow 0$$

is not exact for all $\ell \geq 2$, where $\delta_{\ell}$ denotes the skew-symmetrization in the corresponding variables: for $\ell = 3$ we have

$$\text{rank} \delta_3 = 0 < \dim(g_2 \otimes \Lambda^2T^*) = 1. \quad \square$$

5. The first obstruction obstructions to linearizability

In order to find the higher order obstruction we consider the prolongation of $P_2$, i.e. the operator $P_3 := (P_2, \nabla P_2)$, where $\nabla P_2 : T^* \otimes E_2 \rightarrow T^* \otimes F_2$ is the covariant derivative of $P_2$ with respect to the Chern connection. Explicitly, this
system is formed by the system (8) and by the following four equations:

\[
\begin{align*}
    s_{212} &= s_{s21} - \frac{1}{3}s_1s_2 + \frac{4}{3}s_2^2 - \frac{2}{3}s_1^2 + \frac{4}{3}\mathcal{R}s_2 + 2s^2s_1 \\
    &+ \mathcal{R}s^2 + (2\mathcal{R}_2 - \mathcal{R}_1)s - \frac{2}{3}\mathcal{R}_{21} - \frac{1}{3}\mathcal{R}_{12} \\
    s_{211} &= -ss_{21} + \frac{1}{3}s_1s_2 + \frac{2}{3}s_2^2 - \frac{4}{3}s_1^2 + \left(\frac{5}{3}\mathcal{R} + 2s^2\right)s_2 \\
    &- 10\mathcal{R}s_1 + (\mathcal{R}_2 - 2\mathcal{R}_1)s - \frac{1}{3}\mathcal{R}_{21} - \frac{2}{3}\mathcal{R}_{12} \\
    s_{222} &= 2ss_{21} + \frac{4}{3}s_1s_2 - \frac{5}{3}s_2^2 - \frac{4}{3}s_1^2 + \left(\frac{5}{3}\mathcal{R} + s^2\right)s_2 - \left(\frac{10}{3}\mathcal{R} - 2s^2\right)s_1 \\
    &+ \mathcal{R}s^2 + (2\mathcal{R}_2 - 2\mathcal{R}_1)s - \frac{4}{3}\mathcal{R}_{21} - \frac{2}{3}\mathcal{R}_{12} + \mathcal{R}_{22}
\end{align*}
\]

(10)

Since (10) can be solved with respect to the 3rd-order derivatives, the existence of a 2nd-order formal solution implies the existence of 3rd-order solutions.

In the sequel, we will use the notion of involutivity of a differential system in the sense used in monograph [5], p. 121 (cf. the discussion of this notion on page 2)\(^1\). We have then

**Lemma 5.1.** The symbol of \(P_3\) is involutive. Moreover, any 3rd-order solution of \(P_3\) can be lifted into a 4th-order solution if and only if \(\varphi \equiv 0\), where

\[
\varphi(s) = -24\mathcal{R}s_{21} - (24\mathcal{R}s + 12\mathcal{R}_1 - 6\mathcal{R}_2)s_1 + (24\mathcal{R}s + 6\mathcal{R}_1 - 8\mathcal{R}_2)s_2 \\
+ 3\mathcal{R}s^3 + (-4\mathcal{R}_2 - 3\mathcal{R}_{22} + \mathcal{R}_{21} + 2\mathcal{R}_{12} - 13\mathcal{R}^2 - 3\mathcal{R}_{11})s \\
+ 2\mathcal{R}_{122} - \mathcal{R}_{221} - \mathcal{R}_{112} - 5\mathcal{R}\mathcal{R}_1 - 2\mathcal{R}_{121} - 11\mathcal{R}\mathcal{R}_2
\]

(11)

**Proof.** The symbol of \(P_3\) is just \(\sigma_3(P_3) : S^3T^* \otimes E_2 \rightarrow T^* \otimes F_2\) introduced in (9). On the other hand, \(\sigma_4(P_3) : S^4T^* \otimes E_2 \rightarrow S^2T^* \otimes F_2\) and \(g_4 := \text{Ker } \sigma_4\) is defined by the equations

\[
D^1_{ij} := C_{ij22} - 2C_{ij21} = 0, \quad D^2_{ij} := C_{ij11} - 2C_{ij21} = 0, \quad i, j = 1, 2.
\]

\(^1\)Sometimes there is a confusion between different terminologies. The involutivity here (and also in the mentioned [5] and [10]) means the involutivity of the symbol i.e. that the Cartan’s test for involutivity holds. It does not mean the integrability, which is the case in some another terminologies.
There is one relation between these equations: \( D_{11}^1 - 2D_{12}^1 - D_{22}^2 + 2D_{12}^2 = 0. \)

Therefore the rank of this system is 5, so if \( K_2 \) denotes the cokernel of \( \sigma_4 \), i.e. \( K_2 = (S^2T^* \otimes F_2)/\text{Im} \sigma_4 \), then \( \dim K_2 = 1 \). If we define a map \( \tau : S^2T^* \otimes F_2 \to \mathbb{C} \) by \( \tau(D) = D_{11}^1 - 2D_{12}^1 + 2D_{12}^2 - D_{22}^2 \), then, the sequence

\[
0 \longrightarrow S^4T^* \otimes E_2 \xrightarrow{\sigma_4} S^2T^* \otimes F_2 \xrightarrow{\tau} K_2 \longrightarrow 0
\]
is exact. We can deduce that the obstruction to the integrability of \( P_3 \) is given by \( \phi_p = 0 \), where \( \phi : R_3 \to K_2 \) is defined by

\[
\phi(s) = [\nabla(P_3(s))]_{11}^1 - 2[\nabla(P_3(s))]_{12}^2 + 2[\nabla(P_3(s))]_{12}^2 - [\nabla(P_3(s))]_{22}^2.
\]

Using the equations (8) and (10), we obtain

\[
\phi(s) = \nabla_1[2s_{21} - s_{22} - ss_2 + 2ss_1 + Rs + R_2] \\
- 2\nabla_{12}[2s_{21} - s_{22} - ss_2 + 2ss_1 + Rs + R_2] \\
+ 2\nabla_{12}[2s_{21} - s_{11} - 2ss_2 + ss_1 + Rs + R_1] \\
- \nabla_{22}[2s_{21} - s_{11} - 2ss_2 + ss_1 + Rs + R_1].
\]

By the formula (6) we can eliminate the 4th-order derivatives and find (11). Moreover, we can remark that \( \dim g_{3,p} = 0 \) and therefore \( \dim g_{k,p} = 0 \) for every \( k > 3 \). It follows that \( P_3 \) is involutive. 

\[\square\]

Remark. If \( R = 0 \), then \( \phi = 0 \), therefore, all 3rd-order solution of \( P_3 \) can be lifted into a 4th-solution. Since \( P_3 \) is involutive \( P_3 \) is formally integrable and consequently, it is integrable in the analytical case. We have the following result:

**Corollary 5.2.** If \( \mathcal{W} \) is a parallelizable 3-web on the plane, then for all \( L_0 \in E_p \) there exists a germ of linearizations \( L \) which prolongs \( L_0 \).

In accord of the Graf–Sauer Theorem, one can deduce that for a parallelizable web, there exist non projectively equivalent linearizations. Indeed, it is sufficient to consider \( L_0, L'_0 \in E_p \) with \( s_p \neq s'_p \) and to prolong them in germs of linearization to obtain two non projectively equivalent germs of linearization.

### 6. Second obstruction obstructions to linearizability

In the sequel we will suppose that \( R \neq 0 \). In this case the compatibility condition (11) is not satisfied, so we have to introduce into our differential system and consider the second order quasi-linear system \( P_\phi = 0 \):

\[
P_\phi := (P_2, \phi),
\]
where \( P_2 \) is defined by (8) and \( \varphi \) is given by (11). The commutative diagram associated to \( P_\varphi \) is:

\[
\begin{align*}
S^3T^* \otimes E_2 & \xrightarrow{\sigma_3(P_\varphi)} (T^* \otimes F_2) \oplus (T^* \otimes K_2) \xrightarrow{\tau_3} K_3 \xrightarrow{\varepsilon} 0 \\
R_3 & \xrightarrow{\pi_3} J_3 E_2 \xrightarrow{p_3(P_\varphi)} J_1 F_2 \oplus J_1 K_2 \\
R_2 & \xrightarrow{\pi_2} J_2 E_2 \xrightarrow{p_2(P_\varphi)} F_2 \oplus K_2
\end{align*}
\]

**Lemma 6.1.** A 2\(^{nd}\)-order formal solution \( j_{2,p,s} \) of \( P_\varphi \) at \( p \in M \), can be lifted into a 3\(^{rd}\)-order solution if and only if:

\[
\begin{align*}
\psi_1^s & := 24R(s_2)^2 - 48Rs_1s_2 + \alpha(s)s_1 + \beta(s)s_2 + \gamma(s) = 0 \\
\psi_2^s & := -24R(s_1)^2 + 48Rs_1s_2 + \hat{\alpha}(s)s_1 + \hat{\beta}(s)s_2 + \hat{\gamma}(s) = 0.
\end{align*}
\]

where \( \alpha, \beta, \hat{\alpha}, \hat{\beta} \) are polynomials in \( s \) of degree 2 with coefficients \( R \) and its derivatives up to order 2, \( \gamma \) and \( \hat{\gamma} \) are polynomials in \( s \) of degree 3 with coefficients \( R \) and its derivatives up to order 4. Their explicit expressions are given in Appendix.

**Proof.** The symbol of differential operator \( \varphi \) and its prolongation are given by:

\[
\begin{align*}
\sigma_2(\varphi) : S^2T^* \otimes E_2 & \xrightarrow{} K_2, \quad \sigma_2(\varphi)(A) = -24RA_{21} \\
\sigma_3(\varphi) : S^3T^* \otimes E_2 & \xrightarrow{} T^* \otimes K_2, \quad \sigma_3(\varphi)(B)(e_i) = -24RB_{i21}, \quad i = 1, 2
\end{align*}
\]

where \( A_{21} := A(e_2, e_1) \) and \( B_{i21} = B(e_i, e_2, e_1) \) are the components of the corresponding tensors with respect to the adapted basis \( \{e_1, e_2\} \).

Note, that we have \( g_2(P_\varphi) = g_2(P_2) \cap \ker \sigma_2(\varphi) = 0 \), therefore for every \( \ell > 2 \) we obtain that \( g_\ell(P_\varphi) = 0 \), and so the symbol of \( P_\varphi \) is involutive.

The kernel of the symbol of the first prolongation of \( P_\varphi \) is \( g_3(P_\varphi) \) defined by the system

\[
\begin{align*}
A_1^1 & := B_{122} - 2B_{112} = 0, \\
A_2^1 & := B_{222} - 2B_{122} = 0, \\
A_1^2 & := B_{111} - 2B_{112} = 0, \\
A_2^2 & := B_{112} - 2B_{122} = 0, \\
C_1 & := -24RB_{112} = 0, \\
C_2 & := -24RB_{122} = 0.
\end{align*}
\]
There are two relations in this system (12). Namely
\[ 24RA_1^1 - 2C_1 + C_2 = 0, \quad 24RA_2^2 + C_1 - 2C_2 = 0. \]
So rank $\sigma_3(P_\varphi) = 4$, and
\[ \dim K_3 = \dim ((T^* \otimes F_2) \oplus (T^* \otimes K_2)/\text{Im} \sigma_3) = 2. \]
Moreover, if we define
\[ \tau_3 : (T^* \otimes F_2) \oplus (T^* \otimes K_2) \rightarrow K_3 \simeq \mathbb{C}^2 \]
by the components as
\[ (A, C) \mapsto (D^1, D^2) \]
then the sequence
\[ 0 \rightarrow S^3T^* \otimes E_2 \xrightarrow{\sigma_\varphi} (T^* \otimes F_2) \oplus (T^* \otimes K_2) \xrightarrow{\tau_3} K_3 \rightarrow 0 \]
is exact. We can deduce that a $2^{nd}$ order solution $(j_2s)_p$ of $P_\varphi$ can be lifted into a $3^{rd}$ order solution if and only if $[\tau_3 \nabla (P_\varphi(s))]_p = 0$. Let
\[ (\psi^1, \psi^2)_p := \tau_3 \nabla (P_\varphi(s))_p \]
We have:
\[ \psi^1 = 24R[\nabla (P_2(s))]_1 + [\nabla (\varphi)]_2 - 2[\nabla (\varphi)]_1 \]
\[ \psi^2 = 24R[\nabla (P_2(s))]_2 + [\nabla (\varphi)]_1 - 2[\nabla (\varphi)]_2 \]
Using the equations $P_2(s)_p = 0$ and $\varphi(s)_p = 0$ and the permutation formula (6), we find that $\psi^1(p)$ and $\psi^2(p)$ can be written as a function of $s$ and its derivatives at $p \in M$, up to order 3. Nevertheless, using the formula (6) we can also eliminate the $3^{rd}$ order derivatives of $s$ as $p$. On the other hand, with the help of the equation $P_2 = 0$ and $\varphi = 0$ we can express the $2^{nd}$ order derivatives of $s$ too with the $1^{st}$ order derivatives of $s$. The calculation carried out with MAPLE gives the formulas. \qed
7. The linearization theorem

Since the compatibility conditions $\psi^1 = 0$ and $\psi^2 = 0$ found in the previous section are not identically satisfied, we have to introduce them into the system $P_{\varphi}$. We arrive at the system:

$$P_{\psi} = (P_2, \varphi, \psi^1, \psi^2).$$

Differentiating the equations $\psi^1 = 0$ and $\psi^2 = 0$ with respect to $e_1$ and $e_2$ we find 4 equations: $\psi_{ij}^1 = 0$, $i, j = 1, 2$, where

$$\begin{align*}
\psi_1^1 &= 24R_1s_2^2 + \tilde{\beta}s_{12} - 48R_1s_1s_2 + (\alpha - 48Rs_2)s_{11} + \alpha_1s_1 + \beta_1s_2 + \gamma_1 \\
\psi_2^1 &= 24R_2s_2^2 + \tilde{\beta}s_{22} - 48R_2s_1s_2 + (\alpha - 48Rs_2)s_{21} + \alpha_2s_1 + \beta_2s_2 + \gamma_2 \\
\psi_1^2 &= -24R_1s_1^2 + \tilde{\alpha}s_{11} + 48R_1s_1s_2 + (48Rs_1 + \tilde{\beta})s_{12} + \alpha_1s_1 + \beta_1s_2 + \gamma_1 \\
\psi_2^2 &= -24R_2s_1^2 + \tilde{\alpha}s_{21} + 48R_2s_1s_2 + (48Rs_1 + \tilde{\beta})s_{22} + \alpha_2s_1 + \beta_2s_2 + \gamma_2
\end{align*}$$

In this expression, we can eliminate the second order derivatives using the equation $P_2 = 0$ and $\varphi = 0$, and with the help of the equation $\psi^1 = 0$ and $\psi^2 = 0$, we can express the terms $s_1^2$ and $s_2^2$ as a function of $s_1$, $s_2$ and the product $s_1s_2$. Therefore the system

$$P_{\psi} = 0, \quad \nabla P_{\psi^1} = 0, \quad \nabla P_{\psi^2} = 0$$

is equivalent to the system formed by the equation $P_{\psi} = 0$ and the four linear equations in $s_1, s_2$ and $s_1s_2$:

$$S = \begin{cases} 
    a^1s_1 + b^1s_2 + c^1s_1s_2 = d^1, \\
    a^2s_1 + b^2s_2 + c^2s_1s_2 = d^2, \\
    a^3s_1 + b^3s_2 + c^3s_1s_2 = d^3, \\
    a^4s_1 + b^4s_2 + c^4s_1s_2 = d^4,
\end{cases} \quad (13)$$

where $a^i, b^i, i = 1, \ldots, 4$ are polynomials in $s$ of degree 3, whose coefficients are $R$ and its derivatives up to order 3, $c^1$ and $c^4$ are polynomials in $s$ of degree 1 with coefficients $R$, $R_1$ and $R_2$, $c^2$ and $c^3$ can be expressed as a function of $R$, $R_1$ and $R_2$, and $d^1$, $d^4$ (resp. $d^2$ and $d^3$) are polynomials in $s$ of degree 5 (resp. 4), with coefficients $R$ and its derivatives up to order 5. Its explicit expressions will be given in Appendix.
The direct computation by MAPLE shows us that the determinant
\[
\begin{vmatrix}
  a^1 & b^1 & c^1 & d^1 \\
  a^2 & b^2 & c^2 & d^2 \\
  a^3 & b^3 & c^3 & d^3 \\
  a^4 & b^4 & c^4 & d^4
\end{vmatrix}
\]
is identically null, so that the system \(S\) is compatible. On the other hand, the 3\(^{rd}\)-order minors of the system \(S\) are polynomials in \(s\) of degree 7 which are not identically zero. There is an open dense \(U \subset \mathbb{C}^2\) on which,
\[
D(s) = \begin{vmatrix}
  a^1 & b^1 & c^1 \\
  a^2 & b^2 & c^2 \\
  a^3 & b^3 & c^3
\end{vmatrix} \neq 0.
\]

Solving on \(U\) the system \(S\) for \(s_1\), \(s_2\) and \(s_1 s_2\) we obtain:
\[
s_1 = F(s) = \frac{A(s)}{D(s)}, \quad s_2 = G(s) = \frac{B(s)}{D(s)}
\]
and
\[
s_1 s_2 = H(s) = \frac{C(s)}{D(s)},
\]
where \(A = A(s)\), \(B = B(s)\) and \(C = C(s)\) are polynomials in \(s\) of degrees 8, 8, and 11 respectively:
\[
A = \begin{vmatrix}
  -d^1 & b^1 & c^1 \\
  -d^2 & b^2 & c^2 \\
  -d^3 & b^3 & c^3
\end{vmatrix}, \quad B = \begin{vmatrix}
  a^1 & -d^1 & c^1 \\
  a^2 & -d^2 & c^2 \\
  a^3 & -d^3 & c^3
\end{vmatrix}, \quad C = \begin{vmatrix}
  a^1 & b^1 & -d^1 \\
  a^2 & b^2 & -d^2 \\
  a^3 & b^3 & -d^3
\end{vmatrix}.
\]

By (15) we must find \(F(s) \cdot G(s) = H(s)\). Thus, the solution of \(s\) for the linearization system must be in the algebraic manifold defined by
\[
Q_1(s) := AB - CD = 0.
\]

On the other hand, the compatibility condition of the system (14) is
\[
s_{12} - s_{21} = \mathcal{R}s.
\]

Computing it explicitly we find that \(s\) must be in the algebraic manifold defined by
\[
Q_2(s) = 0,
\]
where \(Q_2\) is polynomial in \(s\) of degree 15. Indeed, if \(A(s) = \sum_{i=1}^{8} A_i s^i\), \(B(s) = \)
\[ \sum_{i=1}^{8} B_i s_i, \text{ and } D(s) = \sum_{i=1}^{7} D_i s_i \text{ where } A_i, B_i \text{ and } C_i \text{ are function on } M, \text{ then using (14) we obtain} \]

\[ Q_2(s) = \left( \sum_{i=1}^{8} (\nabla_2 B_i) s_i \right) \left( \sum_{i=1}^{7} D_i s_i \right) - \left( \sum_{i=1}^{8} B_i s_i \right) \left( \sum_{i=1}^{7} (\nabla_2 D_i) s_i \right) \]

\[ - \left( \sum_{i=1}^{8} (\nabla_1 A_i) s_i \right) \left( \sum_{i=1}^{7} D_i s_i \right) - \left( \sum_{i=1}^{8} A_i s_i \right) \left( \sum_{i=1}^{7} (\nabla_1 D_i) s_i \right) \]

\[ + \left( \sum_{i=1}^{8} B_i s^{i-1} \right) \left( \sum_{i=1}^{8} A_i s^i \right) - \left( \sum_{i=1}^{8} B_i s^i \right) \left( \sum_{i=1}^{8} A_i s^{i-1} \right) - R_s D^2. \]

Moreover, we must impose that \( s_1 \) and \( s_2 \) given by (14) verify the 5 equations of \( P_6 \), this implies 5 polynomial equations \( Q_i = 0, i = 3, \ldots, 7 \). Finally, we arrive at the conclusion that if the web is linearizable then \( s \) must be in the algebraic manifold \( \mathcal{A} \), where \( \mathcal{A} \) is defined by the equations \( Q_i = 0, i = 1, \ldots, 7 \):

\[ \mathcal{A} := \{ Q_i = 0 \mid i = 1, \ldots, 7 \}. \]

So the compatibility system (therefore the linearization system) has a solution in the neighborhood of a point \( p \in M \) if and only if the algebraic variety \( \mathcal{A} \) is not empty. If \( \mathcal{A} \neq \emptyset \), then for all smooth point \( s_0 \in \mathcal{A} \), there exists a neighborhood \( U \) of \( s_0 \) so that all \( s \in U \) can be prolonged in a germ \( \tilde{s} \) as a basis of linearization. The explicit expression of the polynomials \( Q_i \) can be computed with the help of MAPLE. The degree of these polynomials \( Q_i, i = 1 \ldots 7 \) are 18, 15, 23, 23, 24, 17 and 17 respectively. One obtains the following results:

**Theorem 7.1.** A non-parallelizable 3-web \( \mathcal{W} \) is linearizable if and only if there is an open set \( U \) of \( M \) on which the polynomials \( Q_1, \ldots, Q_7 \) have common zeros. Moreover, if this condition is satisfied, then for all \( p \in U \) and all pre-linearization \( L_0 \in E_p \) whose base is in \( \mathcal{A} = \{ Q_i = 0 \mid i = 1, \ldots, 7 \} \), there exists a unique linearization \( L \) so that \( L_p = L_0 \).

Since the lowest degree of the polynomials defining \( \mathcal{A} \) is 15 we arrive at the

**Theorem 7.2.** For a non parallelizable 3-web, there exists at most 15 projectively non equivalent linearizations.

An old problem related to the linearizability of webs is the following conjecture:

**Gronwall Conjecture (1912) [13]:** If a non-parallelizable 3-web \( \mathcal{W} \) in the (real or complex) plane is linearizable, then, up to a projective transformation, there is a unique diffeomorphism which maps \( \mathcal{W} \) into a linear 3-web.
Using Theorem 7.2, the Gronwall conjecture can be expressed in the following way: for any non parallelizable 3-web in the (real or complex) plane

$$\text{deg}\{\gcd(Q_1,\ldots,Q_7)\} \leq 1,$$

where $\gcd$ denotes the greatest common divisor of the corresponding polynomials and $\text{deg}$ is its degree.

**Examples**

(1) Consider the web $\mathcal{W}$ defined by $x = \text{cte}$, $y = \text{cte}$, $f(x,y) = \text{cte}$, where $f(x,y) := (x + y)e^{-x}$. This web is not parallelizable in a neighborhood of $(0,0)$ because the Chern connection is not flat. Indeed, the component of the curvature tensor $\mathcal{R}$ at $(0,0)$ can be computed directly from the function $f$ by the formula

$$\mathcal{R} = \frac{1}{f_x f_y} \left( \frac{f_{xxy}}{f_x} - \frac{f_{xyy}}{f_y} + \frac{f_{xy} f_{yy}}{f_y^2} - \frac{f_{xx} f_{xy}}{f_x^2} \right),$$

(cf. [1], p. 24). In this example we have $\mathcal{R}_{(0,0)} = -1$. The computation gives that $\text{Rad}(Q_1,\ldots,Q_7) = s + 1$ on a neighborhood of $(0,0)$. Thus the web is linearizable in a neighborhood of $(0,0)$ and all the linearizations are projectively equivalent.

(2) Let $\mathcal{W}$ be the web defined by $x = \text{cte}$, $y = \text{cte}$, $f(x,y) = \text{cte}$, where

$$f = \log(x) + \frac{1}{2} \log \left( \frac{x^2 + y^2}{x^2} \right) + \arctg \left( \frac{y}{x} \right).$$

We have $\mathcal{R}_{(1,0)} = 2$, so $\mathcal{W}$ is not parallelizable at $(1,0)$. On the other hand the resultant of the polynomials $Q_2, Q_6$ is not zero at $(1,0)$. So this web is not linearizable at $(1,0)$.

8. Appendix

$$\alpha = -\frac{3}{16}(14R_2^2 - 16RR_{22} - 40R^3 - 56R_1 R_2 + 40RR_{12} + 56R_1^2 - 40RR_{11}) + 30R s^2 - 18R^2 s,$$

$$\beta = 18(R_2 - R_1)s - 15Rs^2 - \frac{3}{4R}(70R_1 R_2 - 44RR_{12} + 20RR_{11} + 20RR_{22} - 28R_1^2 - 28R_2^2 - 60R^3),$$

$$\gamma = -\frac{3}{4}(3R_2 - 6R_1)s^3 - \frac{3}{4R}(7R_2 R_{12} + 12RR_{112} - 14R_1 R_{12} - 7R_2 R_{22} + 14R_1 R_{11})$$
\[
\alpha = 18(R_2 - R_1)s - 15R^2s^2 - \frac{3}{7}(20RR_{22} + 70R_1R_2 - 28R_1^2 + 60R^3 - 28R_2^3 - 44RR_{21} + 20RR_{11}), \\
\beta = 30R_s^2 + 18R_1s - \frac{3}{7}(40R_1^3 - 16RR_{11} - 56R_1R_2 + 56R_2^2 + 14R_1^2 + 40RR_{21} - 40RR_{22}), \\
\gamma = -\frac{4}{3}(3R_1 - 6R_2)s^3 - \frac{4}{7}(12RR_{221} + 7R_1R_2 - 14R_2R_2) + 14R_1R_2 + 7R_1R_2 - 12RR_{221} - 8RR_{22} + 14R_2R_{22} - 7R_1R_{11} + 4RR_{11} + 30R_3R_2^2 + 47R_1R_2^2) \\
+ \frac{1}{7}(114R_{12} - 36R_{22} - 147R_{11})R_1 + \left(\frac{11}{2}(36R_1^2 - 147R_{11})R_2 + 96R_2^2\right) \\
- \frac{13}{7}R_1^2 - \frac{27}{7}R_{11} + \frac{16}{7}R_{22})s + 15R_{122} - 33R_{112} - 3R_{222} + \frac{1}{14}(\frac{27}{2}R_1^3 - \frac{27}{2}R_1^2R_2 + \frac{27}{2}R_1R_2^2 - \frac{63}{2}R_2^3), \\
a^1 = \frac{39}{2}R_{12} - \frac{29}{2}R_2s + (\frac{14}{7}R_2 - 72R_1)s^2 + \frac{1}{7}(\frac{27}{2}R_1^3 - \frac{27}{2}R_1^2R_2 + \frac{27}{2}R_1R_2^2 - \frac{9}{2}R_2^3) \\
+ (\frac{3}{7}R_2 - 102R_1)R + 36R_{11} + (\frac{57}{4}R_2 + \frac{189}{4}R_1 - \frac{177}{4}R_{11})R_2 \\
+ \left(\frac{1}{7}(114R_{12} - 36R_{22} - 147R_{11})R_1 + \left(\frac{1}{2}(\frac{36}{7}R_1^2 - \frac{100}{7}R_1R_2 + 96R_2^2) \\
- \frac{13}{7}R_1^2 - \frac{27}{7}R_{11} + \frac{16}{7}R_{22})s + 15R_{122} - 33R_{112} - 3R_{222} + \frac{1}{14}(\frac{27}{2}R_1^3 - \frac{27}{2}R_1^2R_2 + \frac{27}{2}R_1R_2^2 - \frac{63}{2}R_2^3), \\
a^2 = -\frac{1}{2}R_2s^3 + (18R_2 - \frac{45}{7}R_1)s^2 + (\frac{3}{7}R_2^2 - 3R_{22} - \frac{39}{7}R_{12} + \frac{39}{7}R_{11} \\
+ \frac{1}{7}(42R_1R_2 - \frac{27}{4}R_1^2 - \frac{27}{4}R_2^2))s + (\frac{14}{7}R_2 - \frac{14}{7}R_1)R - 42R_{212} + 12R_{222} \\
+ 42R_{121} + \frac{1}{7}\left((24R_2 - \frac{27}{4}R_1 - \frac{27}{4}R_2)^2 + (\frac{12}{7}R_1 - \frac{12}{7}R_2 - \frac{12}{7}R_{11})R_2\right) \\
+ \frac{1}{7}\left((\frac{27}{4}R_1^2 - \frac{27}{4}R_1R_2 + \frac{27}{4}R_1^2R_2^2 + \frac{27}{4}R_1R_2^2), \\
a^3 = -\frac{1}{2}R_2s^3 + (\frac{14}{7}R_2 - 18R_1)s^2 + (\frac{149}{4}R_2^2 - \frac{189}{4}R_{12} + \frac{29}{4}R_{22} + \frac{29}{4}R_{11} \\
+ \frac{1}{7}\left(\frac{249}{4}R_1R_2 - \frac{27}{4}R_1^2 - \frac{111}{4}R_2^2\right)s + (\frac{149}{4}R_1 + \frac{159}{4}R_2)R \\
+ 48R_{112} + 6R_{222} - 30R_{122} - 18R_{111} + \frac{1}{7}\left((\frac{3}{7}R_2 - \frac{27}{4}R_1 - \frac{141}{7}R_{12})R_1 \\
+ (\frac{29}{4}R_2 - \frac{14}{7}R_{11} + \frac{14}{7}R_{12})R_2\right) + \frac{1}{7}\left(\frac{27}{4}R_1^2 - \frac{27}{4}R_1R_2 + \frac{27}{4}R_1R_2^2, \\
b^1 = 144R_3s^3 + (\frac{243}{4}R_1 - 63R_2)s^2 + (120R_2^2 + 156R_{22} - 156R_{12} + 57R_{11} \\
+ \frac{1}{7}\left(\frac{469}{4}R_1^2 - \frac{189}{4}R_1^2 - 219R_2^2\right)s + (-99R_2 + \frac{279}{4}R_1)R + 39R_{112} - 21R_{122} - 15R_{111} + \frac{1}{7}\left((\frac{299}{4}R_1 + \frac{159}{4}R_2 - \frac{242}{7}R_{12})R_1 + (60R_{12} - 75R_{11} - 27R_{22})R_2\right)
\]
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\[ b^2 = \frac{1}{2} R s^3 + (\frac{117}{8} R_1 - 18 R_2) s^2 + (\frac{745}{6} R^2 - 3\frac{5}{4} R_{11} - 3\frac{9}{4} R_{22} + 12\frac{9}{2} R_{12} + \frac{1}{6}(\frac{111}{4} R_1^2 - 423 R_2 R_3 + 57 R_1 R_2^2)) s + (\frac{509}{4} R_1 + \frac{29}{2} R_2) R + 48 R_{112} - 30 R_{112} - 18 R_{222}
\]
\[ + 6 R_{111} + \frac{1}{R}(\frac{29}{2} R_{11} + 3\frac{9}{4} R_{21} - 45 \frac{5}{2} R_{22}) R_1 + (\frac{9}{2} R_{11} - \frac{111}{4} R_{12} + \frac{77}{2} R_{22}) R_2)
\]
\[ + \frac{1}{6}(\frac{2315}{8} R_1^2 R_2 - \frac{2315}{2} R_1 R_2^2 + \frac{77}{2} R_1 R_2^2 - \frac{2315}{2} R_2^3).
\]

\[ b^3 = \frac{2}{3} R s^3 + (18 R_1 - \frac{29}{2} R_2) s^2 + (3 R_{11} - \frac{49}{8} R_2^2 + \frac{29}{2} R_{12} - \frac{29}{2} R_{22}) R
\]
\[ + \frac{1}{6}(\frac{2315}{8} R_1^2 R_2 - 42 R_1 R_2 + \frac{57}{2} R_2^2)) s + (\frac{2315}{4} R_2 + \frac{9}{2} R_1) R - 42 R_{112} + 42 R_{122}
\]
\[ + 12 R_{111} + \frac{1}{R}(R_1 (\frac{29}{2} R_{12} - \frac{29}{2} R_{11} - \frac{77}{2} R_{22}) + (24 R_{11} - \frac{29}{2} R_{12} - \frac{29}{2} R_{22}) R_2)
\]
\[ + \frac{1}{6}(\frac{2315}{8} R_1^2 - 105 R_2^2 - \frac{2315}{2} R_1 R_2^2 + \frac{77}{2} R_1 R_2^2 + \frac{2315}{2} R_2^3).
\]

\[ c^1 = 234 R s + 18 R_2 + 18 R_1,
\]
\[ c^2 = 36 R_1 - 18 R_2,
\]
\[ c^3 = 18 R_1 - 36 R_2,
\]

\[ d^2 = \frac{4}{3} R s^5 + (\frac{174}{8} R_2 - \frac{174}{8} R_1) s^4 + (\frac{29}{2} R_{11} - \frac{9}{2} R_{22} + \frac{1}{\sqrt{R}}(-\frac{29}{8} R_1^2 + \frac{39}{8} R_1 R_2 - \frac{27}{8} R_2^2)) s^3
\]
\[ + (33 R_{222} - (\frac{29}{8} R_1 R_2 + 411 R_1 R) - \frac{49}{8} R_{12} + \frac{49}{8} R_{112} - \frac{29}{2} R_{111})
\]
\[ + \frac{1}{R}(-(\frac{111}{2} R_1 + R_2 + \frac{27}{2} R_2 - R_{12} + R_{11} R_1 + \frac{111}{2} R_2) R_2)) s^2
\]
\[ + (\frac{2315}{8} R_1^2 R_2 - \frac{2315}{4} R_1 R_2 + \frac{57}{2} R_1 R_2^2 - \frac{2315}{8} R_2^3) s + (\frac{2315}{4} R_2 + \frac{9}{2} R_1) R - 42 R_{112} + 42 R_{122}
\]
\[ + 12 R_{111} + \frac{1}{R}(R_1 (\frac{29}{2} R_{12} - \frac{29}{2} R_{11} - \frac{77}{2} R_{22}) + (24 R_{11} - \frac{29}{2} R_{12} - \frac{29}{2} R_{22}) R_2)
\]
\[ + \frac{1}{6}(\frac{2315}{8} R_1^2 - 105 R_2^2 - \frac{2315}{2} R_1 R_2^2 + \frac{77}{2} R_1 R_2^2 + \frac{2315}{2} R_2^3).
\]

\[ d^2 = \frac{2}{3} R s^3 + (\frac{49}{8} R_2 - \frac{49}{8} R_1) s^2 + (9 R_{12} - 9 R_2^2 - \frac{3}{2} R_{12} + \frac{1}{\sqrt{R}}(\frac{49}{8} R_1^2 - \frac{49}{8} R_1 R_2 - \frac{49}{8} R_2^2)) s^3 + (\frac{49}{8} R_1
\]
\[ + \frac{573}{16} R_2) R - \frac{49}{4} R_{112} - \frac{49}{4} R_{122} + \frac{49}{2} R_{112} + \frac{49}{2} R_{112} + \frac{1}{R}(\frac{49}{8} R_1 (R_1 - R_{11} - 60 R_{222})
\]
\[ + \frac{49}{16} R_{11} + \frac{60}{16} R_{22} - \frac{49}{4} R_{122} R_2) s^3 + ((135 R_{12} - \frac{160}{5} R_{11} - 36 R_{222}) R - \frac{160}{5} R_2^3)}
\]

- \frac{3}{4} R_1^2 + \frac{26}{9} R_2 R_3 + \frac{4}{3} R_2^2 - 3 R_2 R_3 + \frac{27}{2} R_{1112} + \frac{31}{4} R_{1122} - \frac{22}{7} R_{1122} + \frac{4}{7} R_{1112} R_2 + R_{111} \left( \frac{11}{2} R_2 R_3 - 15 R_{112} \right) + 15 R_{112}^2 - \frac{22}{7} R_{1122} R_3 + \frac{22}{7} R_{1122}^2 \\
\text{References}

Linearizable 3-webs and the Gronwall conjecture


JOSEPH GRIFONE
LABORATOIRE EMILE PICARD
U.M.R. C.N.R.S. 5580
DÉPARTEMENT DE MATHEMATIQUES
UNIVERSITÉ PAUL SABATIER
118, ROUTE DE NARBONNE
31062 TOULOUSE CEDEX
FRANCE
E-mail: grifone@picard.ups-tlse.fr

ZOLTÁN MUZSNAY
DEPARTMENT OF MATHEMATICS
UNIVERSITY OF DEBRECEN
H-4010 DEBRECEN, P. O. BOX 12
HUNGARY
E-mail: muzsnay@math.klte.hu
URL: http://www.math.klte.hu/~muzsnay

J. SAAB
FACULTÉ DES SCIENCES ET DE GENIE
UNIVERSITÉ SAINT ESPRIT DE KASLIK
B.P. 446 JOUNIEH
LEBANON
E-mail: jihadsaab@yahoo.fr

(Received March 23, 2006; revised January 11, 2007)