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Abstract

We study anti-commutative algebras, which are extensions of a one-dimensional al-
gebra by a four-dimensional nilpotent Lie algebra and at the same time extensions of
the two-dimensional non-abelian Lie algebra by an abelian algebra. These algebras, just
like the five-dimensional solvable Malcev algebras, have a flag of subalgebras and can
therefore be considered their closest relatives. We characterize binary Lie algebras in this
class, called Malcev-like algebras, playing interesting role in non-associative Lie theory.
We find normal forms of their multiplications, and determine their isomorphism classes.

1 Introduction

The power series terms of local loop multiplications at the unit element define several mul-
tilinear operations in the tangent space of the local loop. Particularly interesting is the case
when these multilinear operations are determined only by a bilinear operation. The sim-
plest such loops are the Moufang loops and the more general diassociative (or alternative)
loops (any two elements generate a subgroup). The corresponding generalizations of Lie al-
gebras are the Malcev algebras and the binary Lie algebras (any two elements generate a Lie
subalgebra), which play an important role in non-associative Lie theory. Their outstanding
property is that the classical Campbell-Hausdorff power series formed by their bilinear oper-
ation determines the analytic local loop multiplication, the tangent algebra of which is the
given Malcev algebra or the binary Lie algebra, (cf. [1], Ch. 4. §5 in [6], [15]). Moreover, any
local analytic Moufang loop can be uniquely embedded into a connected, simply connected
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global loop (cf. [12], [13], [19]), but this statement does not generally apply to local analytic
diassociative loops (cf. [9]).

The correspondence between local analytic Moufang and diassociative loops and their
tangent algebras was the main motivation of A. I. Malcev for introducing in 1955 the concepts
of Malcev algebras (called them Moufang-Lie algebras) and binary Lie algebras. His work [17]
became the starting point for the foundation of non-associative Lie theory and had a major
impact on the development of mathematics (cf. [20]). Over the past decades, the theory of
differentiable Moufang loops and their tangent Malcev algebras has developed significantly
almost to the level of the theory of Lie groups and algebras, but there are many interesting
open questions about diassociative loops and their tangent binary Lie algebras. Malcev
algebras and the corresponding Moufang loops of dimension ≤ 5 were classified by E. N.
Kuzmin in [14], 1970: there is one non-Lie Malcev algebra in dimension 4 and there are one
nilpotent algebra, five solvable algebras and one non-solvable algebra in dimension 5. The
systematic study of binary Lie algebras began with the works of A. T. Gainov [3], 1957. He
found that the minimum of the dimension of non-Lie binary Lie algebras is 4 and classified
these algebras in [4], 1963. The study of low-dimensional algebras (cf. for example [4], [14],
[16]) provided models for further research and thus contributed to an important advancement
in the general theory of Malcev and binary Lie algebras (e.g. [2], [7], [8], [10], [23], [24]). The
history of non-associative Lie theory is well described in the paper [22] by L. V. Sabinin.

Binary Lie algebras of dimension 4 are extensions of a one-dimensional algebra by a
nilpotent Lie algebra and at the same time are extensions of a two-dimensional Lie algebra
by an abelian algebra. We classified in [2] solvable 4-dimensional anti-commutative algebras
with analogous decomposition and determined their automorphism groups. The solvable 5-
dimensional Malcev algebras have very similar decomposition properties as the 4-dimensional
binary Lie algebras, they are extensions of a 1-dimensional algebra by a nilpotent Lie algebra
and simultaneously extensions of a two-dimensional Lie algebra by an abelian algebra. We call
the 5-dimensional anti-commutative algebras that have the same decomposition properties as
solvable Malcev algebras Malcev-like algebras or M5-algebras, these algebras can be regarded
as close relatives of solvable Malcev algebras. The aim of this work is to study binary Lie
algebras in the class of Malcev-like algebras, and find their normal forms and isomorphism
classes over a commutative field K of characteristic 0. The study of this natural class of
low-dimensional binary Lie algebras can make a significant contribution to the development
of Lie theory of analytic diassociative loops and their tangent algebras.

The derived algebras of non-commutative extensions of a two-dimensional Lie algebra by
an abelian algebra are, according to [7], nilpotent algebras. The 4-dimensional nilpotent Lie
algebras have 3 isomorphism classes. If {ckij(X)} is the system of structure constants given
by eres =

∑
t c

t
rset with respect to a basis {e0, e1, . . . , e4}, then the function

γ(x0, . . . , x4; y0, . . . , y4) =

4∑
r,s=0

(c0rsx
rys, . . . , c4rsx

rys)

describes the multiplication expressed by the structure constants and the coordinates. The
general linear group GL(5,K) acts γ 7→ g ◦ γ on the multiplication functions γ as

g ◦ γ(x, y) = g−1γ(gx, gy), x, y ∈ K5 (1)
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via change of basis by g ∈ GL(5,K). The isomorphism classes of anti-commutative algebras
correspond to the orbits of the action (1), namely, γ1 and γ2 determine isomorphic algebras
if and only if g ◦ γ1 = γ2 for some g ∈ GL(5,K). To get a linear instead of the quadratic
equation for g, we reduce the action (1) to a transitive subgroup of GL(5,K) on the mul-
tiplication functions using the subalgebra flag of the algebra. We obtain normal forms of
multiplications as representatives of isomorphism classes by choosing an appropriate element
of each trajectory.

We introduce in §2 the basic concepts on binary Lie and Malcev algebras. In §3 we define
Malcev-like algebras, their types in terms of the four-dimensional nilpotent Lie algebras iso-
morphic to the derived ideal. §4 is devoted to the study of the group of partial automorphisms
acting simply transitively on distinguished bases, isomorphism classes of Malcev-like algebras
corresponding to the orbits of the action of the group of partial isomorphisms, and the linear
systems of equations for partial isomorphisms giving isomorphisms. In §5 we classify Malcev-
like algebras with codimension one abelian ideal. It turns out that these algebras are Lie
algebras, the constructions of the corresponding global matrix Lie groups (e.g. [5], §3) can
serve in the future for the study of diassociative global loops corresponding to Malcev-like
binary Lie algebras. In §6 we characterize Lie, Malcev and binary Lie algebras such that the
derived ideal contains as subideal the 3-dimensional Heisenberg algebra. In §7 we investigate
the ideal properties of subalgebras of these binary Lie algebras and determine the normal
forms of the multiplications with different such properties. In §8 Malcev-like algebras with
derived ideal isomorphic to the filiform nilpotent Lie algebra are investigated. §9 is devoted
to the determination of normal forms of the multiplications of binary Lie algebras with fil-
iform derived ideal. In §10 we summarize the results obtained for the determination and
classification of 5-dimensional Malcev-like binary Lie algebras. In Appendix we describe the
general anti-commutative split extensions (or semidirect sums) of the two-dimensional Lie al-
gebra by abelian algebras and give a necessary and sufficient condition for anti-commutative
semidirect sum to be binary Lie algebra, respectively Malcev algebra.

2 Preliminaries

Let K be a commutative field of characteristic zero and denote K◦ the multiplicative group of
the field K. We consider a (non-associative) anti-commutative algebra g over the field K. The
multiplication of the elements x, y ∈ g is denoted by x · y, but the multiplication symbol will
be omitted whenever it does not cause confusion. The multiplication symbol · is considered
less binding than the juxtaposition, i.e. xy · u is a short form of (x · y) · u. Aut(g) denotes
the group of automorphisms, End(g) the algebra of linear maps of g. Lx, Rx : g → g are the
left and right multiplication maps: Lx(t) = xt and Rx(t) = tx, x, t ∈ g. The maps Lx, Rx

differ only by sign, a subalgebra in g is an ideal if it is invariant under the left (and hence
the right) multiplication maps. The derived algebra g′ = g · g is an ideal of g, the second
derived algebra g′′ = g′ · g′ is a subalgebra of g. The Jacobian J : g× g× g → g is the map
J : (x, y, z) 7→ xy · z + zx · y + yz · x, the Jacobi identity is J (x, y, z) = 0, x, y, z ∈ g. For a
Lie algebra g the ideal C(g) = {z ∈ g; zg = gz = 0} is the center in g. An anti-commutative
algebra g is a binary Lie algebra if the identity

J (x, y, xy) = (y · xy)x+ (xy · x)y = 0, x, y ∈ g (2)
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holds. g is a Malcev algebra if the identity

xy · xz = (xy · z)x+ (yz · x)x+ (zx · x)y, x, y, z ∈ g (3)

or equivalently the Sagle identity

(xy · z)t+ (yz · t)x+ (zt · x)y + (tx · y)z = xz · yt, x, y, z, t ∈ g (4)

is satisfied in g.

Remark 2.1. Putting y 7→ z in the Malcev identity (3) or y 7→ z, x 7→ t in the Sagle identity
(4) we obtain identities equivalent to (2) characterizing the binary Lie algebras.

The anti-commutative algebra g is called decomposable if it is the direct sum of subalge-
bras. An extension c of an anti-commutative algebra b by an anti-commutative algebra a is
a short exact sequence

0 → a
ι→ c

π→ b → 0, (5)

where ι(a) is an ideal of c and π induces an isomorphism of the factor algebra c/ι(a) to b.
The extension (5) is splitting if there exists a subalgebra b̃ of c such that π(b̃) is isomorphic
to b, in this case we say that c is the semidirect sum of a and b̃. In the following we will
deal with anti-commutative semidirect sums a ⊕l b of Lie algebras a and b defined by the
operation

(ξ,X) · (η, Y ) =
(
ξη,XY + lξ(Y )− lη(X)

)
, ξ, η ∈ a, X, Y ∈ b (6)

on a⊕ b, where l : a× b → b is a given bilinear map.
For B = {e0, e1, . . . , en−1}, B̂ = {ê0, ê1, . . . , ên−1} bases of an anti-commutative algebra g let
Kn(B) and Kn(B̂) be the anti-commutative algebras on the vector space Kn, such that the
linear coordinate maps ϕB : g → Kn and ϕB̂ : g → Kn are isomorphisms. The composition

ϕB̂ ◦ϕ
−1
B : Kn(B) → Kn(B̂) is an isomorphism corresponding to the change of the basis B to B̂.

It follows that the general linear group GL(5,K) acts by (1) on the multiplication functions
via change of basis and the isomorphism classes correspond to the orbits of this action.
In what follows, operations of algebras are often given by listing the non-zero products with
respect to an appropriately chosen basis {e0, e1, . . . , en−1}. Accordingly, the five-dimensional
non-decomposable solvable Malcev algebras over K are classified by the following multiplica-
tions (cf. [14]):

m1 : e1e2 = e4, e0e1 = e1, e0e2 = e2, e0e3 = −e3, e0e4 = e3 + 2e4,

m2 : e1e2 = e4, e0e1 = e1, e0e2 = e2, e0e3 = −e2 − 2e3, e0e4 = −e4,
m3 : e1e2 = e4, e0e1 = e1, e0e2 = e2, e0e3 = −e3 − e4, e0e4 = −e4,
m4 : e1e2 = e4, e0e1 = e1, e0e2 = e2 + e3, e0e3 = e3, e0e4 = −e4,

m5(γ) : e1e2 = e4, e0e1 = e1, e0e2 = e2, e0e3 = γe3, e0e4 = −e4.

(7)

3 M5-algebras and distinguished bases

Five-dimensional non-decomposable solvable Malcev algebras (7) belong to the following class
of solvable anti-commutative algebras:

4



Definition 3.1. A 5-dimensional non-decomposable anti-commutative algebra c is called
Malcev-like algebra, or shortly M5-algebra if

(i) the derived algebra c′ is a 4-dimensional nilpotent Lie algebra,

(ii) c is an anti-commutative semidirect sum l2 ⊕l i of l2, where i is an abelian ideal.

The derived algebra c′ is a nilpotent ideal in c, hence c is a solvable anti-commutative
algebra, which is isomorphic to the semidirect sum Ke0⊕λ0 c

′, where λ0 = Le0 |c′ : c′ → c′. We
notice, that according to [7], the derived algebra of a solvable binary Lie algebra is nilpotent,
hence for such algebras the condition (i) is equivalent to the assumption that the derived
algebra is 4-dimensional. Any 4-dimensional nilpotent Lie algebra is isomorphic to one of the
following three algebras:

abelian a,

direct sum n = n3 ⊕ K, where n3 is the 3-dimensional Heisenberg Lie algebra, with
non-vanishing multiplication e1e2 = e4,

filiform nilpotent Lie algebra f with non-vanishing multiplications e1e2 = e3, e1e3 = e4.

Clearly, the subspace spanned by the vectors e2, e3, e4 is an abelian ideal in c′, but the ideal
property of i in c is guaranteed by the condition (ii) of Definition 3.1.

Definition 3.2. An M5-algebra c = l2 ⊕l i is called M5(t)-algebra or M5-algebra of type t,
if c′ ∼= t, where t ∈ {a, n, f}.
A basis {e0, e1, e2, e3, e4} in an M5-algebra c is called distinguished, if {e1, e2, e3, e4} is a basis
of c′ such that the multiplication in c′ satisfies

M5(a)-algebra: abelian

M5(n)-algebra: e1e2 = e4,

M5(f)-algebra: e1e2 = e3, e1e3 = e4.

A distinguished basis {e0, e1, e2, e3, e4} in c = l2 ⊕l i is said to be special if e0e1 = e1 holds
and the vectors e2, e3, e4 generate an abelian ideal.

For any distinguished basis {e0, e1, e2, e3, e4} of an M5-algebra the vectors e2, e3, e4 gen-
erate an abelian subalgebra, which is not necessarily an ideal.

Lemma 3.1. An anti-commutative algebra c is an M5-algebra if and only if

(i) the derived algebra c′ is a 4-dimensional nilpotent Lie algebra,

(ii) c has a special distinguished basis.

Proposition 3.2. Let c be an M5(t)-algebra, where t ∈ {a, n, f}, and {e0, e1, e2, e3, e4} a
special distinguished basis of c. The matrix X of the map λ0 = Le0 |c′ : c′ → c′ has the form

X =

[
1 0
0t X

]
, 0 =

[
0 0 0

]
, l0 = X =

x22 x23 x24
x32 x33 x34
x42 x43 x44

 , (8)
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where l0 = X is the matrix of the map Le0 |i : i → i induced on the abelian ideal i satisfying
the condition

det(X) ̸= 0; rank

[
x22 x23 x24
x32 x33 x34

]
= 2;

[
x22 x23 x24

]
̸=

[
0 0 0

]
, (9)

for a, n and f, respectively. The matrix of lk = Lek |i : i → i, k = 2, 3, 4 is the zero matrix.
The matrix Y of the map l1 = Le1 |i : i → i is given by

Y =

0 0 0
0 0 0
0 0 0

 ; Y =

0 0 0
0 0 0
1 0 0

 ; Y =

0 0 0
1 0 0
0 1 0

 (10)

for a, n and f, respectively.

Proof. The condition (10) follows from the definition of distinguished bases. Since for a
special distinguished basis one has e0e1 = e1 and e2, e3, e4 generate an abelian ideal, the
matrix of the map l0 = Le0 |i : i → i has the form (8). The conditions (9) given for the matrix
X hold since dim(c′) = 4.

We parametrize M5(t)-algebras, t ∈ {a, n, f}, defined on the vector space K5 having the
canonical basis {e0, e1, e2, e3, e4} of K5 as a special distinguished basis by 3× 3 matrices.

Proposition 3.3. Let X =

x22 x23 x24
x32 x33 x34
x42 x43 x44

 be an arbitrary matrix satisfying the conditions

(9) with respect to t ∈ {a, n, f}. The multiplication determined by the matrices λ0, lκ, κ = 0, 1
given by formulas (8) and (10) defines a unique M5(t)-algebra c(X) on the vector space K5,
such that the canonical basis {e0, e1, e2, e3, e4} of K5 is a special distinguished basis of c(X).
If (8) is the matrix of the map λ0 = Le0 |c′ : c′ → c′ for an M5(t)-algebra c having the
properties given by (9), then the M5(t)-algebra c(X) constructed on the vector space K5 is
isomorphic to c.

Proof. We define the multiplication with respect to the canonical basis {e0, e1, e2, e3, e4} of
K5 by the relations e0e1 = e1, e0ej =

∑4
k=2 x

k
j ek, e1ej = l1ej , j = 2, 3, 4, where the map

l1 : ej 7→ Le1ej is determined by the multiplication formulas of an M5(t)-algebra c(X) with
respect to a distinguished basis described in Definition 3.2. We obtain an M5(t)-algebra
c(X), for which {e0, e1, e2, e3, e4} is a special distinguished basis and the multiplication with
the matrix X gives the map λ0 = Le0 |c′(X) : c

′(X) → c′(X) and the multiplication with X the
map l0. Clearly, for a given M5(t)-algebra c the M5(t)-algebra c(X) defined by the above
construction is isomorphic to c.

Definition 3.3. A 5-dimensional vector space V with a fixed basis B can be identified with
the vector space K5. For a matrix X satisfying (9) we denote by c(X) the uniquely defined
M5(t)-algebra on V with special distinguished basis B constructed according to Proposition
3.3.
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4 Partial isomorphisms of M5-algebras

Definition 4.1. A map φ : c → ĉ between M5-algebras c and ĉ is called partial isomorphism
if the induced map φ|c′ : c′ → ĉ′ is an isomorphism. A partial isomorphism φ : c → c is called
partial automorphism.

Partial isomorphisms preserve the type t ∈ {a, n, f} of M5-algebras. If {e0, e1, e2, e3, e4}
and {ê0, ê1, ê2, ê3, ê4} are distinguished bases of M5-algebras c and c∗ of same type, then the
linear map φ : c → c∗ determined by φ(ei) = êi, i = 0, 1, 2, 3, 4, is a partial isomorphism. We
get immediately

Lemma 4.1. A linear map φ : c → c∗ is a partial isomorphism if and only if its matrix with
respect to distinguished bases of c and c∗ has the form[

u0 0
ut A

]
, u =

[
u1 u2 u3 u4

]
, 0 =

[
0 0 0 0

]
, (11)

where for an

(a) M5(a)-algebra: det(A) ̸= 0,

(b) M5(n)-algebra: A =


p1 q1 0 0
p2 q2 0 0
p3 q3 r3 0
p4 q4 r4 p1q2 − p2q1

 , (p1q2 − p2q1)r3 ̸= 0,

(c) M5(f)-algebra: A =


p1 0 0 0
p2 q2 0 0
p3 q3 p1q2 0
p4 q4 p1q3 (p1)2q2

 , p1q2 ̸= 0,

r3, r4, pi, qi ∈ K, i = 1, 2, 3, 4.

Isomorphisms between M5-algebras induce isomorphisms between their derived algebras.

Corollary 4.2. Isomorphisms between M5-algebras are partial isomorphisms. The auto-
morphism group of an M5-algebra is a subgroup of the group of its partial automorphisms.

Definition 4.2. A pair {V, p} of a 5-dimensional vector space V and a 4-dimensional nilpo-
tent Lie algebra p which is contained as a subspace in V and is isomorphic to t ∈ {a, n, f} is
called partial Lie algebra.
A partial Lie-automorphism of a partial Lie algebra {V, p} is a linear automorphism of V
which induces a Lie algebra automorphism of p. The group of partial Lie-automorphisms of
a partial Lie algebra {V, p} will be denoted by Autp(V).
An M5-algebra defined on V is said to be adapted to the partial Lie algebra {V, p} if its
derived algebra is p.
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Now, we fix a partial Lie algebra {V, p}. It is clear that the partial automorphisms
of any M5-algebra adapted to {V, p} are exactly the partial Lie-automorphisms of {V, p}.
Moreover, if p ∼= t, then any M5(t)-algebra is isomorphic to some M5(t)-algebra adapted to
{V, p}, hence for the investigation of isomorphism classes of M5(t)-algebras it is sufficient to
consider only M5(t)-algebras which are adapted to the partial Lie algebra {V, p}.
Let B = {e0, e1, e2, e3, e4} be fixed basis of V such that {e1, e2, e3, e4} is a basis of p with
multiplication:

abelian, if p ∼= a,
e1e2 = e4, if p ∼= n
e1e2 = e3, e1e3 = e4, if p ∼= f.

Consider a vector space V with a fixed basis B = {e0, e1, e2, e3, e4} and all M5(t)-algebras
on V having B as a special distinguished basis. These M5(t)-algebras c(X) have the same
partial automorphism group Autp(V). Let be {ckij(X)} the system of structure constants of
c(X), hence eres =

∑
t c

t
rset. Identifying the basis B with the canonical basis of the vector

space K5, we denote by γX the multiplication on K5 determined by {ckij(X)}. The group

Autp(V) acts on the set Γ of multiplications of M5(t)-algebras on K5 by

γX(x, y) 7→M−1γX(Mx,My), M ∈ Autp(V), x, y ∈ K5. (12)

Lemma 4.3. The orbits of the action (12) of the group Autp(V) on Γ correspond to isomor-
phism classes of 5-dimensional M5(t)-algebras.

Proof. The group GL(5,K) acts via change of basis on the set of anti-commutative bilin-
ear multiplications on K5 by (g ◦ γ)(x, y) = g−1γ(gx, gy), g ∈ GL(5,K). An orbit O(γ)
under this action consists of all anti-commutative bilinear multiplications giving isomorphic
anti-commutative algebras, (cf. e.g. [?]). An isomorphism φ : c(X) → c(X̂) induces isomor-
phism between the ideals c′(X) and c′(X̂), hence the basis {φ(e0), φ(e1), φ(e2), φ(e3), φ(e4)}
is also a distinguished basis of c(X̂). It follows that the linear map α defined by α(ei) = êi,
i = 0, 1, . . . , 4 is an isomorphism between the multiplications with respect to the bases
{e0, e1, e2, e3, e4} and {ê0, ê1, ê2, ê3, ê4}, respectively.

In the following we will use Einstein’s summation convention, i.e. we sum over all values
for repeated free indices in a term. The indices will take the following values:

h, i, j, k ∈ {2, 3, 4}, p, q, r, s, t ∈ {1, 2, 3, 4}, ϑ, κ, λ, µ, ν ∈ {0, 1, 2, 3, 4}.

Using Proposition 3.3 we define partial isomorphic M5-algebras c = c(X) and ĉ = c(X̂) of
same type t ∈ {a, n, f} determined by the matrices

X =

x22 x23 x24
x32 x33 x34
x42 x43 x44

 and X̂ =

x̂22 x̂23 x̂24
x̂32 x̂33 x̂34
x̂42 x̂43 x̂44

 , (13)

of the maps l0, respectively l̂0, with respect to the special distinguished bases {e0, e1, e2, e3, e4}
and {ê0, ê1, ê2, ê3, ê4}. Let ψ : c → ĉ be the fixed partial isomorphism given by ψ(eλ) = êλ.
For any other partial isomorphism φ : c → ĉ the map α = φ ◦ ψ−1 : ĉ → ĉ is a partial
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automorphism, the matrix of which has the form described in Lemma 4.1. Denoting the
matrix block A in (11) by {arq} we get

φ(eλ) = α ◦ ψ(eλ) = α(êλ), φ(e0) = uλêλ = u0ê0 + utêt, φ(eq) = atq êt. (14)

Theorem 4.4. A partial isomorphism φ : c(X) → ĉ(X̂) given by (14) is an isomorphism if
and only if there is a matrix A = {arq} satisfying the following equations:

(a) for M5(a)-algebra:

a11 = u0a11, a1jx
j
h = u0a1h, ai1 = u0x̂ija

j
1, aijx

j
h = u0x̂ija

j
h,

(b) for M5(n)-algebra:

a11 = u0a11, ah1 = u0x̂hka
k
1 + (u1a21 − u2a11)δ

h
4 ,

a1jx
j
k = u0a1k, ahj x

j
k = u0x̂hj a

j
k + (u1a2k − u2a1k)δ

h
4 .

(c) for M5(f)-algebra: u0 = 1, a11 ̸= 0, and

ai1 = x̂ija
j
1 + (u1a21 − u2a11)δ

i
3 + (u1a31 − u3a11)δ

i
4, aijx

j
k = x̂ija

j
k + u1a2kδ

i
3 + u1a3kδ

i
4.

Proof. We find necessary and sufficient conditions for the partial isomorphism φ = α ◦ ψ :
c → ĉ to be an isomorphism. The induced map φ|c′ : c′ → ĉ′ is an isomorphism, hence we
investigate only the identities φ(e0e1) = φ(e0) ⋆ φ(e1) and φ(e0ek) = φ(e0) ⋆ φ(ek), where
(x, y) 7→ x ⋆ y, x, y ∈ ĉ denotes the multiplication in ĉ. We have e0ek = xjkej , ê0 ⋆ êk = x̂jkêj
and

φ(e0e1) = φ(e1) = α(ê1) = at1êt,

φ(e0) ⋆ φ(e1) = (u0ê0 + utêt) ⋆ (a
1
1ê1 + ak1 êk) = u0a11ê1 + u0ak1x̂

j
kêj − uja11ê1 ⋆ êj + utaj1êt ⋆ êj .

Since êh ⋆ êj = 0, we get

a11 = u0a11, aj1êj = u0ak1x̂
j
kêj + (u1aj1 − uja11)ê1 ⋆ êj .

Similarly,
φ(e0ek) = φ(xjkej) = xjkφ(ej) = xjka

t
j êt,

φ(e0) ⋆ φ(ek) = (u0ê0 + usês) ⋆ (a
1
kê1 + ajkêj) = u0(a1kê1 + ajkx̂

h
j êh) + (u1ajk − uja1k)ê1 ⋆ êj ,

consequently,

xjka
1
j = u0a1k, xjka

h
j êh = u0ajkx̂

h
j êh + (u1ajk − uja1k)ê1 ⋆ êj .

Putting into ê1 ⋆ êj the multiplication formulas of the nilpotent derived M5(t)-algebras,
t ∈ {a, n, f} we get the assertions.
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5 M5(a)-algebras

If we rewrite the equations of Theorem 4.4 (a) in matrix form, we get

Lemma 5.1. The M5(a)-algebras c = c(X) and ĉ = c(X̂) given by the matrices (13) are

isomorphic if and only if there exist 0 ̸= u0 ∈ K and a non-singular matrix A =

[
a11 c
bt A

]
with

b =
[
a21 a31 a41

]
, c =

[
a12 a13 a14

]
, A =

a22 a23 a24
a32 a33 a34
a42 a43 a44

 , apq ∈ K,

such that [
1 0

0t X̂

]
=

1

u0

[
a11 c
bt A

] [
1 0
0t X

] [
a11 c
bt A

]−1

= A
1

u0

[
1 0
0t X

]
A−1. (15)

Equivalently,

a11 = u0a11, cX = u0c, X̂bt =
1

u0
bt, X̂ =

1

u0
AXA−1. (16)

Putting u0 = 1, b = c = 0, we obtain

Corollary 5.2. For any A ∈ GL(3,K) the M5(a)-algebras c = c(X) and ĉ = c(AXA−1) are
isomorphic.

Using the Jordan, respectively, rational normal forms of matrices (cf. for example chapters
6 and 7 in [11]) we obtain

Proposition 5.3. Any M5(a)-algebra is a Lie algebra isomorphic to an M5(a)-algebra c(X)
determined by one of the following matrices X:κ 0 0

0 λ 0
0 0 µ

 , κλµ ̸= 0,

κ 0 0
0 λ 0
0 1 λ

 , κλ ̸= 0,

κ 0 0
1 κ 0
0 1 κ

 , κ ̸= 0, (17)

κ 0 0
0 0 −λ
0 1 −µ

 , κλ ̸= 0, t2 + µt+ λ is irreducible,

0 0 −κ
1 0 −λ
0 1 −µ

 , κ ̸= 0, t3 + µt2 + λt+ κ is irreducible.

(18)

Proof. According to Proposition 3.2 in the case of M5(a)-algebra and to Theorem 10.5 (c)
any M5(a)-algebra is a Lie algebra. Corollary 5.2 yields that the M5(a)-algebras c = c(X)
and ĉ = c(AXA−1) are isomorphic for any A ∈ GL(3,K). If the roots of the characteristic
polynomial χ(t) of X are contained in the field K, then the matrix X has Jordan normal
form given in (17). If the characteristic polynomial χ(t) = det(tE − X) has an irreducible
non-linear factor in K, then the matrices (18) are given by the corresponding companion
matrices.
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Definition 5.1. The Lie M5(a)-algebras of normal form are the algebras determined by the
matrices (17) and (18), which are given by the multiplications

bla1(κ, λ, µ): e0e1 = e1, e0e2 = κe2, e0e3 = λe3, e0e4 = µe4,

bla2(κ, λ): e0e1 = e1, e0e2 = κe2, e0e3 = λe3 + e4, e0e4 = λe4,

bla3(κ): e0e1 = e1, e0e2 = κe2 + e3, e0e3 = κe3 + e4, e0e4 = κe4,

bla4(κ, λ, µ): e0e1 = e1, e0e2 = κe2, e0e3 = e4, e0e4 = −λe3 − µe4,

bla5(κ, λ, µ): e0e1 = e1, e0e2 = e3, e0e3 = e4, e0e4 = −κe2 − λe3 − µe4

with respect to a special distinguished basis.

Remark 5.4. For an algebraically closed field K any M5(a)-algebra is isomorphic to one
of the algebras of normal form given by bla1(κ, λ, µ), bla2(κ, λ), bla3(κ). For ordered fields K
there exist algebras bla4(κ, λ, µ) of normal form, since the inequality µ2 < 4λ implies that the
polynomial t2 + µt+ λ is irreducible. In the following we mark the algebras bla4(κ, λ, µ)

∗ and
bla5(κ, λ, µ)

∗ with an asterisk, if their existence depends on the properties of the underlying
field.

Since isomorphisms ofM5(a)-algebras preserve the characteristic polynomials, isomorphic
M5(a)-algebras of normal form have the same type of normal forms, blax, x ∈ {1, 2, . . . , 5}.

Proposition 5.5. The M5(a)-algebras of normal form bla3(κ) and bla5(κ, λ, µ)
∗ are uniquely

determined in the isomorphism class. Among M5(a)-algebras of normal form there are the
following isomorphisms:

bla1(π(κ), π(λ), π(µ))
∼= bla1(

1
ρ(κ) ,

ρ(λ)
ρ(κ) ,

ρ(µ)
ρ(κ) )

∼= bla1(
σ(µ)
σ(κ) ,

1
σ(κ) ,

σ(λ)
σ(κ))

∼= bla1(
τ(λ)
τ(κ) ,

τ(µ)
τ(κ) ,

1
τ(κ)),

for any π, ρ, σ, τ ∈ Sym({κ, λ, µ}), κλµ ̸= 0,

bla2(κ, λ)
∼= bla2(

1
κ ,

λ
κ),

bla4(κ, λ, µ)
∗ ∼= bla4(

1
κ ,

λ
κ ,

µ
κ )

∗.

Proof. It follows from (16) that for isomorphic M5(a)-algebras c = c(X) and c(X̂) one has
X̂ = 1

u0AXA
−1. Moreover, according to Corollary 5.2, the M5(a)-algebras c = c(X) and

ĉ = c(AXA−1) are isomorphic for any A ∈ GL(3,K). The algebras (??) are given by Jordan
or companion matrices, they are determined by conjugation X 7→ AXA−1, A ∈ GL(3,K).
Hence we can assume that c = c(X) and c(X̂) belong to algebras (??). Now, we investigate
isomorphisms determined by (15) with u0 ̸= 1. Applying the primary decomposition theorem

(see Section 6.8 in [11]) we get direct sum decomposition of the extended matrix 1
u0

[
1 0
0t X

]
into invariant subspaces defined uniquely up to order. For the algebras (??) there is one
two- or three-dimensional invariant subspace listed last in their order. The conjugations
exchanging one-dimensional invariant subspaces when there are more of them, and leaving
fixed the two-dimensional or three-dimensional invariant subspaces, we can obtain isomor-
phisms preserving the direct sum decomposition. All extended matrices of (17) and (18)
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have Ke1 as a one-dimensional invariant subspace such that the complementary subspace is
also invariant. For the algebras bla3(κ) and bla5(κ, λ, µ)

∗ the invariant subspace Ke1 is the
only one-dimensional direct sum component subspace, hence these algebras are determined
uniquely in the isomorphism class. For bla2(κ, λ) and bla4(κ, λ, µ)

∗ the extended matrix has
Ke1, Ke2 as one-dimensional direct sum component subspaces corresponding to the charac-
teristic value 1 and κ. If we swap them according to the formula (15), we get e1 and e2
as characteristic vectors with characteristic value 1

u0 respectively κ
u0 , respectively. Since the

characteristic value of e2 should be 1, u0 = κ holds and the corresponding characteristic poly-
nomials are κ2(t) = (t− 1

κ)(t− 1)(t− λ
κ)

2 for bla2(κ, λ) and κ4(t) = (t− 1
κ)(t− 1)(t2+ µ

κ t+
λ
κ2 )

for bla4(κ, λ, µ)
∗. The polynomial κ2(t) is a product of linear factors and κ4(t) contains the

irreducible factor t2 + µ
κ t +

λ
κ2 , since ξ ∈ K is a root of t2 + µt + λ if and only if ξ

κ ∈ K is a

root of t2 + µ
κ t+

λ
κ2 . The corresponding Jordan, respectively companion matrices of X̂ are 1

κ 0 0

0 λ
κ 0

0 1 λ
κ

 ,
 1

κ 0 0

0 0 − λ
κ2

0 1 −µ
κ

 ,
consequently bla2(κ, λ)

∼= bla2(
1
κ ,

λ
κ) and bla4(κ, λ, µ)

∗ ∼= bla4(
1
κ ,

λ
κ2 ,

µ
κ )

∗. For bla1(κ, λ, µ) each
vectors e1, e2, e3, e4 are characteristic vectors of the extended matrix of X with characteristic
values 1, κ, λ, µ, respectively. Conjugations can result in any permutation of e2, e3, e4, leading
to permutations of the corresponding characteristic values κ, λ, µ. Hence the M5(a)-algebras
determined by matrices π(κ) 0 0

0 π(λ) 0
0 0 π(µ)

 , π ∈ Sym(κ, λ, µ)

are isomorphic, where Sym(κ, λ, µ) denotes the permutation group of the set {κ, λ, µ}. Sim-
ilarly to the case of bla2(κ, λ) and bla4(κ, λ, µ)

∗, a conjugation (15) can exchange any of e2, e3,
e4 with e1, and we get

1

κ
,
λ

κ
,
µ

κ
,

λ

κ
,
1

κ
,
µ

κ
,

λ

κ
,
µ

κ
,
1

κ
,

respectively, as characteristic values. If we combine the exchanges e2, e3, e4 with e1 and the
permutations of the vectors e2, e3, e4, we get the isomorphisms for bla1(κ, λ, µ)). Hence the
assertion is completely proved.

Corollary 5.6. Any M5(a)-algebra over an ordered field K is a Lie algebra isomorphic to a
unique M5(a)-algebra of normal form satisfying the inequalities

(1) bla1(κ, λ, µ), −1 ≤ µ ≤ λ ≤ κ ≤ 1, κλµ ̸= 0,

(2) bla2(κ, λ), 0 < |κ| ≤ 1, λ ̸= 0,

(3) bla3(κ), κ ̸= 0,

(4) bla4(κ, λ, µ), 0 < |κ| ≤ 1, λ ̸= 0,

(5) bla5(κ, λ, µ)
∗, κ ̸= 0.
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We notice that the real M5(a)-algebras belonging to the class of non-decomposable 5-
dimensional solvable Lie algebras with codimension one nilradicals are classified, (cf. p. 105
in [18]; p. 989 in [?]; pp. 120–121 in [21]).

6 M5(n)-algebras

An M5(n)-algebra is an anti-commutative semidirect sum Ke0 ⊕λ0 c′, such that the ideal
c′ ∼= ñ and the subspaces c′′, C(c′) are preserved by all elements of Aut(c). Considering
M5(n)-algebras with partial isomorphisms described in Lemma 4.1 (b) we obtain the following
assertion from Theorem 4.4 (b), whose 4-dimensional version is proved in [2].

Theorem 6.1. Let {e0, e1, e2, e3, e4} and {ê0, ê1, ê2, ê3, ê4} be special distinguished bases of
M5(n)-algebras c = c(X) and ĉ = c(X̂), respectively, determined by the matrices (13). The
partial isomorphism φ : c → ĉ given by (14) is an isomorphism if and only if there is a matrix
A of the form given in Lemma 4.1 (b) satisfying the matrix equation

p1 q1x22 q1x23 q1x24
p2 q2x22 q2x23 q2x24
p3 q3x22 + r3x32 q3x23 + r3x33 q3x24 + r3x34
p4 q4x22 + r4x32+ q4x23 + r4x33+ q4x24 + r4x34+

+(p1q2 − p2q1)x42 +(p1q2 − p2q1)x43 +(p1q2 − p2q1)x44

 =

=


u0p1 u0q1 0 0
u0x̂2jp

j u0x̂2jq
j u0x̂2jr

j u0x̂24(p
1q2 − p2q1)

u0x̂3jp
j u0x̂3jq

j u0x̂3jr
j u0x̂34(p

1q2 − p2q1)

u0x̂4jp
j + u1p2 − u2p1 u0x̂4jq

j + u1q2 − u2q1 u0x̂4jr
j u0x̂44(p

1q2 − p2q1)

 .
(19)

Lemma 6.2. A basis {e0, e1, e2, e3, e4} of the M5(n)-algebra c = c(X) is a special distin-
guished basis if and only if

(a) {e1, e2, e3, e4} is a basis of the nilpotent ideal c′ such that e3 ∈ C(c′), e4 ∈ c′′ and
e1e2 = e4,

(b) the matrix X of the map λ0 = Le0 |c′ : c′ → c′ has the block shape

X =

[
1 0
0t X

]
, X =

x22 x23 x24
x32 x33 x34
x42 x43 x44

 , where rank

[
x22 x23 x24
x32 x33 x34

]
= 2, (20)

with respect to the basis {e2, e3, e4} of i.

Proof. The form (20) of the matrix X means

e0e1 = e1, and X(Ke2 +Ke3 +Ke4) ⊆ (Ke2 +Ke3 +Ke4),

hence it follows from e1e2 = e4 that the subspace i = Ke2 + Ke3 + Ke4 is an abelian ideal.
The vectors e4, e0ei span i if and only if the cosets e0ei+Ke4 span the factor space i/Ke4, or
equivalently, the first and second rows of X are linearly independent, hence c′ is isomorphic
to ñ. Consequently, the conditions (a) and (b) imply that {e0, e1, e2, e3, e4} is a special
distinguished basis. The converse statement is clear.
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According to the definitions formulated in Section 4, an M5(n)-algebra c is a semidirect
sum c(X) = l2⊕l i of the 2-dimensional non-abelian Lie algebra l2 and a 3-dimensional abelian
ideal i = Ke2 ⊕Ke3 ⊕Ke4 with endomorphisms l0, l1 whose matrices X and Y , respectively,
have the form

X =

x22 x23 x24
x32 x33 x34
x42 x43 x44

 with rank

[
x22 x23 x24
x32 x33 x34

]
= 2, and Y =

0 0 0
0 0 0
1 0 0

 . (21)

Proposition 6.3. An M5(n)-algebra c(X) = l2 ⊕l i is a

1) Lie algebra if and only if X =

x22 0 0
x32 x33 0
x42 x43 x22 + 1

, x22x
3
3 ̸= 0,

2) non-Lie binary Lie algebra if and only if X has one of the following forms:

(a) X =

 1 0 0
x32 x33 x34
x42 x43 x44

 , x33(x
4
4 − 2) ̸= 0 for x34 = 0,

(b) X =

 x22 x23 0
1
x2
3
(x22 − 1)(x33 − 1) x33 0

x42 x43 x22 + x33

 , (x22 + x33 − 1)x23 ̸= 0,

3) non-Lie Malcev algebra if and only if X has one of the following forms:

(i) X =

 1 0 0
x32 x33 0
x42 x43 −1

 , x33 ̸= 0,

(ii) X =

 1 0 0
x32 1− x44 x34
x42

1
x3
4
(2 + x44 − x44x

4
4) x44

 , x34 ̸= 0,

(iii) X =

 x22 x23 0
− 1

x2
3
(x22x

2
2 + x2 − 2) −(x22 + 1) 0

x42 x43 −1

 , x23 ̸= 0.

Proof. We identify the maps l0 and l1 with their matrices, then we have

l21 = 0, l1l0 =

 0 0 0
0 0 0
x22 x23 x24

 , l0l1 =
x24 0 0
x34 0 0
x44 0 0

 , l0l1l0 =
x24x22 x24x

2
3 x24x

2
4

x34x
2
2 x34x

2
3 x34x

2
4

x44x
2
2 x44x

2
3 x44x

2
4

 , (22)

l1l0l1 =

 0 0 0
0 0 0
x24 0 0

 , l1l20 =

 0 0 0
0 0 0

x2jx
j
2 x2jx

j
3 x2jx

j
4

 , l20l1 =
x2jx

j
4 0 0

x3jx
j
4 0 0

x4jx
j
4 0 0

 . (23)
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According to Theorem 10.5 (c) c is a Lie algebra if and only if l1 = l0l1 − l1l0. This gives the
matrix equation0 0 0

0 0 0
1 0 0

 =

x24 0 0
x34 0 0
x44 0 0

−

 0 0 0
0 0 0
x22 x23 x24

 =

 x24 0 0
x34 0 0

x44 − x22 −x23 −x24

 ,

hence l0 =

x22 0 0
x32 x33 0
x42 x43 1 + x22

, proving the first assertion.

Theorem 10.5 (a) yields that c is a binary Lie algebra if and only if l1l0l1 = 0, equivalently
x24 = 0, and l0l1l0 + l1 − l1l

2
0 − l0l1 = 0. We get the matrix equation 0 0 0

x34x
2
2 x34x

2
3 0

x44x
2
2 x44x

2
3 0

+

0 0 0
0 0 0
1 0 0

−

 0 0 0
0 0 0

x2jx
j
2 x2jx

j
3 x2jx

j
4

−

 0 0 0
x34 0 0
x44 0 0

 =

0 0 0
0 0 0
0 0 0

 . (24)

We obtain from the first and second rows

x34(x
2
2 − 1) = x34x

2
3 = 0. (25)

If x34 ̸= 0, then x22 = 1, x23 = 0, and using x24 = 0 we get that the equations in the third row
of (24) are satisfied. Hence the matrix of l0 has the shape

X =

 1 0 0
x32 x33 x34
x42 x43 x44

 , x34 ̸= 0.

For x34 = 0 the equations (25) are satisfied and the third row of (24) gives

(x22 − 1)(x44 − x22 − 1)− x23x
3
2 = 0, x23(x

4
4 − x22 − x33) = 0.

In this case x23 = 0 and x22 ̸= 1 we get the Lie algebra condition, hence we assume x23 = 0,
x22 = 1 and x44 ̸= x22 + 1 = 2, hence

X =

 1 0 0
x32 x33 0
x42 x43 x44

 , x33 ̸= 0, x44 ̸= 2.

The assertion 2) (a) is proved.
For x34 = 0 and x23 ̸= 0 we get the conditions

x44 = x22 + x33, x32 =
1

x23
(x22 − 1)(x33 − 1).

Consequently

X =

 x22 x23 0
1
x2
3
(x22 − 1)(x33 − 1) x33 0

x42 x43 x22 + x33

 , x23 ̸= 0,
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satisfying det

[
x22 x23

1
x2
3
(x22 − 1)(x33 − 1) x33

]
= x22 + x33 − 1 ̸= 0, proving assertion 2) (b).

Now, we determine the Malcev algebras among non-Lie binary Lie algebras given in the
assertions 2) (a) and 2) (b). According to Theorem 10.5 (b) a binary Lie algebra c with
x24 = 0 is a Malcev algebra if and only if l1l

2
0 − l20l1 + l0l1 + l1l0 = 0. Using expressions (22)

and (23) we obtain −x23x34 0 0
x34(1− x33 − x44) 0 0

x22x
2
2 + x23x

3
2 − x43x

3
4 − x44x

4
4 + x22 + x44 (x22 + x33 + 1)x23 x23x

3
4

 =

0 0 0
0 0 0
0 0 0


giving the equations

x23x
3
4 = 0, x34(1− x33 − x44) = 0, (x22 + x33 + 1)x23 = 0,

x22(x
2
2 + 1) + x23x

3
2 − x43x

3
4 + (1− x44)x

4
4 = 0.

(26)

In the case (a) we have x22 = 1 and x23 = 0, hence from (26) we obtain

x34(1− x33 − x44) = 0, 2− x43x
3
4 + (1− x44)x

4
4 = 0.

For x34 = 0 the roots of the equation x44x
4
4 − x44 − 2 = 0 are 2,−1. Since x44 = 2 gives Lie

algebra, we get

X =

 1 0 0
x32 x33 0
x42 x43 −1

 , x33 ̸= 0.

For x34 ̸= 0 we obtain the equations x33 = 1− x44 and x43 =
1
x3
4
(2 + x44 − x44x

4
4) and we get

X =

 1 0 0
x32 1− x44 x34
x42

1
x3
4
(2 + x44 − x44x

4
4) x44

 , x34 ̸= 0.

In the case (b) we obtain

x23 ̸= 0, x34 = 0, x44 = x22 + x33 = −1, x32 =
1

x23
(x22 − 1)(x33 − 1) =

−x22x22 − x2 + 2

x23
,

it follows

X =

 x22 x23 0
− 1

x2
3
(x22x

2
2 + x2 − 2) −(x22 + 1) 0

x42 x43 −1

 , x23 ̸= 0,

hence the proof is finished.
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7 Binary Lie M5(n)-algebras

As a consequence of Proposition 6.3 we obtain

Proposition 7.1. Every binary Lie M5(n)-algebra c(X) belongs to one of the following
disjoint families defined by two equivalent conditions:

Bl(1) : a) the subspaces c′′ and C(c′) are ideals in c(X),

b) X =

x22 0 0
x32 x33 0
x42 x43 x44

 , x22 = 1 or x22 = x44 − 1 ̸= 0; and x22x
3
3 ̸= 0,

Bl(2) : a) the subspace C(c′) is ideal in c, but c′′ is not,

b) X =

 1 0 0
x32 x33 x34
x42 x43 x44

 , x34 ̸= 0,

Bl(3) : a) the subspace c′′ is ideal in c, but C(c′) is not,

b) X =

 x22 x23 0
1
x2
3
(x22 − 1)(x33 − 1) x33 0

x42 x43 x22 + x33

 , (x22 + x33 − 1)x23 ̸= 0.

Conditions a) for the ideal property show that isomorphic binary Lie M5(n)-algebras
belong to the same family. We now examine the binary Lie M5(n)-algebra families in detail.

7.1 Bl(1)-family

By Propositions 6.3 and 7.1, a binary Lie M5(n)-algebra c(X) belongs to the Bl(1)-family if
and only if X is a lower triangular matrix satisfying x22x

3
3 ̸= 0, moreover, x22 = 1 if c(X) is a

non-Lie algebra and x22 = x44 − 1 ̸= 0 if c(X) is a Lie algebra.

Proposition 7.2. Any binary Lie M5(n)-algebra c(X) in the Bl(1)-family is isomorphic to

the algebra c(X̂), where X̂ =

x22 0 0
ε x33 0
0 δ x44

 or X̂ =


1
x2
2

0 0

ε
x3
3

x2
2

0

0 δ
x4
4

x2
2

, ε, δ ∈ {0, 1}. The

isomorphism class of c(X) contains the algebras determined by the matrices:

(i)

x22 0 0
0 x33 0
0 0 x44

 and


1
x2
2

0 0

0
x3
3

x2
2

0

0 0
x4
4

x2
2

, if in each pair of conditions (x32 = 0, x22 ̸= x33) and

(x43 = 0, x33 ̸= x44) one of the conditions is fulfilled,

(ii)

x22 0 0
0 x33 0
0 1 x33

 and


1
x2
2

0 0

0
x3
3

x2
2

0

0 1
x3
3

x2
2

, if one of the conditions (x32 = 0, x22 ̸= x33) and both
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conditions (x43 ̸= 0, x33 = x44) are fulfilled,

(iii)

x22 0 0
1 x22 0
0 0 x44

, if both conditions (x32 ̸= 0, x22 = x33) and one of the conditions (x43 = 0,

x33 ̸= x44) are fulfilled,

(iv)

1 0 0
1 1 0
0 1 1

, if the conditions x32 ̸= 0, x43 ̸= 0 are fulfilled.

Proof. Assume that x22 = 1, x44 ̸= 2, x̂22 = 1, x̂44 ̸= 2, or x22 = x44 − 1 ̸= 0, x̂22 = x̂44 − 1 ̸= 0,
corresponding to the cases of non-Lie binary Lie algebras, respectively, Lie algebras. We
consider the isomorphism conditions given by the matrix equation (19) in Theorem 6.1 for
the matrix A of the partial isomorphism (cf. Lemma 4.1 (b)). The equations given by the
first two terms of the last row yields

u0

[
δp3 + (x̂44 − 1

u0 )p
4

δq3 + (x̂44 − 1
u0x

2
2)q

4 − r4

u0x
3
2 − (p1q2 − p2q1) 1

u0
x42

]
= u2

[
p1

q1

]
− u1

[
p2

q2

]
.

Clearly, any value of the vector u0

[
δp3 + (x̂44 − 1

u0 )p
4

δq3 + (x̂44 − 1
u0x

2
2)q

4 − r4

u0x
3
2 − (p1q2 − p2q1) 1

u0
x42

]
can be

expressed as a linear combination of the linearly independent vectors

[
p1

q1

]
and

[
p2

q2

]
with

freely specified coefficients u2 and u1. Hence these equations do not give any restriction for
the solution of the remaining equations.
Now, we assume p1 ̸= 0, hence u0 = 1. The last two diagonal elements imply x̂33 = x33,

x̂44 = x44, consequently x̂
2
2 = x22. It follows from the equation

[
p1 q1x22
p2 q2x22

]
=

[
p1 q1

x22p
2 x22q

2

]
that

for x22 ̸= 1 one has p2 = q1 = 0. The additional equations are

δ =
x43p

1q2 − (x44 − x33)r
4

r3
, ε =

x32r
3 + (x22 − x33)q

3

q2
, (x33 − 1)p3 = 0,

where p1q2 ̸= 0 and r3 ̸= 0 can take any value ̸= 0, hence we can assume ε, δ ∈ {0, 1}. We
obtain from the first equation that δ ̸= 0 for x43 ̸= 0 and x44 = x33, otherwise δ = 0 can be
achieved by choosing suitable parameters r4, p1, q2. From the second equation it follows that
ε ̸= 0 for x32 ̸= 0 and x22 = x33, otherwise ε = 0 is possible with suitable parameters q2, q3, r3.
The only remaining equation (x33 − 1)p3 = 0 is always solvable, e.g. by p3 = 0. Hence we

get solution with p1 ̸= 0 giving the matrix l̂0 of the form

x22 0 0
ε x33 0
0 δ x44

, ε, δ ∈ {0, 1}. If

ε = δ = 1 then x22 = x33 = x44, hence we obtain x22 = x33 = x44 = 1 in the case of Bl(1)-family,
according to Corollary 7.1. It follows that the assertions (i), (ii), (iii) and (iv) are true.
Now, we consider the case if p1 = 0 and p2q1 ̸= 0. We get from the first two rows that
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u0 = x22 = 1
x̂2
2
. It follows from the equations of the last two diagonal elements that x̂33 =

x3
3

x2
2
,

x̂44 =
x4
4

x2
2
. Hence the additional equations are

δ =
(x33 − x44)r

4 − p2q1x43
x22r

3
, −p2q1 ̸= 0, ε =

(1− x33)p
3

x22p
2

, x22p
2 ̸= 0

x32r
3 + (x22 − x33)q

3 = εq2x22.

Similarly to the previous case we obtain that δ ̸= 0 for x43 ̸= 0 and x44 = x33, otherwise δ = 0
with a suitable choice of r4. The second equation gives ε = 0 with the choice p3 = 0. The
last equation is equivalent to x32r

3 + (x33 − x22)q
3 = 0, it gives a contradiction if x32 ̸= 0 and

x33 = x22, since r
3 ̸= 0. Hence the matrix equation has a solution with p1 = 0 such that the

matrix l̂0 is of the form


1
x2
2

0 0

0
x3
3

x2
2

0

0 δ
x4
4

x2
2

, δ ∈ {0, 1}, if and only if x32 = 0 or x33 ̸= x22, contained

in the conditions of the assertions (i), (ii). Thus we obtain the proof of the proposition.

Definition 7.1. The binary LieM5(n)-algebras bln1(λ, µ), bl
n
2(λ), bl

n
3(µ), bl

n
4, bl

n
5(κ, λ), bl

n
6(κ),

bln7(κ), determined by the matrices:1 0 0
0 λ 0
0 0 µ

 µ ̸= 2,

1 0 0
0 λ 0
0 1 λ

 λ ̸= 2,

1 0 0
1 1 0
0 0 µ

 µ ̸= 2,

1 0 0
1 1 0
0 1 1

 ,
κ 0 0
0 λ 0
0 0 κ+ 1

 ,
κ 0 0
0 κ+ 1 0
0 1 κ+ 1

 κ ̸= −1,

κ 0 0
1 κ 0
0 0 κ+ 1

 ,
(27)

respectively, where κλ ̸= 0, are called binary Lie M5(n)-algebras of normal form. Their
multiplication are given by

bln1(λ, µ): e1e2 = e4, e0e1 = e1, e0e2 = e2, e0e3 = λe3, e0e4 = µe4,

bln2(λ): e1e2 = e4, e0e1 = e1, e0e2 = e2, e0e3 = λe3 + e4, e0e4 = λe4,

bln3(µ): e1e2 = e4, e0e1 = e1, e0e2 = e2 + e3, e0e3 = e3, e0e4 = µe4,

bln4: e1e2 = e4, e0e1 = e1, e0e2 = e2 + e3, e0e3 = e3 + e4, e0e4 = e4,

bln5(κ, λ): e1e2 = e4, e0e1 = e1, e0e2 = κe2, e0e3 = λe3, e0e4 = (κ+ 1)e4,

bln6(κ): e1e2 = e4, e0e1 = e1, e0e2 = κe2, e0e3 = (κ+1)e3+ e4, e0e4 = (κ+1)e4,

bln7(κ): e1e2 = e4, e0e1 = e1, e0e2 = κe2 + e3, e0e3 = κe3, e0e4 = (κ+ 1)e4.

with respect to a special distinguished basis.

Remark 7.3. The matrices listed in (27) are in Jordan canonical form.
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Corollary 7.4. TheM5(n)-algebras bln1(λ, µ), bl
n
2(λ), bl

n
3(µ), bl

n
4 are non-LieM5(n)-algebras,

and bln5(κ, λ), bl
n
6(κ), bl

n
7(κ) are Lie M5(n)-algebras.

From Proposition 7.2 follows

Proposition 7.5. Any binary Lie M5(n)-algebra in the Bl(1)-family is isomorphic to an
algebra of normal form. The algebras of normal form bln1(λ, µ), bl

n
2(λ), bl

n
3(µ), bl

n
4, bl

n
5(1, λ),

bln6(1), bln7(κ) are uniquely determined in the isomorphism class. Isomorphic binary Lie
M5(n)-algebras of normal form in the Bl(1)-family are pairs of Lie algebras given by the
relations

bln5(κ, λ)
∼= bln5(

1

κ
,
λ

κ
), bln6(κ)

∼= bln6(
1

κ
), where κ ̸= 1.

Proof. According to Proposition 7.2 the binary Lie M5(n)-algebras satisfy

a) if x44 ̸= x33 and x22 ̸= x33, then ε = δ = 0,

b) if x44 = x33 and x22 ̸= x33, then ε = 0, δ ∈ {0, 1},

c) if x44 ̸= x33 and x22 = x33, then δ = 0, ε ∈ {0, 1},

d) if x22 = x33 = x44 = 1 and δ ∈ {0, 1}, ε ∈ {0, 1}.

We denote e0e2 = κe2, e0e3 = λe3, e0e4 = µe4, where κ = 1 or κ = µ− 1. It follows that for
any κ, λ, µ there is the possibility ε = δ = 0, hence we get bln1(λ, µ) and bln5(κ, λ). We have
ε = 0, δ = 1 only if λ = µ giving bln2(λ) and bln6(κ). The case ε = 1, δ = 0 is possible only if
κ = λ hence we get bln3(µ) and bln7(κ). The case ε = δ = 1 gives the multiplication bln4.

We get according to Proposition 6.3.:

Lemma 7.6. The non-Lie Malcev algebras among the non-Lie binary Lie algebras in the
Bl(1)-family are bln1(λ,−1), λ ∈ K, bln2(−1), bln3(−1), which are isomorphic to the algebras
m5(λ), λ ∈ K, m3, m4, respectively, given in the list (7).

7.2 Bl(2)-family

Proposition 7.7. Any binary Lie algebra c(X) in the Bl(2)-family is isomorphic to the

algebra ĉ(X̂) determined by X̂ =

1 0 0
0 x33 + x44 1
0 x43x

3
4 − x44x

3
3 0

.
Proof. We consider the isomorphism conditions given by the matrix equation (19) for the
matrix A of the partial isomorphism (cf. Lemma 4.1 (b)). The equation u0 = 1 follows

from

[
p1 q1

p2 q2

]
=

[
u0p1 u0q1

u0p2 u0q2

]
. The last column gives the equations r3 = 1

x3
4
(p1q2 − p2q1),

r4 = −x4
4

x3
4
(p1q2 − p2q1). With these replacements we get from the third column

x̂33 = x33 + x44, x̂43 = x43x
3
4 − x44x

3
3. (28)
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The last two rows give the system of equations

(x33 + x44 − 1)

[
p3

q3

]
+

[
p4

q4

]
=

[
0

−r3x32

]
,

(x43x
3
4 − x44x

3
3)

[
p3

q3

]
−
[
p4

q4

]
= u2

[
p1

q1

]
− u1

[
p2

q2

]
+

[
0

r4x32 + x24(p
1q2 − p2q1)

]
.

for pi, qi, i = 2, 3, 4. Putting

[
p4

q4

]
= −x32

[
0
r3

]
,

[
p3

q3

]
=

[
0
0

]
we obtain

u2
[
p1

q1

]
− u1

[
p2

q2

]
=

[
0

x3
2−x2

4x
3
4

x3
4

(p1q2 − p2q1)

]
.

If p1 ̸= 0, then we get the solution u2 = p2

p1
u1, u1 = −x3

2−x2
4x

3
4

x3
4

p1. If p2 ̸= 0, then we receive

the solution u1 = p1

p2
u2, u2 = −x3

2−x2
4x

3
4

x3
4

p2. Hence there exist solutions of the matrix equation

and for any solution one has (28). This proves the claim.

Definition 7.2. The M5(n)-algebra c(X) determined by X =

1 0 0
0 λ 1
0 ν 0

 is called binary

Lie algebra of normal form and will be denoted by bln8(λ, ν). Its multiplication of bln8(λ, ν) is
given by

e1e2 = e4, e0e1 = e1, e0e2 = e2, e0e3 = λe3 + µe4, e0e4 = e3.

From the proof of the previous proposition we get

Corollary 7.8. Any binary Lie algebra c in the Bl(2)-family is isomorphic to a uniqueM5(n)-
algebra bln8(λ, ν) of normal form.

According to the assertion 3) (ii) in Proposition 6.3 we have

Lemma 7.9. The binary Lie algebras in the family Bl(2) are not Lie algebras. Moreover, a
binary Lie algebra in the Bl(2)-family is a Malcev algebra if and only if its normal form is
the algebra bln8(1, 2), which is isomorphic to the algebra m1 in the list (7).

7.3 Bl(3)-family

Proposition 7.10. Any binary Lie algebra c(X) in the Bl(3)-family is isomorphic to the
M5(n)-algebra ĉ(X̂) determined by

X̂ =

 x̂22 1 0
1− x̂22 0 0

0 0 x̂22

 =

 x22 + x33 1 0
1− x22 − x33 0 0

0 0 x22 + x33

 .
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Proof. We consider the matrix equation describing the isomorphism (19) of the M5(n)-
algebras using the forms of l̂0 and l0. The first row and the last two columns yield

q1 = 0, u0 = 1, x̂44 = x22 + x33, q
2 =

r3

x23
, q3 = −x33q2, q4 = [x22r

4 − (p1q2 − p2q1)x43]
1

x23
.

Replacing the values of qi, i = 2, 3, 4, into the second column we obtain first x̂23 = 1, x̂22 =
x22 + x33. Thereafter using x32 = 1

x2
3
(x22 − 1)(x33 − 1) we get x̂32 = 1 − x22 − x33. At the end we

obtain the equation
q4x22 + r4x32 + p1q2x42 = (x22 + x33)q

4 + u1q2.

Since q2 ̸= 0 this equation can be solved by choosing a suitable value of u1. This proves the
assertion.

Definition 7.3. TheM5(n)-algebra c(X) determined byX =

 κ 1 0
1− κ 0 0
0 0 κ

, κ ̸= 1 is called

binary Lie algebra of normal form and denoted by bln9(κ). Its multiplication is given by

e1e2 = e4, e0e1 = e1, e0e2 = κe2 + (1− κ)e3, e0e3 = e2, e0e4 = κe4.

From the proof of the previous proposition we get

Corollary 7.11. Any binary Lie algebra c in the Bl(3)-family is isomorphic to a unique
M5(n)-algebra bln9(κ) of normal form.

Lemma 7.12. The M5(n)-algebras in the Bl(3)-family are not Lie algebras. Moreover, c is
a Malcev algebra in the Bl(3) if and only if its normal form is bln9(−1), which is isomorphic
to m2 in the list (7).

8 Binary Lie M5(f)-algebras

According to the definitions formulated in Section 4, anM5(f)-algebra c is an anti-commutative
semidirect sum c = l2⊕l i of the 2-dimensional non-abelian Lie algebra l2 and a 3-dimensional

abelian ideal i = Ke2 ⊕Ke3 ⊕Ke4, where the matrix of endomorphism l1 is Y =

0 0 0
1 0 0
0 1 0

.
There are no non-Lie MalcevM5(f)-algebras, since all solvable 5-dimensional Malcev algebras
are M5(n)-algebras.

Proposition 8.1. An M5(f)-algebra c(X) = l2 ⊕l i is a

(i) Lie algebra if and only if X =

x33 − 1 0 0
x32 x33 0
x42 x32 x33 + 1

, x33 ̸= 1,

(ii) non-Lie binary Lie algebra if and only if X =

 1 0 0
x32 x33 0
x42 x43 x33 + 1

, x33 ̸= 2 or x32 ̸= x43.
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Proof. Identifying the maps l0 and l1 with their matrices we get

l21 =

0 0 0
0 0 0
1 0 0

 , l1l0 =
 0 0 0
x22 x23 x24
x32 x33 x34

 , l0l1 =
x23 x24 0
x33 x34 0
x43 x44 0

 , l0l21 =

x24 0 0
x34 0 0
x44 0 0

 ,
l0l1l0 =

x23x22 + x24x
3
2 x23x

2
3 + x24x

3
3 x23x

2
4 + x24x

3
4

x33x
2
2 + x34x

3
2 x33x

2
3 + x34x

3
3 x33x

2
4 + x34x

3
4

x43x
2
2 + x44x

3
2 x43x

2
3 + x44x

3
3 x43x

2
4 + x44x

3
4

 , l1l0l1 =

 0 0 0
x23 x24 0
x33 x34 0

 ,
l20 =

x22x22 + x23x
3
2 + x24x

4
2 x22x

2
3 + x23x

3
3 + x24x

4
3 x22x

2
4 + x23x

3
4 + x24x

4
4

x32x
2
2 + x33x

3
2 + x34x

4
2 x32x

2
3 + x33x

3
3 + x34x

4
3 x32x

2
4 + x33x

3
4 + x34x

4
4

x42x
2
2 + x43x

3
2 + x44x

4
2 x42x

2
3 + x43x

3
3 + x44x

4
3 x42x

2
4 + x43x

3
4 + x44x

4
4

 ,
l1l

2
0 =

 0 0 0
x22x

2
2 + x23x

3
2 + x24x

4
2 x22x

2
3 + x23x

3
3 + x24x

4
3 x22x

2
4 + x23x

3
4 + x24x

4
4

x32x
2
2 + x33x

3
2 + x34x

4
2 x32x

2
3 + x33x

3
3 + x34x

4
3 x32x

2
4 + x33x

3
4 + x34x

4
4

 .

(29)

According to Theorem 10.5 (c) c is a Lie algebra if and only if l1 = l0l1 − l1l0. This gives the
matrix equation 0 0 0

0 0 0
0 0 0

 =

 −x23 −x24 0
1 + x22 − x33 x23 − x34 x24
x32 − x43 1 + x33 − x44 x34

 ,
hence l0 =

x33 − 1 0 0
x32 x33 0
x42 x32 x33 + 1

, proving the first assertion.

Theorem 10.5 (a) yields that c is a binary Lie algebra if and only if

l0l1l0 + l1 − l1l
2
0 − l0l1 = 0, l0l

2
1 − l1l0l1 − l21 = 0, (30)

Using (29) equations (30) implies that c(X) is a binary Lie algebra if and only if one has0 0 0
0 0 0
0 0 0

 =

 x23x
2
2 + x24x

3
2 x23x

2
3 + x24x

3
3 x23x

2
4 + x24x

3
4

x33x
2
2 + x34x

3
2 + 1 x33x

2
3 + x34x

3
3 x33x

2
4 + x34x

3
4

x43x
2
2 + x44x

3
2 x43x

2
3 + x44x

3
3 + 1 x43x

2
4 + x44x

3
4

−

−

 0 0 0
x22x

2
2 + x23x

3
2 + x24x

4
2 x22x

2
3 + x23x

3
3 + x24x

4
3 x22x

2
4 + x23x

3
4 + x24x

4
4

x32x
2
2 + x33x

3
2 + x34x

4
2 x32x

2
3 + x33x

3
3 + x34x

4
3 x32x

2
4 + x33x

3
4 + x34x

4
4

−

x23 x24 0
x33 x34 0
x43 x44 0

 ,
(31)

and x24 0 0
x34 0 0
x44 0 0

 =

 0 0 0
x23 x24 0

x33 + 1 x34 0

 .
It follows that X =

x22 0 0
x32 x33 0
x42 x43 x33 + 1

 satisfies (31) if and only if

[
0 0
0 0

]
=

[
x33x

2
2 + 1 0

x43x
2
2 + (x33 + 1)x32 (x33 + 1)x33 + 1

]
−
[

x22x
2
2 0

x32x
2
2 + x33x

3
2 x33x

3
3

]
−
[
x33 0
x43 x33 + 1

]
.
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Hence we get
(x33 − x22 − 1)(x22 − 1) = 0, (x43 − x32)(x

2
2 − 1) = 0.

We obtain two possibilities: 1) x22 = 1 or 2) x22 = x33 − 1, x43 = x32, hence assertion (ii) is
true.

Corollary 8.2. If c(X) is a binary Lie M5(f)-algebra, then X is lower triangular matrix.

The partial isomorphisms of M5(f)-algebras are described in Lemma 4.1 (c). According
to Theorem 4.4 (c) we have

Theorem 8.3. Let {e0, e1, e2, e3, e4} and {ê0, ê1, ê2, ê3, ê4} be distinguished bases of the
M5(f)-algebras c = c(X) and ĉ = ĉ(X̂) corresponding to lower triangular matrices X and X̂.
A partial isomorphism φ : c → ĉ determined by (14) is an isomorphism if and only if

p1 0 0 0
p2 q2x22 0 0
p3 q3x22 + p1q2x32 p1q2x33 0
p4 q4x22 + p1q3x32 + (p1)2q2x42 p1q3x33 + (p1)2q2x43 (p1)2q2x44

 =

=


p1 0 0 0
x̂22p

2 x̂22q
2 0 0

x̂3jp
j + u1p2 − u2p1 x̂3jq

j + u1q2 x̂33p
1q2 0

x̂4jp
j + u1p3 − u3p1 x̂4jq

j + u1q3 x̂43p
1q2 + x̂44p

1q3 + u1p1q2 x̂44(p
1)2q2

 .
(32)

Comparing the diagonal element in this matrix equation we get:

Corollary 8.4. If X and X̂ are lower triangular matrices such that the corresponding M5(f)-
algebras c(X) and ĉ(X̂) are isomorphic, then X and X̂ have the same diagonal elements.

Lemma 8.5. A basis {e0, e1, e2, e3, e4} of anM5(f)-algebra c = c(X) is a special distinguished
basis if and only if

(a) {e1, e2, e3, e4} is a basis of the nilpotent ideal c′ such that e4 ∈ C(c′) and e1e2 = e3,
e1e3 = e4,

(b) the matrix X of the map λ0 = Le0 |c′ : c′ → c′ is given by

X =

[
1 0
0t X

]
, X =

x22 x23 x24
x32 x33 x34
x42 x43 x44

 , where
[
x22 x23 x24

]
̸=

[
0 0 0

]
, (33)

with respect to the basis {e2, e3, e4} of i.

Proof. The form (33) of the matrix X means that

e0e1 = e1, and X(Ke2 +Ke3 +Ke4) ⊆ (Ke2 +Ke3 +Ke4).

The multiplications in c′ are given by e1e2 = e3 and e1e3 = e4, hence the the centralizer
Cc′(c′′) of c′′ in c′ is an abelian ideal. Since the first row of X is non-vanishing, c′ is isomorphic
to f. Consequently, the conditions (a) and (b) imply that {e0, e1, e2, e3, e4} is a distinguished
basis. The converse statement is clear.
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9 Normal forms of binary Lie M5(f)-algebras

We know from Proposition 8.1 that if c(X) is a binary Lie M5(f)-algebra then X is a lower
triangular matrix, and Corollary 8.4 shows that the matrices corresponding to isomorphic
M5(f)-algebras have the same diagonal elements.

Definition 9.1. An M5(f)-algebra c(X) with lower triangular matrix X is called diagonal-

izable if c(X) is isomorphic to the M5(f)-algebra c(X̂), where X̂ =

x22 0 0
0 x33 0
0 0 x44

 . This
M5(f)-algebra c(X̂) is called diagonal M5(f)-algebra.

Proposition 8.1 yields

Lemma 9.1. For any diagonal binary Lie M5(f)-algebra c(X) the matrix X has one of the
following form

(i) Lie algebra if and only if X =

λ− 1 0 0
0 λ 0
0 0 λ+ 1

, λ ̸= 1,

(ii) non-Lie binary Lie algebra if and only if X =

1 0 0
0 λ 0
0 0 λ+ 1

, λ ̸= 2.

Now, we investigate diagonalizable binary Lie M5(f)-algebras determined by the matrices
given in Proposition 8.1 (i) and (ii), which correspond to Lie algebras and non-Lie binary Lie
algebras, respectively.

Proposition 9.2. An M5(f)-algebra c(X) with lower triangular matrix X is diagonalizable
if and only if the system of equations

(x22 + x44 − 2x33)s = (x43 − x32)p
1, (x33 − x22)s

2 + (x22 − x44)t+ x42(p
1)2 = 0 (34)

is solvable for some s, t ∈ K.

Proof. According to Corollary 8.4, if an M5(f)-algebra c(X) with lower triangular matrix
X is isomorphic to a diagonal M5(f)-algebra c(X̂) then X and X̂ have the same diagonal
elements. We get from the matrix equation (32)p2 q2x22 0

p3 q3x22 + p1q2x32 p1q2x33
p4 q4x22 + p1q3x32 + (p1)2q2x42 p1q3x33 + (p1)2q2x43

 =

=

 x22p
2 x22q

2 0
x33p

3 + u1p2 − u2p1 x33q
3 + u1q2 x33p

1q2

x44p
4 + u1p3 − u3p1 x44q

4 + u1q3 x44p
1q3 + u1p1q2

 .
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Hence (x22 − 1)p2 = 0 and

u1p2 + (x33 − 1)p3 − u2p1 = 0, −x32p1q2 + (x33 − x22)q
3 + u1q2 = 0,

u1p3 + (x44 − 1)p4 − u3p1 = 0, −p1q3x32 − (p1)2q2x42 + u1q3 + (x44 − x22)q
4 = 0

− x43p
1q2 + (x44 − x33)q

3 + u1q2 = 0.

The parameters u1, u2, u3 can be expressed by

u1 =(x22 − x33)
q3

q2
+ x32p

1, u2 = u1
p2

p1
+ (x33 − 1)

p3

p1
, u3 = u1

p3

p1
+ (x44 − 1)

p4

p1
.

We get the additional equations

(x22 + x44 − 2x33)q
3 = (x43 − x32)p

1q2, (x22 − x44)q
4 = (u1 − x32p

1)q3 − (p1)2q2x42. (35)

Replacing the expression of u1 into the second equation of (35) we get

(x22 − x44)q
2q4 + (x33 − x22)(q

3)2 = −x42(q2)2(p1)2. (36)

Equations (35) and (36) do not contain p2, hence we can assume that (x22 − 1)p2 = 0 is

fulfilled. Denoting s = q3

q2
, t = q4

q2
, the assertion follows from the first equation of (35) and

from (36).

Proposition 9.3. A binary Lie M5(f)-algebra c(X) is non-diagonalizable if and only if the
matrix X has one of the following form

(a) X =

1 0 0
β 2 0
δ γ 3

 , β ̸= γ, (b) X =

1 0 0
β 0 0
δ γ 1

 , (γ − β)2 ̸= 4δ.

Proof. If c(X) is a Lie M5(f)-algebra then X =

x33 − 1 0 0
x32 x33 0
x42 x32 x33 + 1

, x33 ̸= 1, according

to Proposition 8.1. In this case the equations (34) reduce to s2 − 2t = −x42(p1)2 having a
solution t for every value of s, hence c(X) diagonalizable. If c(X) is not diagonalizable then

c(X) is a non-Lie binary Lie M5(f)-algebra with X =

 1 0 0
x32 x33 0
x42 x43 x33 + 1

, x33 ̸= 2 or x32 ̸= x43.

We get from (34) the equations

(2− x33)s = (x43 − x32)p
1, (x33 − 1)s2 − x33t+ x42(p

1)2 = 0.

The first one is not solvable if and only if x33 = 2 and x32 ̸= x43, giving condition (a). If x33 ̸= 2

or x32 = x43 then the first equation clearly has solution, namely if x33 ̸= 2 then s =
(x4

3−x3
2)p

1

2−x3
3

.

Substituting a solution s into the second equation we get x33t = (x33− 1)s2+x42(p
1)2, which is

not solvable for t exactly if x33 = 0 and −s2+x42(p1)2 =
(
− (x4

3−x3
2)

2

4 + x42

)
(p1)2 ̸= 0. Denoting

β = x32, γ = x43, δ = x42 we get the condition (γ − β)2 ̸= 4δ.
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Now, we find canonical forms of the matrices corresponding to non-diagonalizable binary
Lie M5(f)-algebras, given in Proposition 9.3.

Lemma 9.4. The M5(f)-algebras c(X) and ĉ(X̂), determined by the matrices

X =

1 0 0
β 2 0
δ γ 3

 , β ̸= γ and X̂ =

1 0 0
1 2 0
0 −1 3

 , (37)

are isomorphic non-diagonalizable binary Lie algebras.

Proof. A partial isomorphism φ : c → ĉ described in Lemma 4.1. (c) is an isomorphism if
and only if it satisfies the equation (32) with the given matrices (37). We obtain the system
of equations

p3 + (u1 + 1)p2 − u2p1 = 0, q3 = −(1 + u1 − p1β)q2 = −(u1 − 1− p1γ)q2

2p4 + (u1 − 1)p3 − u3p1 = 0, 2q4 + (u1 − 1− p1β)q3 = (p1)2q2δ,
(38)

consequently,

p1 =
2

β − γ
, q3 = −(u1 − 1− p1γ)q2,

p3 = −(u1 + 1)p2 + u2p1, p4 = −1

2
((u1 − 1)p3 − u3p1), q4 =

1

2
((p1)2q2δ − (u1 − 1− p1β)q3).

Replacing the formulas obtained for p1 and q3 into the other three equations we get a partial
isomorphism satisfying the system (38), proving the assertion.

Let K◦2 ⊂ K◦ be the subgroup of squares in the multiplicative group K◦ of the field K.

Lemma 9.5. Let σ : K◦/K◦2 → K◦ be an arbitrary section of the factor group K◦/K◦2 in
the group K◦. The M5(f)-algebras c(X) and ĉ(X̂), determined by the matrices

X =

1 0 0
β 0 0
δ γ 1

 , (γ − β)2 ̸= 4δ, and X̂ =

 1 0 0
0 0 0

σ(X) 0 1

 , (39)

where σ(X) = σ
(
(δ − 1

4(γ − β)2)K◦2), are isomorphic non-diagonalizable binary Lie algebras.
Moreover, the M5(f)-algebras determined by the matrices1 0 0

0 0 0
s 0 1

 and

1 0 0
0 0 0
t 0 1

 , s, t ∈ K◦

are isomorphic if and only if s and t belong to the same coset of K◦2 in K◦.
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Proof. A partial isomorphism φ : c → ĉ is an isomorphism if and only if the matrices (39)
satisfy [

p3 q3 + p1q2β 0
p4 q4 + p1q2β + (p1)2q2δ (p1)2q2γ

]
=

=

[
u1p2 − u2p1 u1q2 0

σp2 + p4 + u1p3 − u3p1 σq2 + q4 + u1q3 p1q3 + u1p1q2

]
,

giving the equations

p3 = u1p2 − u2p1, q3 = (u1 − p1β)q2 = (p1γ − u1)q2,

σp2 + u1p3 = u3p1, σq2 = q2(p1β + (p1)2δ)− u1q3.

Equivalently, we obtain

u1 =
1

2
p1(β + γ), p3 =

(
1

2
(β + γ)p2 − u2

)
p1, q3 =

1

2
(γ − β)p1q2,

u3 =
p2

p1
σ +

1

2
(β + γ)p3, σ = (p1)2(δ − 1

4
(γ − β)2).

(40)

Putting (p1)2 = 4σ(X)
4δ−(γ−β)2

we get that the equations (40) have solutions if and only if

σ(X) = σ

(
(δ − 1

4
(γ − β)2)K◦2

)
∈
(
δ − 1

4
(γ − β)2

)
K◦2,

i.e. δ− 1
4(γ−β)

2 and σ(X) = σ
(
(δ − 1

4(γ − β)2)K◦2) belong to the same coset of K◦2 in K◦.
It follows that the second claim is true. Hence the assertions are proved.

Definition 9.2. The binary Lie M5(f)-algebras of normal form are the algebras blf1(λ), bl
f
2,

blf3(δ), bl
f
4(λ) determined by the matrices:

blf1(λ) :

1 0 0
0 λ 0
0 0 λ+ 1

 , λ ̸= 2, blf2 :

1 0 0
1 2 0
0 −1 3

 ,
blf3(δ) :

1 0 0
0 0 0
δ 0 1

 , δ ∈ K◦, blf4(λ) :

λ− 1 0 0
0 λ 0
0 0 λ+ 1

 , λ ̸= 1.

given by the multiplications

blf1(λ): e1e2 = e3, e1e3 = e4, e0e1 = e1, e0e2 = e2, e0e3 = λe3, e0e4 = (λ+ 1)e4,

blf2: e1e2 = e3, e1e3 = e4, e0e1 = e1, e0e2 = e2 + e3, e0e3 = 2e3 − e4, e0e4 = 3e4,

blf3(δ): e1e2 = e3, e1e3 = e4, e0e1 = e1, e0e2 = e2 + δe4, e0e4 = e4,

blf4(λ): e1e2 = e3, e1e3 = e4, e0e1 = e1, e0e2 = (λ− 1)e2, e0e3 = λe3, e0e4 = (λ+ 1)e4.
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with respect to a special distinguished basis.

It follows from Lemmas 9.1, 9.4, 9.5:

Proposition 9.6. Any binary Lie M5(f)-algebra is isomorphic to a binary Lie M5(f)-algebra
of normal form, where blf1(λ), bl

f
2, bl

f
3(δ) are non-Lie, and blf4(λ) are Lie M5(f)-algebras.

The normal forms blf1(λ), blf2, blf4(λ) are uniquely determined in their isomorphism class.

The algebras blf3(δ1) and blf3(δ2) are isomorphic if and only if δ1 and δ2 belong to the same
coset of K◦2 in K◦.

Since for real field R one has R◦2 = {t ∈ R : t > 0} we get

Corollary 9.7. Any real M5(f)-algebra is isomorphic to a unique M5(f)-algebra of normal
form

blf1(λ), blf2, blf3(δ), δ = ±1, blf4(λ).

10 Summary

According to Proposition 5.3, Corollary 7.4, Proposition 7.5, Lemma 7.6, Corollary 7.8,
Lemma 7.9, Corollary 7.11, Lemma 7.12 and Proposition 9.6, we get the classification of
non-Lie binary Lie M5(a)-algebras:

Theorem 10.1. The non-Lie M5-algebras are M5(n)- or M5(f)-algebras, in particular, the
non-Lie Malcev M5-algebras are M5(n)-algebras.
Any non-Lie M5-algebra is isomorphic to an algebra of normal form given in

M5(n)-algebra M5(f)-algebra

binary Lie bln1(λ, µ), bl
n
2(λ), bl

n
3(µ), bl

n
4, bl

n
8(λ, ν), bl

n
9(κ) blf1(λ), bl

f
2, bl

f
3(δ)

Malcev bln1(λ,−1), bln2(−1), bln3(−1), bln8(1, 2), bl
n
9(−1)

where κ, λ, µ, ν ∈ K, δ ∈ K◦. The non-Lie M5-algebras of normal form are uniquely deter-
mined in their isomorphism class up to the isomorphism

blf3(δ1)
∼= blf3(δ2), if δ1K◦2 = δ2K◦2.

From Propositions 5.3, 5.5, Corollary 7.4, Proposition 7.5 and Proposition 9.6, we obtain
the classification of Lie M5-algebras:

Theorem 10.2. Any Lie M5-algebra is isomorphic to an algebra of normal form given by

M5(a) M5(n) M5(f)

bla1(κ, λ, µ), bl
a
2(κ, λ), bl

a
3(κ), bl

a
4(κ, λ, µ)

∗, bla5(κ, λ, µ)
∗ bln5(κ, λ), bl

n
6(κ), bl

n
7(κ) blf4(λ)

The M5-algebras of normal form are uniquely determined in their isomorphism class up to
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the following isomorphisms:

bla1(π(κ), π(λ), π(µ))
∼= bla1(

1

ρ(κ)
,
ρ(λ)

ρ(κ)
,
ρ(µ)

ρ(κ)
) ∼= bla1(

σ(µ)

σ(κ)
,

1

σ(κ)
,
σ(λ)

σ(κ)
) ∼= bla1(

τ(λ)

τ(κ)
,
τ(µ)

τ(κ)
,

1

τ(κ)
),

π, ρ, σ, τ ∈ Sym({κ, λ, µ}), κλµ ̸= 0,

bla2(κ, λ)
∼= bla2(

1

κ
,
λ

κ
), κ ̸= 1,

bla4(κ, λ, µ)
∗ ∼= bla4(

1

κ
,
λ

κ2
,
µ

κ
)∗, κ ̸= 1,

bln5(κ, λ)
∼= bln5(

1

κ
,
λ

κ
), κ ̸= 1,

bln6(κ)
∼= bln6(

1

κ
), κ ̸= 1.

In the case of the real field K = R, from Corollaries 5.6, 7.4, 7.8, 7.11, 9.7 we obtain:

Corollary 10.3. Any real M5-algebra is isomorphic to a unique algebra of normal form
given by the list

bla1(κ, λ, µ), bl
a
2(κ, λ), bl

a
3(κ), bl

a
4(κ, λ, µ), bl

a
5(κ, λ, µ), bl

n
1(λ, µ), bl

n
2(λ), bl

n
3(µ), bl

n
4, bl

n
5(κ, λ),

bln6(κ), bl
n
7(κ), bl

n
8(λ, ν), bl

n
9(κ), bl

f
1(λ), bl

f
2, bl

f
3(1), bl

f
3(−1), blf4(λ), satisfying the inequalities

bla1(κ, λ, µ), −1 ≤ µ ≤ λ ≤ κ ≤ 1, κλµ ̸= 0,

bla2(κ, λ), 0 < |κ| ≤ 1, λ ̸= 0,

bla4(κ, λ, µ), 0 < |κ| ≤ 1, λ ̸= 0,

bln5(κ, λ), 0 < |κ| ≤ 1,

bln6(κ), 0 < |κ| ≤ 1.

APPENDIX: Anti-commutative semidirect sum

In this section we investigate binary Lie anti-commutative semidirect sums l2⊕l i with respect
to a bilinear map l : l2 × i → i, where l2 is the 2-dimensional non-abelian Lie algebra with
multiplication e0e1 = e1 and i is an abelian algebra. We denote by lξ : i → i the map induced
on the abelian ideal i by the left multiplication L(ξ,0) : l2 ⊕l i → l2 ⊕l i for given ξ ∈ l2.

Theorem 10.4. The semidirect sum l2 ⊕l i is a

(i) binary Lie algebra if and only if

0 = lη · lξ · lη − lξ · lη · lη + lξη·η − lη · lηξ, (41)

(ii) Malcev algebra if and only if

lξζ · lη = −lζ · lη · lξ + lξη·ζ − lξ · lηζ + lη · lξ · lζ . (42)
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Proof. Since l2⊕ 0 is a subalgebra of l2⊕l i we investigate only the second components of the
expressions on the left, respectively, right hand side of the Sagle identity (4). As i is abelian,
the left hand side of this identity is the sum of cyclic permutations of

lξη·ζ(T )− lτ
(
lξη(Z)− lζ lξ(Y ) + lζ lη(X)

)
for all (ξ,X), (η, Y ), (ζ, Z), (τ, T ) ∈ l2 ⊕l i. The right hand side is

lξζ
(
lη(T )− lτ (Y )

)
− lητ

(
lξ(Z)− lζ(X)

)
.

Hence l2 ⊕l i satisfies the Sagle identity if one has

lξη·ζ(T ) + lηζ·τ (X) + lζτ ·ξ(Y ) + lτξ·η(Z)−
−lτ

(
lξη(Z)− lζ lξ(Y ) + lζ lη(X)

)
− lξ

(
lηζ(T )− lτ lη(Z) + lτ lζ(Y )

)
−

−lη
(
lζτ (X)− lξlζ(T ) + lξlτ (Z)

)
− lζ

(
lτξ(Y )− lηlτ (X) + lηlξ(T )

)
=

=lξζ
(
lη(T )− lτ (Y )

)
− lητ

(
lξ(Z)− lζ(X)

)
.

(43)

This is satisfied if and only if for ξ, η, ζ ∈ l2 the identity (42) holds, proving assertion (ii).
Applying Remark 2.1 we put Y 7→ Z, X 7→ T , η 7→ ζ, ξ 7→ τ into equation (43). We get

lξη·η(X) + lηξ·ξ(Y )− lξlξη(Y ) + lξlηlξ(Y )− lξlηlη(X)− lηlηξ(X) + lηlξlη(X)− lηlξlξ(Y ) = 0

for all (ξ,X), (η, Y ) ∈ l2 ⊕l i, which is equivalent to (41), hence the assertion (i) follows.

Let ξ = ξ0e0 + ξ1e1, η = η0e0 + η1e1, ζ = ζ0e0 + ζ1e1 ∈ l2 be the decomposition of the
vectors ξ, η, ζ ∈ l2 and denote li = lei , i = 0, 1.

Theorem 10.5. The semidirect sum l2 ⊕l i is a

(a) binary Lie algebra if and only if

l0l1l0 + l1 − l1l
2
0 − l0l1 = 0, l0l

2
1 − l1l0l1 − l21 = 0,

(b) Malcev algebra if and only if it is binary Lie and

l1l
2
0 − l20l1 + l0l1 + l1l0 = 0, l21l0 − l1l0l1 + l21 = 0,

(c) Lie algebra if and only if
l1 = l0l1 − l1l0.

Proof. According to the identity (41), l2 ⊕l i is a binary Lie algebra if and only if it satisfies

0 = (ξ0η0η1 − ξ1η
2
0)(l0l1l0 + l1 − l1l

2
0 − l0l1) + (ξ0η

2
1 − ξ1η0η1) (l0l

2
1 − l1l0l1 − l21),

for any ξ0, η0, ξ1, η1 ∈ K. Hence l2 ⊕l i is a binary Lie algebra if and only if the coefficients of
ξ0η0η1 − ξ1η

2
0 and ξ0η

2
1 − ξ1η0η1 equal zero, hence we get the assertion (a).

From the identity (42) characterizing Malcev algebras we obtain

l20l1 − l0l1l0 − l1l0 − l1 = 0, l1l
2
0 − l20l1 + l0l1 + l1l0 = 0, l0l1l0 − l1l

2
0 − l0l1 + l1 = 0,

l0l
2
1 − l21l0 − 2l21 = 0, l1l0l1 − l0l

2
1 + l21 = 0, l21l0 − l1l0l1 + l21 = 0.

The sum of the first three and the second three identities gives 0, so we omit the first and
fourth identity. We get the identities characterizing Malcev algebras, proving assertion (b).
The semidirect sum l2⊕l i is a Lie algebra if and only if lξη = lξ ·lη−lη ·lξ, giving l1 = l0l1−l1l0,
hence we get assertion (c).
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