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Preface

Diophantine number theory (the study of Diophantine equations, Diophantine
inequalities and their applications) is a very active area in number theory with
a long history. This book is about discriminant equations, an important class
of Diophantine equations with close ties to Diophantine approximation, alge-
braic number theory and Diophantine geometry. Discriminant equations in-
clude equations of the type

D( f ) = δ, D(F) = δ

to be solved in polynomials f ∈ A[X], or in binary forms (i.e., homogeneous
polynomials) F ∈ A[X,Y], where A is an integral domain, δ is a non-zero
element of A and where D( f ), D(F) denotes the discriminant of f , resp. F.
In general, the solutions to these equations can be divided in a natural way
into equivalence classes, and obvious questions that arise are whether there are
only finitely many such classes, whether these classes can be determined effec-
tively or explicitly, and to give estimates for the number of such classes. These
problems are closely connected with problems from algebraic number theory
related to algebraic numbers of given discriminant, power integral bases, resp.
monogenic orders, with problems from Diophantine approximation concern-
ing root separation of polynomials, and also with problems from Diophantine
geometry, related to reduction of algebraic curves.

The present monograph gives a comprehensive and up to date treatment of
discriminant equations and their applications. It brings together many new re-
sults on this topic, as well as existing results that are scattered in the litera-
ture or not easily accessible. The main results answer the questions formulated
above. They provide effective finiteness theorems on the equivalence classes of
solutions, practical algorithms to solve such equations, as well as explicit upper
bounds for the number of equivalence classes. For applications, we give effec-

ix
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tive bounds for the representatives of the equivalence classes in completely
explicit form.

Certain results concerning discriminant equations and their applications were
already presented, mostly in special or weaker form, in the books [Delone and
Faddeev (1940)], [Győry (1980b)], [Smart (1998)], [Gaál (2002)] and in the
survey papers [Győry (1980d, 2000, 2006)] and [Pethö (2004)].

Our monograph builds further on the book [Evertse and Győry (2015)], enti-
tled “Unit Equations in Diophantine Number Theory,” that has also been pub-
lished by Cambridge University Press. The results on unit equations presented
there are the most important tools that are used in the present volume. The
proofs of these results are mostly based on the Thue-Siegel-Roth-Schmidt the-
ory from Diophantine approximation and Baker’s theory from transcendence
theory. The contents of our book on unit equations as well as the present one
are an outgrowth of research, done by the two authors since the 1970-s.

The book is aimed at anybody (graduate students and experts) with basic
knowledge of algebra (groups, commutative rings, fields, Galois theory) and
elementary algebraic number theory. For convenience of the reader, in the first
part of the book we have summarized the algebraic number theory and ad-
vanced algebra that is used in the book. Further, we have given a summary of
the theory of unit equations.
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Summary

We first give a brief historical overview and then outline the contents of our
book.

We denote by D( f ), D(F), the discriminant of a univariate polynomial f ,
resp. binary form F. Discriminant equations include equations of the shape

D( f ) = δ in monic polynomials f ∈ A[X], (1)

D(F) = δ in binary forms F ∈ A[X,Y], (2)

where A is a given integral domain and δ is a non-zero element of A. One may
view Lagrange as the initiator of the study of discriminant equations. From his
work [Lagrange (1773)] it follows that there are only finitely many GL(2,Z)-
equivalence classes of irreducible binary quadratic forms with integral coef-
ficients and given non-zero discriminant. Here two binary forms F1, F2 ∈

Z[X,Y] are called GL(2,Z)-equivalent if F2(X,Y) = ±F1(aX +bY, cX +dY) for
some matrix

( a b
c d

)
∈ GL(2, A). Hermite [Hermite (1851)] proved an analogue

for binary cubic forms.
It is an old problem to decide whether a given number field K is monogenic,

that is, whether its ring of integers OK can be expressed as Z[α] for some
α ∈ OK . Quadratic number fields are monogenic, but Dedekind [Dedekind
(1878)] gave an example of a non-monogenic cubic field. One may view the
problem whether a number field is monogenic as a special case of equation
(1), since OK = Z[α] if and only if the monic minimal polynomial fα of α has
discriminant D( fα) = DK , where DK denotes the discriminant of K.

Delone [Delone (1930)] and Nagell [Nagell (1930)] considered the discrim-
inant equation (1) for cubic monic polynomials f ∈ Z[X]. They proved inde-
pendently of each other that up to strong Z-equivalence, there are only finitely
many irreducible cubic monic polynomials with integral coefficients and given
non-zero discriminant δ. Here, two monic polynomials f1, f2 ∈ Z[X] are called

xi



xii Summary

strongly Z-equivalent if f2(X) = f1(X + a) for some a ∈ Z. Clearly, they have
the same discriminant. For quartic polynomials, the above assertion was later
proved by Nagell [Nagell (1967, 1968)]. The proofs of Delone and Nagell are
ineffective.

Birch and Merriman [Birch and Merriman (1972)] and Győry [Győry (1973)]
showed independently of each other the close connection between discriminant
equations and unit equations in two unknowns, these are equations of the type

αx + βy = 1 in x, y ∈ A∗ (3)

where A is an integral domain with quotient field K of characteristic 0 and α, β
are non-zero elements of K. There is a vast theory on such equations, which
has been discussed in our book [Evertse and Győry (2015)]. By a result of
Lang [Lang (1960)], equations of type (3) have only finitely many solutions
if A is any domain of characteristic 0 that is finitely generated as a Z-algebra.
Later it was shown that for such domains it is possible, at least in principle, to
determine all solutions. Further, in the case that A is contained in an algebraic
number field there are practical algorithms to find all solutions, and there are
also uniform upper bounds for the number of solutions depending only on the
rank of A∗.

Birch and Merriman [Birch and Merriman (1972)] extended the results of
Lagrange and Hermite to not necessarily irreducible binary forms of any de-
gree. Among other things, they proved that there are only finitely many GL(2,Z)-
equivalence classes of binary forms F ∈ Z[X,Y] of given degree and given
non-zero discriminant. The main idea was to reduce equation (2) to unit equa-
tions of the shape (3), where the unknowns are units from the ring of integers
of some huge number field. The proof of Birch and Merriman is ineffective,
because in the reduction to unit equations there are some ineffective steps. In-
dependently, Győry [Győry (1973)] generalized in an effective way the results
of Delone and Nagell on equation (1) for monic irreducible cubic polynomials
mentioned above to monic polynomials of any degree that are not necessarily
irreducible. Also by making a reduction to unit equations in two unknowns,
he gave a fully effective proof of the fact that for any given, non-zero integer δ
there are only finitely many strong Z-equivalence classes of monic polynomials
f ∈ Z[X] satisfying (1). Győry’s result implies, among other things, an effec-
tive procedure to decide whether a given number field K is monogenic, and
more generally, it allows to determine in principle all α such that OK = Z[α].
Combining this with practical algorithms for solving unit equations of the form
(3), nowadays it is possible to find all such α in concrete number fields of de-
gree at most 6 with not too large discriminant. We should remark here that both
Birch and Merriman and Győry have extended their results to binary forms, re-
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spectively monic polynomials of given degree over the S -integers of a number
field.

Our book is about the developments during the last 40 years, that arose from
the results on discriminant equations mentioned above. Below, we give a brief
summary of the contents of our book.

The book is organized as follows. Part I consists of preliminary material. In
Chapters 1–3 we have collected the necessary tools from algebra and algebraic
number theory. A feature of this book is that we consider equations (1), (2)
not just for irreducible polynomials or binary forms, but also for reducible
ones. To handle these, we need some background on finite étale algebras over
fields, these are direct products of finite field extensions. In Chapter 1 we have
provided a more detailed overview of such algebras since for this material
we could not find a convenient reference. In Chapters 2 and 3 on Dedekind
domains and algebraic number fields we have gathered the definitions and facts
needed in this monograph; for most proofs we have referred to the literature.
Chapter 4 gives an overview of the results on unit equations needed in this
book. For the proofs of those, we refer to our book [Evertse and Győry (2015)].

Discriminant equations concerning monic polynomials and algebraic inte-
gers are discussed in Part II, consisting of Chapters 5–11, while Part III with
Chapters 12–18 is devoted to discriminant equations concerning binary forms.
In each of these two parts there are new results which were not yet published.

For convenience of the reader, in Parts II and III we proceed gradually, from
the simpler to the more general, more complicated cases. Further, before dis-
cussing the general results of a chapter, we first present the most important
results and their applications in the classical situation when the ground field
is Q. At the end of several chapters there are Notes in which some historical
remarks are made and further related results, generalizations and applications
are mentioned.

In Chapter 5 we start with some basic theory on discriminant equations for
monic polynomials and integral elements of finite étale algebras, and discrimi-
nant form and index form equations. We illustrate, in their simplest ineffective
and qualitative form, the basic ideas of the proofs of the general finiteness
results obtained in [Győry (1982)] for monic polynomials and their conse-
quences over finitely generated domains over Z, these are integral domains
that contain Z and are finitely generated as a Z-algebra. Here our main tool
is Lang’s finiteness result for unit equations (3). Chapter 6 contains Győry’s
[Győry (1973, 1974, 1976)] effective finiteness theorems over Z, with the best
explicit bounds to date for the sizes of the solutions, on equation (1) and on re-
lated discriminant form and index form equations. These theorems are proved
by making a reduction to unit equations in two unknowns and using the ef-
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fective results from Chapter 4. An important application of these results is an
algorithm that decides whether an order of an algebraic number field is mono-
genic, i.e., of the form Z[α], and to determine all α with this property. The
results described above allow to solve the equations under consideration in
principle but not in practice. A combination of the proofs of Chapter 6 with
some reduction algorithms provides in Chapter 7 a practical algorithm for the
resolution of these equations in concrete cases. Various applications are given,
among others to power integral bases.

In Chapter 8, the results of Chapter 6 are generalized, with less precise
bounds and algorithms, to the case when the ground ring is the ring of S -
integers in a number field K. The main results are effective finiteness theorems
in explicit form on discriminant equations in monic polynomials and, equiva-
lently, in integral elements of a finite étale K-algebra. The latter result is new.
Several applications are established. The proofs depend again on some effec-
tive results from Chapter 4 concerning unit equations.

The main results of Chapter 9 give uniform upper bounds for the number
of equivalence classes of solutions to discriminant equations, both in monic
polynomials with coefficients in the ring of S -integers of a number field K,
and in integral elements from an étale K-algebra. Some applications are also
presented. Most of the results of this chapter are new. In the proofs we use the
bound of Beukers and Schlickewei, recalled in Chapter 4, for the number of
solutions of unit equations in two unknowns. Another feature of Chapter 9 is a
proof of the fact that every finite étale Q-algebra has only finitely many three
times monogenic orders. Here an order O is called k times monogenic if there
are k elements α1, . . . , αk ∈ O, with αi ± α j < Z for 1 ≤ i < j ≤ k such that
O = Z[α1] = · · · = Z[αk]. This extends work of the authors and Bérczes, see
[Bérczes, Evertse and Győry (2013)].

In Chapter 10 some effective finiteness theorems from Chapter 8 are gener-
alized to discriminant equations in monic polynomials with coefficients from
an arbitrary, effectively given, integrally closed and finitely generated integral
domain A over Z of characteristic 0, and in elements of an A-order of a finite
étale K-algebra. Here K denotes the quotient field of A. Their proofs depend
on general effective results on unit equations in two unknowns, see [Evertse
and Győry (2013)] or [Evertse and Győry (2015), chap. 8].

In Chapter 11 we discuss two further applications of the theory discussed
above. The first application gives a method to decide whether a given number
field K has a canonical number system, i.e., an integer α of K such that every
integer of K can be expressed uniquely as

∑r
i=0 biα

i with rational integers bi

from the range {0, 1, . . . , |NK/Q(α)|−1}. Further it provides a method to compute
all such α. The second deals, among other things, with determining effectively



Summary xv

a set of Z-algebra generators of minimal cardinality for an order of a finite
étale Q-algebra. In fact, combining the work from the previous chapters with
ideas from [Pleasants (1974)] and [Kravchenko, Mazur and Petrenko (2012)]
we show among other things, that given an order O of a finite étale Q-algebra,
one can effectively compute the smallest r such that there exist α1, . . . , αr with
O = Z[α1, . . . , αr] and if so, compute such α1, . . . , αr.

Birch and Merriman [Birch and Merriman (1972)] proved in an ineffective
way that there are only finitely many GL(2,OS )-equivalence classes of bi-
nary forms F ∈ OS [X,Y] with given degree and given non-zero discriminant,
where OS denotes the ring of S -integers of a number field. Here, two binary
forms F1, F2 with coefficients in a commutative ring A are called GL(2, A)-
equivalent if F2(X,Y) = εF1(aX+bY, cX+dY) for some unit ε ∈ A∗ and matrix( a b

c d
)
∈ GL(2, A). Evertse and Győry [Evertse and Győry (1991a)] established

an effective version of this theorem, allowing to determine the equivalence
classes in principle. Further, together with Bérczes (see [Bérczes, Evertse and
Győry (2004)]) they obtained an explicit upper bound for the number of equiv-
alence classes. Part III, deals with refinements and extensions of these results.

In the first chapter of Part III, in Chapter 12, we introduce some terminol-
ogy and give a brief overview of the qualitative finiteness results for binary
forms of given discriminant. In Chapter 13, we extend the reduction theory
of Hermite [Hermite (1851)] and Julia [Julia (1917)] to binary forms whose
coefficients lie in the ring of S -integers of a number field. In Chapter 14 we
give by means of an alternative proof, a much better and completely explicit
version of the effective result of Evertse and Győry mentioned above, by com-
bining the reduction theory from Chapter 13 with the effective results on unit
equations from Chapter 4. This explicit result gives, for every reduced binary
form F ∈ OS [X,Y] (i.e., of minimal height in its GL(2,OS )-equivalence class)
of non-zero discriminant D(F), an upper bound for the height of F in terms
of D(F) and the degree of F. Several applications and a generalization to de-
composable forms are also presented. In Chapter 15 we give a semi-effective
analogue of the main result of Chapter 14, which gives, for every reduced bi-
nary form F ∈ OS [X,Y], an upper bound for the height of F which is much
sharper in terms of D(F), but ineffective in the other relevant parameters.

In Chapter 16 we introduce an OS -algebra associated with a binary form
F ∈ OS [X,Y], its invariant order, and prove some basic properties. In par-
ticular, two GL(2,OS )-equivalent binary forms have the same invariant order.
This is used in Chapter 17, where we first give an explicit upper bound for
the number of GL(2,OS )-equivalence classes of binary forms F ∈ OS [X,Y]
with given invariant order, and second an explicit upper bound for the number
of GL(2,OS )-equivalence classes of binary forms F ∈ OS [X,Y] with given
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non-zero discriminant and with a given splitting field. Also in Chapter 17, we
consider binary forms with coefficients in an integrally closed integral domain
A ⊃ Z that is finitely generated as a Z-algebra. It is shown that there are only
finitely many GL(2, A)-equivalence classes of binary forms F ∈ A[X,Y] with
given invariant order.

Finally, in Chapter 18 we discuss some applications of results of Chapters
8, 14 and 15. First we consider the problem of giving good lower bounds for
the differences between the zeros of a polynomial. By an elementary result of
Mahler [Mahler (1964b)], we have for any two distinct zeros α, β ∈ C of a
polynomial f ∈ Z[X] that |α − β| ≥ c(n)H( f )1−n where H( f ) is the height,
i.e., the maximum of the absolute values of the coefficients of f , and c(n) a
positive number depending only on n. We deduce other lower bounds with a
better dependence on H( f ). Second we present an effective result of von Känel
[von Känel (2011, 2014a)], which gives, for hyperelliptic curves, an effective
version of Shafarevich’ Conjecture/Faltings’ Theorem, which states that there
are only finitely many isomorphism classes of algebraic curves of given genus
over a given number field that have good reduction outside a given finite set of
primes.

Certain topics related to the subject of the book are not discussed here and
many references are left out owing to lack of space. For instance, we do not
deal in detail with discriminant equations over function fields or discriminant
equations over integral domains of positive characteristic.
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1
Finite étale algebras over fields

We give a brief introduction to finite étale algebras over a given field K, these
are direct products L1 × · · · × Lq of finite separable field extensions L1, . . . , Lq

of K. Such algebras play a central role in this monograph. There is a more
general notion of finite étale algebra over a commutative ring. In the special
case that this ring is a field this definition is equivalent to ours. A convenient
reference is [Lenstra Jr. (2001), chap. 11]. Other suitable references for finite
étale algebras over fields are [Cohen (2000), §2.1.2] and [Bourbaki (1981),
chap. 5]. For technical convenience, we restrict ourselves to the case that K
has characteristic 0.

1.1 Terminology for rings and algebras

We agree here on the terminology for rings and algebras to be used throughout
this book.

By a ring we will always mean a commutative ring with unit element. We
denote the zero element and unit element of a ring A by 0A and 1A, or just by
0 and 1 if it is clear in which ring we are working. The additive group of a
ring A is denoted by A+, and its unit group (group of multiplicatively invertible
elements) by A∗.

A subring of A is always supposed to have the same unit element as A. For
a homomorphism of rings ϕ : A→ B we always require that ϕ(1A) = 1B.

An integral domain is a commutative ring with unit element and without
divisors of zero. The quotient field of an integral domain A consists of the
quotients a/b with a, b ∈ A, b , 0, where two quotients a/b, c/d are identified
if ad = bc.

A module over a ring A is always assumed to satisfy 1Am = m for every
element m of the module.

3



4 Finite étale algebras over fields

Let A be a ring and B a commutative, associative A-algebra with unit el-
ement, i.e., B is a commutative ring whose additive group has an A-module
structure. If α1, . . . , αr ∈ B, we denote by A[α1, . . . , αr] the smallest subring
of B containing A and α1, . . . , αr. It consists of all polynomial expressions
g(α1, . . . , αr) with g ∈ A[X1, . . . , Xr]. We say that α ∈ B is integral over A if
there is a monic polynomial f ∈ A[X] with f (α) = 0. The elements in B that
are integral over A form a subring of B, the integral closure of A in B. In case
that A = K is a field, we use the term ‘algebraic’ instead of ‘integral’ and call
the ring of elements of B algebraic over K the algebraic closure of K in B.

An integral domain A is said to be integrally closed if every element of the
quotient field of A that is integral over A in fact belongs to A.

Let K be a field, and Ω a commutative, associative K-algebra with unit ele-
ment. We define the degree of Ω over K, notation [Ω : K], to be the dimension
of Ω as a K-vector space in case this is finite.

Let α ∈ Ω be algebraic over K. Then the set of polynomials g ∈ K[X] with
g(α) = 0 form a non-zero ideal of K[X]. This ideal is principal. Any generator
of this ideal is called a minimal polynomial of α over K. The unique monic
generator of this ideal is called the monic minimal polynomial of α over K,
notation fα. The degree of fα is called the degree of α over K. Since the K-
algebra homomorphism g 7→ g(α) from K[X] to K[α] has kernel ( fα), one has

K[α] � K[X]/( fα), [K[α] : K] = deg fα. (1.1.1)

In particular, if Ω is finite dimensional over K, then every α ∈ Ω is algebraic
over K and [K[α] : K] ≤ [Ω : K].

1.2 Finite field extensions

Let K be a field of characteristic 0. We fix an algebraic closure K ⊃ K of K. We
recall that a finite extension L of K is a field extension of K that as a K-vector
space has finite dimension over K. This dimension is then denoted by [L : K]
and called the degree of L over K.

Let L be a finite extension of K. Then there exists an irreducible monic
polynomial f ∈ K[X] such that L � K[X]/( f ). If [L : K] = n, then there
are precisely n distinct injective homomorphisms from L to K leaving the ele-
ments of K fixed; these are called the K-isomorphisms of L into K. We usually
denote these K-isomorphisms by x 7→ x(i) (i = 1, . . . , n), and call the images
α(1), . . . , α(n) of α ∈ L under these K-isomorphisms the conjugates of α over
K.
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If M ⊃ L ⊃ K is a tower of finite extensions, then [M : K] = [M : L]·[L : K],
and every K-isomorphism of L into K can be extended in precisely [M : L]
ways to a K-isomorphism of M into K.

We introduce the characteristic polynomial, trace, norm and discriminant
with respect to a finite field extension L/K. The characteristic polynomial,
trace and norm of α ∈ L relative to the extension L/K are defined by

XL/K;α(X) :=
n∏

i=1

(X − α(i)),

TrL/K(α) :=
n∑

i=1

α(i), NL/K(α) :=
n∏

i=1

α(i),

respectively, where again, n = [L : K] and α(1), . . . , α(n) denote the conjugates
(in K) of α over K. The characteristic polynomial of α over K is a power of
the monic minimal polynomial of α over K, therefore its coefficients belong to
K. Consequently, for any symmetric polynomial P ∈ K[X1, . . . , Xn] we have
P(α(1), . . . , α(n)) ∈ K. So in particular, TrL/K(α), NL/K(α) belong to K. Notice
that TrL/K is K-linear and NL/K is multiplicative. Further, for a ∈ K we have
TrL/K(a) = na, NL/K(a) = an. The trace and norm are transitive with respect to
towers of field extensions, that is, if M is a finite extension of L, we have for
α ∈ M,

TrM/K(α) = TrL/K
(
TrM/L(α)

)
, NM/K(α) = NL/K

(
NM/L(α)

)
.

We mention that the above defined characteristic polynomial of α is equal to
the characteristic polynomial of the K-linear map x 7→ αx from L to L. Thus,
TrL/K(α) is the trace, and NL/K(α) the determinant of this map.

We define the discriminant of a tuple ω1, . . . , ωn ∈ L by

DL/K(ω1, . . . , ωn) := det
(
TrL/K(ωiω j)

)
i, j=1,...,n

=

(
det

(
ω(i)

j

)
i, j=1,...,n

)2
.

This quantity clearly belongs to K. Further, the discriminant is non-zero if and
only if {ω1, . . . , ωn} form a K-basis of L.

The discriminant of α ∈ L is defined by

DL/K(α) := DL/K(1, α, . . . , αn−1).

By Vandermonde’s identity, this can be expressed otherwise as

DL/K(α) =
∏

1≤i< j≤n

(α(i) − α( j))2.
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This quantity is non-zero if and only if L = K(α).

1.3 Basic facts on finite étale algebras over fields

Let for the moment K be any field and take finite field extensions L1, . . . , Lq

of K. The direct (K-algebra) product of L1, . . . , Lq, notation L1 × · · · × Lq, is
defined as the set of tuples{

(α1, . . . , αq) : α1 ∈ L1, . . . , αq ∈ Lq
}
,

endowed with coordinatewise addition, multiplication and scalar multiplica-
tion with elements of K. The zero element and unit element of L1 × · · · × Lq

are (0, . . . , 0) and (1, . . . , 1), respectively, while the unit group of this algebra
consists of the tuples (α1, . . . , αq) with αi , 0 for i = 1, . . . , q. The elements
, (0, . . . , 0) outside the unit group are the zero divisors of the algebra.

Definition A finite étale K-algebra is a K-algebra that is isomorphic to a
direct product of finitely many finite separable extensions of K. �

In the remainder of this chapter, K will be a field of characteristic 0. We fix
an algebraic closure K of K. Let Ω be a finite étale K-algebra, i.e., there exist
a finite number of finite (automatically separable) extensions L1, . . . , Lq of K
and a K-algebra isomorphism

ϕ : Ω→∼ L1 × · · · × Lq. (1.3.1)

We denote by 0Ω, 1Ω the zero element and unit element of Ω. The degree
[Ω : K] of Ω over K, i.e., the dimension of Ω as a K-vector space, is equal to
[Ω : K] =

∑q
i=1[Li : K].

We can embed K into Ω by means of a 7→ a · 1Ω. It will be often convenient
to view K as a subalgebra of Ω by identifying a ∈ K with a · 1Ω. In that case,
the zero element and unit element of Ω are simply the zero element 0 and unit
element 1 of K.

If K is a finite extension of some subfield E, then Ω may be viewed as a
finite étale E-algebra as well, and

[Ω : E] = [Ω : K] · [K : E]

where [K : E] is the degree of K over E.
Below we give another characterization of finite étale K-algebras. A poly-

nomial f ∈ K[X] of degree n is called separable, if over an extension of K it
factorizes as a(X − α1) · · · (X − αn) with distinct α1, . . . , αn. Recall that we are
assuming throughout that K is of characteristic 0.
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Proposition 1.3.1 Let Ω be a finite-dimensional K-algebra. Then the follow-
ing two statements are equivalent:
(i) Ω is a finite étale K-algebra with [Ω : K] = n.
(ii) There is a separable polynomial f ∈ K[X] of degree n such that Ω �

K[X]/( f ).

We denote the K-algebra K[X]/( f ) by Ω( f ).

Proof (i)⇒(ii). Suppose that Ω � L1×· · ·×Lq, where L1, . . . , Lq are finite ex-
tensions of K. Since K is of characteristic 0, we can choose distinct irreducible
monic polynomials f1, . . . , fq ∈ K[X] such that Li � K[X]/( fi) for i = 1, . . . , q.
Let f = f1 · · · fq. Then f has degree

∑q
i=1 deg fi = n, f is separable, and by the

Chinese Remainder Theorem for polynomials,

Ω � K[X]/( f1) × · · · × K[X]/( fq) � K[X]/( f ).

(ii)⇒(i). Suppose that Ω � K[X]/( f ) for some separable polynomial f ∈ K[X]
of degree n which we may assume to be monic. Then f can be expressed as
a product f1 · · · fq of distinct monic irreducible polynomials in K[X] and then
K[X]/( f ) is a direct product of K[X]/( fi) (i = 1, . . . , q) which are all finite
extensions of K. �

Corollary 1.3.2 Let Ω be a finite étale K-algebra. Then there is θ ∈ Ω such
that Ω = K[θ].

Such an element θ is called a primitive element of Ω over K.

Proof There is a K-algebra isomorphism ϕ : Ω→∼ K[X]/( f ), with f ∈ K[X]
separable. Take for θ the inverse under ϕ of the residue class of X modulo f .
Then Ω = K[θ]. �

By a K-homomorphism from a finite étale K-algebra Ω to an extension field
L of K we mean a non-trivial K-algebra homomorphism from Ω to L. Such a
K-homomorphism cannot be injective if Ω is not a field.

Proposition 1.3.3 Let Ω be a finite étale K-algebra with [Ω : K] = n. Then
there are precisely n distinct K-homomorphisms from Ω to K. Moreover, an el-
ement of Ω is uniquely determined by its images under these homomorphisms.

Proof We give two different constructions that will both be used later.
First choose a monic, separable polynomial f ∈ K[X] such that Ω � K[X]/( f ).

Let θ be the inverse image of the residue class of X under this isomorphism so
that Ω = K[θ] and f (θ) = 0. The polynomial f has n distinct zeros in K,
say θ(1), . . . , θ(n), and each assignment θ 7→ θ(i) (i = 1, . . . , n) defines a K-
homomorphism from Ω to K. On the other hand, a K-homomorphism from
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Ω to K necessarily has to map θ to a zero of f in K, so there are no other
K-homomorphisms.

For the other construction, choose finite extensions L1, . . . , Lq of K and an
isomorphism ϕ : Ω→∼ L1 × · · · × Lq. For i = 1, . . . , q, there are precisely ni :=
[Li : K] distinct K-isomorphisms Li into K, σi,1, . . . , σi,ni say. For α ∈ Ω, write
ϕ(α) = (α1, . . . , αq) where αi ∈ Li for i = 1, . . . , q. This gives rise to precisely
n distinct K-homomorphisms α 7→ σi j(αi) (i = 1, . . . , q, j = 1, . . . , ni) from Ω

to K. The images σi j(αi) of these homomorphisms determine α1, . . . , αq, and
hence α, uniquely, since for i = 1, . . . , q, j = 1, . . . , ni the map σi j is injective
on Li. �

Let Ω be a finite étale K-algebra and denote by x 7→ x(i) (i = 1, . . . , n) the K-
homomorphisms of Ω to K. The images of Ω under these K-homomorphisms
are finite extension fields of K. In fact, if Ω is isomorphic to a direct product
L1×· · ·×Lq of finite field extensions of K, these are the conjugates of L1, . . . , Lq

over K. In case that Ω � K[X]/( f ) with f ∈ K[X] separable the compositum
of these extension fields is the splitting field of f over K.

Example Let f = X(X2 + X + 1) and Ω = Q[X]/( f ). Then Ω = K[θ], where
θ := X (mod f ). We have Ω � Q × Q(ρ) where ρ is a primitive cube root of
unity, and the three Q-homomorphisms of Ω are given by θ 7→ 0, θ 7→ ρ,
θ 7→ ρ2.

Below we use that every σ ∈ Gal(K/K) permutes the K-homomorphisms of
Ω, i.e., x 7→ σ(x(i)) (i = 1, . . . , n) is a permutation of x 7→ x(i) (i = 1, . . . , n).

Corollary 1.3.4 Let f ∈ K[X], and α ∈ Ω. Then f (α) = 0 ⇐⇒ f (α(i)) = 0
for i = 1, . . . , n.

Proof Apply the last assertion of Proposition 1.3.3 to f (α). �

Corollary 1.3.5 Let α ∈ Ω and let α(i) (i ∈ I) be the distinct elements among
α(1), . . . , α(n). Then for the monic minimal polynomial of α over K we have
fα(X) =

∏
i∈I(X − α(i)).

Proof Let g(X) :=
∏

i∈I(X − α(i)). The elements of Gal(K/K) permute α(i)

(i ∈ I). Hence g is invariant under the action of Gal(K/K) and so it belongs to
K[X]. Now apply Corollary 1.3.4. �

Corollary 1.3.6 Suppose [Ω : K] = n. Let f ∈ K[X] be a non-zero polyno-
mial of degree m. Then f has at most mn zeros in Ω.

Proof Let β1, . . . , βr be the distinct zeros of f in K. Let β be any zero of f in
Ω. Then by Corollary 1.3.4 we have β(i) ∈ {β1, . . . , βr} for i = 1, . . . , n. So for
the tuple (β(1), . . . , β(n)), hence for β, there are at most rn ≤ mn possibilities. �



1.4 Resultants and discriminants of polynomials 9

The upper bound mn in the above lemma is best possible. For instance,
let Ω = K × · · · × K (n-fold direct product) and f = (X − a1) · · · (X − am),
where a1, . . . , am are distinct elements of K. Then all (b1, . . . , bn) with bi ∈

{a1, . . . , am} for i = 1, . . . , n give zeros of f in Ω.

1.4 Resultants and discriminants of polynomials

In this section we recall the basic properties of the resultant of two polynomials
and the discriminant of a polynomial. In the next section, we introduce the
discriminant of a basis of an étale algebra, and show how the discriminant of a
polynomial can be interpreted as such.

Let K be a field and

f = a0Xn + · · · + an, g = b0Xm + · · · + bm ∈ K[X]

two polynomials of degrees n > 0, m > 0, respectively. We define the resultant
of f and g to be the determinant of order m + n given by

R( f , g) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a0 · · · an
. . .

. . .

a0 · · · an

b0 · · · bm
. . .

. . .

b0 · · · bm

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(1.4.1)

where the first m = deg g rows consist of the coefficients of f , and the last
n = deg f rows of the coefficients of g. In case that one of f , g (but not both)
has degree 0, we can still use the above determinant to define R( f , g): if f = a0

is constant we obtain R( f , g) = am
0 , while if g = b0 we obtain R( f , g) = bn

0. If
both f , g are constant, we define R( f , g) := 1.

We recall some properties of the resultant. Assume again that f and g have
degrees n > 0, m > 0, respectively. Then

R( f , g) = 0⇐⇒ f , g have a common zero in K, (1.4.2)

where K denotes an algebraic closure of K. Indeed, by straightforward linear
algebra, R( f , g) = 0 if and only if there exist polynomials u, v ∈ K[X] of
degrees at most m − 1, n − 1, respectively, not both 0, such that u f + vg = 0,
and the latter holds if and only if f , g have a root in common. Writing

f = a0(X − θ1) · · · (X − θn), g = b0(X − ρ1) · · · (X − ρm)
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with θ1, . . . , θn, ρ1, . . . , ρm ∈ K, one deduces easily that

R( f , g) = am
0 bn

0

n∏
i=1

m∏
j=1

(θi − ρ j)

= am
0 g(θ1) · · · g(θn)

= (−1)mnbn
0 f (ρ1) · · · f (ρm) . (1.4.3)

We define the discriminant of a linear polynomial to be equal to 1, and the
discriminant of a polynomial

f = a0Xn + · · · + an = a0(X − θ1) · · · (X − θn) ∈ K[X]

of degree n ≥ 2 (where θ1, . . . , θn ∈ K and a0 , 0), to be

D( f ) := a2n−2
0

∏
1≤i< j≤n

(θi − θ j)2. (1.4.4)

Notice that D( f ) = 0 if and only if f has a zero in K of multiplicity at least 2.
Denoting by f ′ the derivative of f , we have

R( f , f ′) = an−1
0 f ′(θ1) · · · f ′(θn)

= a2n−1
0

n∏
i=1

n∏
j=1, j,i

(θi − θ j) = (−1)n(n−1)/2a0D( f ),

hence D( f ) = (−1)n(n−1)/2a−1
0 R( f , f ′). We obtain an expression for R( f , f ′) as

a determinant of order 2n− 1 by substituting f ′ for g in (1.4.1). By subtracting
in this determinant n times the first row from the n-th row, and then developing
with respect to the first column, we obtain

D( f ) = (−1)1+ n(n−1)/2∆ (1.4.5)

where ∆ is the determinant of order 2n − 2 given by∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a0 a1 · · · · · · an
. . .

. . .

a0 a1 · · · · · · an

a1 2a2 · · · nan

na0 (n − 1)a1 · · · an−1
. . .

. . .

. . .
. . .

na0 (n − 1)a1 · · · an−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

,

with on the first n−2 rows a0, . . . , an, on the (n−1)-th row a1, 2a2, . . . , nan, and



1.5 Characteristic polynomial, trace, norm, discriminant 11

on the last n − 1 rows na0, . . . , an−1. This shows that D( f ) is a homogeneous
polynomial of degree 2n − 2 in Z[a0, . . . , an].

Now suppose that f = f1 · · · fr, where f1, . . . , fr are non-constant polynomi-
als in K[X]. Then one deduces easily from (1.4.3), (1.4.4) that

D( f ) =

r∏
i=1

D( fi) ·
∏

1≤i< j≤r

R( fi, f j)2. (1.4.6)

1.5 Characteristic polynomial, trace, norm, discriminant

We generalize the notions of characteristic polynomial, trace, norm and dis-
criminant defined above from finite field extensions to finite étale K-algebras
by taking K-homomorphisms instead of K-isomorphisms. Let Ω be a finite
étale K-algebra. We view K as a K-subalgebra of Ω. Suppose that [Ω : K] = n.
Let x 7→ x(i) (i = 1, . . . , n) denote the K-homomorphisms from Ω to K. Further,
let ϕ, L1, . . . , Lq be as in (1.3.1).

Take α ∈ Ω. We define the characteristic polynomial of α over K by

XΩ/K;α(X) :=
n∏

i=1

(X − α(i)).

Since Gal(K/K) permutes α(1), . . . , α(n), the polynomial XΩ/K;α is invariant
under the action of Gal(K/K) and so it belongs to K[X]. By Corollary 1.3.4,
this implies XΩ/K;α(α) = 0.

Let ϕ(α) = (α1, . . . , αq) with αi ∈ Li for i = 1, . . . , q. From the second
construction in the proof of Theorem 1.3.3, we infer at once that

XΩ/K;α(X) =

q∏
j=1

XL j/K;α j (X). (1.5.1)

The trace and norm of α over K are defined by

TrΩ/K(α) = α(1) + · · · + α(n), NΩ/K(α) = α(1) · · ·α(n).

Completely analogously to the case of field extensions, the above defined char-
acteristic polynomial of α is equal to the characteristic polynomial of the K-
linear map x 7→ αx from Ω to Ω, and TrΩ/K(α), NΩ/K(α) are the trace and
determinant of this map, respectively.

Both the trace and norm of α belong to K, and from the definitions of trace
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and norm it follows at once that

TrΩ/K(aα + bβ) = aTrΩ/K(α) + bTrΩ/K(β),

NΩ/K(αβ) = NΩ/K(α)NΩ/K(β)

for a, b ∈ K, α, β ∈ Ω, and moreover that

TrΩ/K(a) = na, NΩ/K(a) = an for a ∈ K .

Further, if ϕ(α) = (α1, . . . , αq) with αi ∈ Li for i = 1, . . . , q, we have

TrΩ/K(α) =

q∑
j=1

TrL j/K(α j), NΩ/K(α) =

q∏
j=1

NL j/K(α j). (1.5.2)

Again completely similarly as for field extensions, we define the discrimi-
nant over K of a tuple (ω1, . . . , ωn) in Ω (where as before n := [Ω : K]) by

DΩ/K (ω1, . . . , ωn) = det
(
TrΩ/K(ωiω j)i, j=1,...,n

)
=

(
det

(
ω(i)

j

)
i, j=1,...,n

)2
.

Assume that {ω1, . . . , ωn} is a K-basis of Ω, and let θ1, . . . , θn ∈ Ω. Then θi =∑n
j=1 ai jω j with ai j ∈ K for i, j = 1, . . . , n. We call M := (ai j)i, j=1,...,n the

coefficient matrix of θ1, . . . , θn with respect to ω1, . . . , ωn. Then we have the
basis transformation formula for discriminants,

DΩ/K (θ1, . . . , θn) = (det M)2 · DΩ/K (ω1, . . . , ωn) . (1.5.3)

Now let ωi,1, . . . , ωi,ni ∈ Li for i = 1, . . . , q, and let ω1, . . . , ωn ∈ Ω be the
elements

ϕ−1
((

0, . . . , ωi j, . . . , 0
))

(i = 1, . . . , q, j = 1, . . . , ni) (1.5.4)

in some order, with ωi j on the i-th place, and 0 on the other places. Then

DΩ/K(ω1, . . . , ωn) =

q∏
i=1

DLi/K
(
ωi,1, . . . , ωi,ni

)
. (1.5.5)

The discriminant of α ∈ Ω over K is defined by

DΩ/K(α) := DΩ/K

(
1, α, α2, . . . , αn−1

)
. (1.5.6)

Then by Vandermonde’s identity,

DΩ/K(α) =
∏

1≤i< j≤n

(
α(i) − α( j)

)2
. (1.5.7)
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Notice that

DΩ/K(uα + a) = u2n−2DΩ/K(α) for u ∈ K∗, a ∈ K. (1.5.8)

We prove a simple lemma. We denote as usual by fα the monic minimal
polynomial of α ∈ Ω over K.

Lemma 1.5.1 Let α ∈ Ω. Then the following conditions are equivalent:

(i) DΩ/K(α) , 0.
(ii) α(1), . . . , α(n) are distinct.
(iii) fα(X) = (X − α(1)) · · · (X − α(n)).
(iv) Ω = K[α].
(v) Ω � K[X]/( fα) as K-algebras.

Proof (i)⇔(ii). Clear.
(ii)⇒(iii). The quantities α(1), . . . , α(n) are all zeros of fα, and fα has degree

[K[α] : K] ≤ n. This implies (iii) at once.
(iii)⇒(iv). We know that [K[α] : K] = deg fα = n = [Ω : K]. Hence

K[α] = Ω.
(iv)⇒(ii). The quantities α(1), . . . , α(n) determine the n distinct K-homomorph-

isms of Ω, hence must be distinct.
(iv)⇔(v). Clear from (1.1.1). �

Recall that the discriminant of a polynomial f = a0
∏n

i=1(X −αi) is given by
D( f ) := 1 if n = 1, and by D( f ) := a2n−2

0
∏n

i=1(αi − α j)2 if n ≥ 2. The second
part of the corollary below will be used in the theory of invariant orders of
binary forms, to be discussed in Section 16.2.

Corollary 1.5.2 (i) Let Ω = K[α]. Then D( fα) = DΩ/K(α).

(ii) Let f = a0Xn + a1Xn−1 + · · · + an ∈ K[X] with a0 , 0 be separable, let
Ω = K[X]/( f ) and α = X (mod f ). Then D( f ) = DΩ/K(1, ω1, . . . , ωn−1), where

ωi = a0α
i + a1α

i−1 + · · · + ai−1α for i = 1, . . . , n.

Proof (i). Combine (1.4.4), (1.5.7) and Lemma 1.5.1.
(ii) We have f = a0 fα. Apply (i) and (1.5.3). �

Corollary 1.5.3 Let ω1, . . . , ωn ∈ Ω. Then {ω1, . . . , ωn} is K-linearly inde-
pendent if and only if DΩ/K (ω1, . . . , ωn) , 0.

Proof Choose α such that Ω = K[α]. Then Corollary 1.5.3 is a simple conse-
quence of Lemma 1.5.1 and (1.5.3). �

As above, let Ω be a finite étale K-algebra with [Ω : K] = n and denote by
x 7→ x(i) (i = 1, . . . , n) the K-homomorphisms of Ω to K.
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Proposition 1.5.4 Let Υ be a K-subalgebra of Ω.

(i) There is α such that Υ = K[α] and for each such α, the number of distinct
elements among α(1), . . . , α(n) is precisely [Υ : K].

(ii) Υ is a finite étale K-algebra.

Proof Let us assume for the moment that there is α with Υ = K[α]. By
Corollary 1.3.5, the monic minimal polynomial fα of α is separable and fα =∏

i∈I(X − α(i)), where α(i) (i ∈ I) are the distinct elements among α(1), . . . , α(n).
By (1.1.1) and Proposition 1.3.1, K[α] � K[X]/( fα) is a finite étale K-algebra,
and [K[α] : K] = deg fα = |I|.

It remains to show that there is indeed αwith Υ = K[α]. Let [Υ : K] = m and
choose a K-basis {ω1, . . . , ωm} of Υ. Augment this to a K-basis {ω1, . . . , ωn} of
Ω. By Corollary 1.5.3 we have det

(
ω

( j)
i )1≤i, j≤n , 0. This implies that the set

of vectors (ω( j)
1 , . . . , ω

( j)
m ) ( j = 1, . . . , n) has rank m, and so in particular, that

there are at least m distinct ones among these vectors. One easily shows that
there are rational integers a1, . . . , am such that if α := a1ω1 + · · · + amωm, then
there are at least m distinct elements among α(1), . . . , α(n). Let the number of
these distinct elements be m′. By the above, [K[α] : K] = m′ ≥ m. But clearly,
K[α] ⊆ Υ, so we have in fact K[α] = Υ. �

Corollary 1.5.5 Ω has only finitely many K-subalgebras.

Proof Let Υ be a K-subalgebra of Ω, with [Υ : K] =: m, say. By Proposition
1.5.4, there is α such that Υ = K[α]. Further, among α(1), . . . , α(n) there are
precisely m distinct elements. Define another K-subalgebra of Ω,

Υ′ := {ξ ∈ Ω : ξ(i) = ξ( j) ∀ {i, j} ⊂ {1, . . . , n} with α(i) = α( j)}.

Again by Proposition 1.5.4 there is β such that Υ′ = K[β] and [Υ′ : K] is equal
to the number of distinct elements among β(1), . . . , β(n), implying [Υ′ : K] ≤ m.
On the other hand, Υ ⊆ Υ′. Hence Υ = Υ′. As a consequence, Υ depends only
on a partition of {1, . . . , n} into pairwise disjoint subsets, namely the one for
which i, j belong to the same subset if and only if α(i) = α( j). Since {1, . . . , n}
has only finitely many partitions, there are at most finitely many possibilities
for Υ. �

1.6 Integral elements and orders

Let A be an integrally closed integral domain with quotient field K of charac-
teristic 0, and let Ω be a finite étale K-algebra.

Recall that an element α ∈ Ω is said to be integral over A if there is a monic
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polynomial f ∈ A[X] such that f (α) = 0. The elements α ∈ Ω integral over A
form a ring, denoted by AΩ, which is called the integral closure of A in Ω. If in
particular A = Z, we denote the integral closure in Ω by OΩ. Let ϕ, L1, . . . , Lq

be as in (1.3.1). For α ∈ Ω we write again ϕ(α) = (α1, . . . , αq) with αi ∈ Li

for i = 1, . . . , q. Then if f ∈ A[X] is a monic polynomial such that f (α) = 0
then f (αi) = 0 for i = 1, . . . , q. Hence if α is integral over A, then αi is integral
over A for i = 1, . . . ,m. Conversely, suppose that αi ∈ Li is integral over A,
and let fi ∈ A[X] be a monic polynomial with fi(αi) = 0 for i = 1, . . . ,m. Put
f := f1 · · · fm. Then f is a monic polynomial in A[X] and f (α) = 0. Hence α
is integral over A. This implies that the isomorphism ϕ from (1.3.1) induces a
ring isomorphism

AΩ →
∼ AL1 × · · · × ALm , (1.6.1)

where ALi is the integral closure of A in Li.

Lemma 1.6.1 Let α ∈ Ω and denote by α(1), . . . , α(n) the images of α under
the K-homomorphisms Ω→ K. Then the following assertions are equivalent.

(i) α is integral over A.
(ii) α(1), . . . , α(n) are integral over A.
(iii) XΩ/K;α ∈ A[X].
(iv) fα ∈ A[X].

Proof (i)⇒(ii). Choose a monic f ∈ A[X] with f (α) = 0, Then also f (α(i)) =

0 for i = 1, . . . , n by Corollary 1.3.4.
(ii)⇒(iii),(iv). Clearly, the coefficients of XΩ/K;α are integral over A, and

also, they belong to K. Hence they belong to A since A is integrally closed. It
follows in the same manner that fα ∈ A[X], using Corollary 1.3.5.

(iii),(iv)⇒(i). Clear, since α is a zero of both XΩ/K;α and fα. �

The lemma clearly implies that

TrΩ/K(α) ∈ A, NΩ/K(α) ∈ A, DΩ/K(α) ∈ A

if α ∈ Ω is integral over A, and

DΩ/K (ω1, . . . , ωn) = det
(
TrΩ/K(ωiω j)

)
1≤i, j≤n

∈ A

if ω1, . . . , ωn ∈ Ω are integral over A.
We keep our assumptions that A is an integrally closed integral domain with

quotient field K of characteristic 0, and that Ω is a finite étale K-algebra with
[Ω : K] = n. Further we assume that K ⊂ Ω.

Definition An A-order of Ω is a subring of AΩ that contains A and contains
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a K-basis of Ω. An A-order of Ω is called free if it is free as an A-module, i.e.,
if as an A-module it is generated by a K-basis of Ω. �

In particular, AΩ itself is an A-order, the maximal A-order of Ω.
We finish with some useful lemmas.

Lemma 1.6.2 Let O be an A-order of Ω. Further, let {ω1, . . . , ωn} be any
K-basis of Ω contained in O and put D := DΩ/K(ω1, . . . , ωn). Then O is con-
tained in the free A-module with basis {D−1ω1, . . . ,D−1ωn}.

Proof Take α ∈ O. Then α =
∑n

i=1 xiωi for certain x1, . . . , xn ∈ K. Applying
the K-homomorphisms of Ω and then Cramer’s rule we obtain xi = ai/∆ for i =

1, . . . , n, where ∆ = det(ω( j)
i ) and ai is the determinant obtained by replacing

the i-th column of ∆ by the column with entries α(1), . . . , α(n). Consequently,

α =

n∑
i=1

ai∆ · D−1ωi .

Now ai∆ ∈ K, by Lemma 1.6.1 it is integral over A, and so ai∆ ∈ A for
i = 1, . . . , n since A is integrally closed. Our lemma follows. �

Lemma 1.6.3 In addition to the above assumptions, assume that A is a prin-
cipal ideal domain. Let againO be an A-order of Ω. ThenO is a free A-module
of rank n, with A-basis {1, ω2, . . . , ωn} for certain ω2, . . . , ωn ∈ O.

Proof We use that if M is a free A-module of rank n, say, and N is an
A-submodule of M , then N is also a free A-module. Further, M has a basis
{β1, . . . , βn} such that {d1β1, . . . , dmβm} is an A-basis of N , for certain elements
d1, . . . , dm of A such that d1|d2| · · · |dm.

Together with the previous lemma, this implies that O is a free A-module of
rank at most n. Further, O contains a K-basis of Ω, so it must have rank equal
to n. We can choose a basis of O containing 1 since A ⊂ O. �



2
Dedekind domains

In this chapter, we give an overview of the most important facts about Dedekind
domains used in this monograph, mostly without proofs. Our basic reference
is [Lang (1970), chaps. I,III].

2.1 Definitions

We start with some general terminology. Let A be an integral domain with
quotient field K. By a fractional ideal of A we mean a subset a of K, for which
there exists a non-zero element b of A such that b · a is an ideal of A.

For α1, . . . , αm ∈ K we denote by (α1, . . . , αm) (or (α1, . . . , αm)A) the frac-
tional ideal {

∑m
i=1 xiαi : x1, . . . , xm ∈ A} of A generated by α1, . . . , αm. A frac-

tional ideal that is generated by one element is said to be principal.
Given a non-zero fractional ideal a of A and α, β ∈ K, we write α ≡ β (mod

a) if α − β ∈ a.
If L is a finite extension of K, we denote by AL the integral closure of A in

L. More generally, if Ω is a finite étale K-algebra, we denote by AΩ the integral
closure of A in Ω. Every fractional ideal a of A can be extended to a fractional
ideal aAL of AL, this is the smallest fractional ideal of AL containing a.

Let S be a multiplicative subset of A, i.e., 0 < S , 1 ∈ S , and for all
α, β ∈ S we have αβ ∈ S . Then

S −1A := {y−1x : x ∈ A, y ∈ S }

is an integral domain with quotient field K containing A, called the localiza-
tion of A away from S . The elements of S are units of S −1A. Every fractional
ideal a of A can be extended to a fractional ideal S −1a :=

{
y−1x : x ∈ a, y ∈ S

}
of S −1A.

17
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Definition Let A be an integral domain with quotient field K. Then A is called
a Dedekind domain if it has the following properties:

- A is integrally closed in its quotient field;
- A is Noetherian, that is, the ideals of A are finitely generated;
- every prime ideal of A different from (0) is a maximal ideal of A. �

In what follows, by a prime ideal of a Dedekind domain we always mean a
prime ideal different from (0).

Obviously, every fractional ideal of A is finitely generated as an A-module,
and conversely, every finitely generated A-submodule of K is a fractional ideal
of A.

Important examples of Dedekind domains are principal ideal domains, rings
of integers or S -integers of algebraic number fields and discrete valuation do-
mains.

2.2 Ideal theory of Dedekind domains

Let A be a Dedekind domain with quotient field K. The sum or greatest com-
mon divisor a + b of two fractional ideals a, b of A is the A-module consisting
of all sums x + y with x ∈ a, y ∈ b. The product ab of a and b is defined to be
the A-module generated by all products xy with x ∈ a and y ∈ b. The inverse of
a non-zero fractional ideal a of A is defined by a−1 := {x ∈ K : xa ⊆ A}. The
sum and product of two fractional ideals of A, and the inverse of a non-zero
fractional ideal of A are again fractional ideals of A.

We denote by P(A) the collection of prime ideals of A different from (0).
The following result comprises the ideal theory for Dedekind domains:

Theorem 2.2.1 (i) The non-zero fractional ideals of A form an abelian group
with product and inverse as defined above, and with unit element A = (1).

(ii) Every non-zero fractional ideal a of A can be decomposed uniquely as a
product of powers of prime ideals

a =
∏
p∈P(A)

p
ordp(a) (2.2.1)

where the exponents ordp(a) are rational integers, at most finitely many of
which are non-zero.

(iii) A non-zero fractional ideal a of A is contained in A if and only if ordp(a) ≥
0 for every p ∈P(A).

Proof See [Lang (1970), chap. 1, §6]. �
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The group of non-zero fractional ideals of A is denoted by I(A). The non-
zero principal fractional ideals of A form a subgroup of I(A), which we denote
by P(A). The quotient group Cl(A) := I(A)/P(A) is called the class group of
A.

In what follows we put ordp(a) := ∞ for p ∈P(A) if a = (0).
The following consequences are straightforward:

Corollary 2.2.2 Let a, b be two fractional ideals of A. Then

ordp(ab) = ordp(a) + ordp(b) for p ∈P(A),

a ⊆ b⇐⇒ ordp(a) ≥ ordp(b) for every p ∈P(A),

ordp(a + b) = min(ordp(a), ordp(b)) for p ∈P(A).

For p ∈P(A), x ∈ K we define

ordp(x) := ordp((x)). (2.2.2)

From Corollary 2.2.2 it follows easily that ordp is a discrete valuation on K,
i.e.,

ordp(0) = ∞, ordp(K∗) = Z,

ordp(xy) = ordp(x) + ordp(y) for x, y ∈ K,
ordp(x + y) ≥ min(ordp(x), ordp(y)) for x, y ∈ K.

 (2.2.3)

Further we have

Corollary 2.2.3 (i) A = {x ∈ K : ordp(x) ≥ 0 for every p ∈P(A)}.
(ii) For every x ∈ K∗ there are only finitely many p ∈P(A) with ordp(x) , 0.

Finally, we have the following Strong Approximation Theorem or Chinese
Remainder Theorem for Dedekind domains:

Theorem 2.2.4 Let S be a finite subset of P(A), and βp ∈ K, mp ∈ Z for
p ∈ S . Then there exists x ∈ K such that

ordp(x − βp) ≥ mp for p ∈ S , ordp(x) ≥ 0 for p ∈P(A) \S .

Proof See [Bourbaki (1989), p. 497]. �

The proofs of the following consequences are left to the reader.

Corollary 2.2.5 Let A be a Dedekind domain. Then every fractional ideal of
A is generated by at most two elements.

Corollary 2.2.6 A Dedekind domain that has only finitely many prime ideals
is a principal ideal domain.
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2.3 Discrete valuations

Recall that a discrete valuation on a field K is a surjective map v : K → Z∪{∞}
with the following properties:

v(0) = ∞ and v(x) ∈ Z if x ∈ K∗;

v(xy) = v(x) + v(y) for x, y ∈ K;

v(x + y) ≥ min(v(x), v(y)) for x, y ∈ K.

Let K be a field, and v : K → Z∪ {∞} a discrete valuation. We define the local
ring of v by

Av := {x ∈ K : v(x) ≥ 0}.

This ring has precisely one maximal ideal, that is,

pv := {x ∈ K : v(x) > 0}.

Notice that the unit group of Av is A∗v = Av \ pv. The residue class field of v is
defined by

kv := Av/pv.

Since by definition, a discrete valuation assumes all values of Z ∪ {∞}, there
is π ∈ K with v(π) = 1. Such an element is called a uniformizer or local
parameter of v. It is easy to verify that Av is a principal ideal domain, and that
for any local parameter π, (πn) (n ∈ Z) are the non-zero fractional ideals of Av.

An integral domain is called a discrete valuation domain if it is the local
ring of a discrete valuation v defined on its quotient field.

Let A be a Dedekind domain with quotient field K. By (2.2.3), the functions
ordp (p ∈P(A)) given by (2.2.2) define discrete valuations on K. The discrete
valuation domain corresponding to ordp is

Ap := {x ∈ K : ordp(x) ≥ 0}.

This is called the local ring or localization of A at p. From the Chinese Re-
mainder Theorem 2.2.4, one easily deduces that for the residue class field kp
of ordp one has

kp � A/p. (2.3.1)

Clearly, Corollary 2.2.3 (i) can be translated into

A =
⋂
p∈P(A)

Ap. (2.3.2)

That is, A is the intersection of discrete valuation domains.
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2.4 Localization

Let A be a Dedekind domain with quotient field K and S a multiplicative
subset of A. The localization S −1A of A away from S is again a Dedekind
domain with collection of prime ideals{

S −1
p : p ∈P(A), S ∩ p = ∅

}
and a 7→ S −1a defines a surjective homomorphism from I(A) to I(S −1A)
where the kernel consists of all fractional ideals of A composed of prime ideals
having non-empty intersection with S .

Examples 1. Take S = p1 · · · pt \ {0}, where p1, . . . , pt are prime ideals of
A. Then by an application of the Chinese Remainder Theorem for Dedekind
domains,

S −1A = {x ∈ K : ordp(x) ≥ 0 for p < {p1, . . . , ps} }.

2. Let p be a prime ideal of A. Define Sp := A \ p. Then by the Chinese
Remainder Theorem for Dedekind domains, we have

S −1
p A = {x ∈ K : ordp(x) ≥ 0} = Ap.

2.5 Integral closure in finite field extensions

Let K be an infinite field, and L a finite extension of K. Denote by AL the
integral closure of A in L. Then AL is also a Dedekind domain [Lang (1970),
chap. 1, §2, Prop. 6; chap. 1, §3, Prop. 10]. We mention here that if S is a
multiplicative subset of A, then S −1AL is the integral closure of S −1A in L
[Lang (1970), chap. 1, §3, Prop. 8].

Every fractional ideal a of A can be extended to a fractional ideal aAL of AL,
and the map a 7→ aAL gives an injective group homomorphism from I(A) into
I(AL). The extension of a prime ideal p of A can be decomposed in a unique
way as a product of powers of prime ideals of AL, that is,

pAL =

g∏
i=1

P
ei
i ,

where P1, . . . ,Pg are distinct prime ideals of AL and e1, . . . , eg are positive
integers. The exponent ei, henceforth denoted by e(Pi|p), is called the ramifi-
cation index ofPi over p. The residue class ring AL/Pi is a finite field extension
of A/p. The degree [AL/Pi : A/p] of this extension, called the residue class
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degree of Pi over p, is denoted by f (Pi|p). We recall some properties of the
ramification indices and residue class degrees.

Proposition 2.5.1 Let L, p, P1, . . . ,Pg be as above, but assume in addition
that K has characteristic 0.

(i) We have
∑g

i=1 e(Pi|p) f (Pi|p) = [L : K].

(ii) Assume that L/K is Galois. Then for any two i, j ∈ {1, . . . , g} there is
σ ∈ Gal(L/K) such that P j = σPi. Further, e(P1|p) = · · · = e(Pg|p) and
f (P1|p) = · · · = f (Pg|p).

Proof For (i) see [Lang (1970), chap. 1, §7, Prop. 21] and for (ii) [Lang
(1970), chap. 1, §7, Cor. 2]. �

Proposition 2.5.2 (transitivity in towers) Let M ⊃ L ⊃ K be a tower of finite
field extensions, let P be a prime ideal of AL in the prime ideal factorization of
pAL and Q a prime ideal in the prime ideal factorization of PAM . Then

e(Q|p) = e(Q|P) · e(P|p), f (Q|p) = f (Q|P) · f (P|p).

Proof See [Lang (1970), chap. 1, §7, Prop. 20]. �

2.6 Extensions of discrete valuations

We consider the problem of extending discrete valuations to extension fields.
Let K be an infinite field and v : K → Z ∪ {∞} a discrete valuation. We define
in the usual manner the local ring, maximal ideal and residue class field of v
by

Av := {x ∈ K : v(x) ≥ 0}, pv := {x ∈ K : v(x) > 0}, kv := Av/pv.

First we consider transcendental extensions. Let again K be an infinite field
with discrete valuation v. For a non-zero polynomial

P =
∑

(i1,...,ir)∈I

a(i1, . . . , ir)X
i1
1 · · · X

ir
r ∈ K[X1, . . . , Xr]

(with I a finite subset of (Z≥0)r), we define

v(P) := min{v(a(i1, . . . , ir)) : (i1, . . . , ir) ∈ I},

and further, we put v(0) := ∞.

Proposition 2.6.1 (Gauss’ Lemma for discrete valuations) Let P,Q be poly-
nomials in K[X1, . . . , Xr]. Then

v(PQ) = v(P) + v(Q), v(P + Q) ≥ min(v(P), v(Q)).
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Proof We prove only v(PQ) = v(P) + v(Q). After multiplying P,Q with suit-
able elements of K∗, we may assume that v(P) = v(Q) = 0. Then the reduc-
tions P,Q of P,Q modulo pv are non-zero polynomials in kv[X1, . . . , Xr]. Hence
P · Q , 0, which implies v(PQ) = 0. �

Proposition 2.6.1 implies that v can be extended to a discrete valuation on
K(X1, . . . , Xr), also denoted by v, given by v(R) = v(P) − v(Q) for R = P/Q
with P,Q ∈ K[X1, . . . , Xr], Q , 0.

Let A be a Dedekind domain with quotient field K. For a polynomial P ∈
K[X1, . . . , Xr], we denote by (P) the fractional ideal of A generated by the
coefficients of P.

Corollary 2.6.2 (Gauss’ Lemma for Dedekind domains) For any two poly-
nomials P,Q ∈ K[X1, . . . , Xr] we have (PQ) = (P)(Q).

Proof Apply Proposition 2.6.1 with ordp for every p ∈P(A). �

Let again K be a field with discrete valuation v, L a finite extension of K,
and V a discrete valuation on L. We say that V lies above v or v below V ,
notation V |v, if there is a positive real e, which is necessarily an integer, such
that V(x) = ev(x) for x ∈ K. We call e(V |v) := e the ramification index of V
over v. Let

AV := {x ∈ L : V(x) ≥ 0}, pV := {x ∈ L : V(x) > 0}, kV := AV/pV

be the local ring, maximal ideal, and residue class field of V . Then kV is a finite
extension of kv, and we call f (V |v) := [kV : kv] the residue class degree of V
over v.

Example Let A be a Dedekind domain with quotient field K, p a prime ideal
of A and v = ordp. Further, let as above L be a finite extension of K. Then the
discrete valuations on L lying above v are Vi := ordPi (i = 1, . . . , g), where Pi

(i = 1, . . . , g) are the prime ideals of AL occurring in the factorization of pAL,
and we have e(Vi|v) = e(Pi|p), f (Vi|v) = f (Pi|p) for i = 1, . . . , g.

Proposition 2.6.3 Let K be a field of characteristic 0, v a discrete valuation
on K, and L a finite extension of K.

Then there are only finitely many discrete valuations on L lying above v, and if
V1, . . . ,Vg are these valuations, we have

g∑
i=1

e(Vi|v) f (Vi|v) = [L : K].
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Moreover, the integral closure Av,L of Av in L is a principal ideal domain, and

Av,L = {x ∈ L : Vi(x) ≥ 0 for i = 1, . . . , g}.

Proof Obvious from the example, and Proposition 2.5.1, Corollary 2.2.3 (i),
and Corollary 2.2.6. �

2.7 Norms of ideals

Let K be an infinite field, L a finite extension of K and A ⊂ K a Dedekind
domain with quotient field K.

Definition We define the norm of a prime ideal P of AL by NAL/A(P) :=
p f (P|p), where p is the prime ideal of A such that P occurs in the prime ideal
factorization of pAL. Then the norm NAL/A(A) of an arbitrary non-zero frac-
tional ideal A of AL is defined by multiplicativity, i.e.,

NAL/A(A) :=
∏
p∈P(A)

p
∑
P|p f (P|p)·ordP(A) (2.7.1)

where the sum in the exponent is over all prime ideals of AL dividing p. Thus,
NAL/A defines a homomorphism from the group of non-zero fractional ideals
of AL to the group of non-zero fractional ideals of A. For completeness, we set
NAL/A((0)) := (0). �

Proposition 2.7.1 Assume that K has characteristic 0. Let L be a finite ex-
tension of K of degree n. Then:

(i) NAL/A
(
αAL

)
= NL/K(α)A for α ∈ L.

(ii) Let p be a prime ideal of A, and P1, . . . ,Pg the prime ideals of AL dividing
p. Then for every α ∈ AL,

ordp(NL/K(α)) =

g∑
i=1

f (Pi|p)ordPi (α).

(iii) NAL/A(aAL) = a[L:K] for every fractional ideal a of A.

(iv) Let M be a finite extension of L. Then NAM/A(C) = NAL/A
(
NAM/AL (C)

)
for

every fractional ideal C of AM .

Proof For (i), see [Lang (1970), chap. I, §7, Prop. 22]. Assertion (ii) follows
from (i) and (2.7.1). For (iii), see [Lang (1970), chap. I, §7, Cor. 1]. Assertion
(iv) follows from Proposition 2.5.2. �
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2.8 Discriminant and different

Let K be a field of characteristic 0, and A a Dedekind domain with quotient
field K. Further, let Ω be a finite étale K-algebra with [Ω : K] = n. Since A is
Noetherian, its integral closure AΩ in Ω is finitely generated as an A-module.

Definition The discriminant ideal dAΩ/A of AΩ over A is defined as the ideal
of A generated by all numbers DΩ/K(α1, . . . , αn) with α1, . . . , αn ∈ AΩ. �

From Proposition 2.10.1 below, which is formulated in a more general form for
lattices, it follows that if G is any finite set of A-module generators of AΩ, then
dAΩ/A is already generated by the numbers DΩ/K(α1, . . . , αn) with α1, . . . , αn ∈

G . In particular, if AΩ is a free A-module and {α1, . . . , αn} is an A-basis of AΩ,
we have

dAΩ/A = (DΩ/K(α1, . . . , αn)).

From Proposition 2.10.2 below it follows that if Ω is K-isomorphic to a
direct product L1 × · · · × Lq of finite extension fields of K, then

dAΩ/A =

q∏
i=1

dALi /A.

Let L be a finite extension field of K.

Definition The different DAL/A of AL over A is the fractional ideal of AL

whose inverse satisfies

D
−1
AL/A = {x ∈ L : TrL/K(xy) ∈ A for all y ∈ AL}.

Note that D−1
AL/A
⊇ AL. Hence DAL/A is in fact an ideal of AL. �

The different and discriminant ideal of AL/A are related as follows:

Proposition 2.8.1 dAL/A = NAL/A(DAL/A).

Proof See [Lang (1970), chap. III, §3, Prop. 14]. �

We have collected some properties of the different and discriminant ideal.

Proposition 2.8.2 (i) Let M ⊃ L ⊃ K be a tower of finite field extensions of
K and AL, AM the integral closures of A in L,M, respectively. Then

DAM/AK = DAM/ALDAL/AK .

(ii) Let L,M be finite extensions of K and LM their compositum. Then

DALM/AL ⊇ DAL/A.
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(iii) Let L be a finite extension of K, p a prime ideal of A and P a maximal
ideal of AL dividing p. Then ordP(DAL/A) = e(P|p) − 1 + r, where

r = 0 if ordP(e(P|p)) = 0, 1 ≤ r ≤ ordP(e(P|p)) otherwise.

Proof For (i) see [Lang (1970), chap.III, §1 ], for (ii) see [Stark (1974),
Lemma 6] and for (iii) see [Neukirch (1999), chap. 2, Prop. 9.6]. �

Corollary 2.8.3 (i) Let M ⊃ L ⊃ K be a tower of finite extensions of K. Then

dAM/A = NAL/A(dAM/AL )d[M:L]
AL/A

.

(ii) Let L1, . . . , Lr be finite extensions of K and M their compositum. Then

dAM/A ⊇

r∏
i=1

d
[M:Li]
ALi /A

, dAM/A ⊆ d
[M:Li]
ALi /A

for i = 1, . . . , r.

(iii) Let L be a finite extension of K of degree n, and p a prime ideal of A. Then

ordp(dAL/A) ≤ n if p ∩ Z = (0),

ordp(dAL/A) ≤ n
(
1 + ordp(p) ·

log n
log p

)
if p ∩ Z = (p) with p a prime number.

Proof (i) Combine Propositions 2.8.1, 2.8.2 and 2.7.1.
(ii) From Proposition 2.8.2 (i),(ii) we infer that

DAM/A ⊇

r∏
i=1

DALi /A.

Now the first assertion of (ii) follows at once by taking the norm of M over K
and applying Propositions 2.8.1 and 2.7.1. The second assertion of (ii) follows
from (i).

(iii) LetP1, . . . ,Pg be the prime ideals of AL that divide p and write ei, fi for
e(Pi|p), f (Pi|p), respectively. Combining Lemma 2.8.2 with Proposition 2.8.1,
(2.7.1) and Proposition 2.5.2, we obtain

ordp(dAL/A) =

g∑
i=1

fiordPi (DAL/A)

≤

g∑
i=1

fi
(
ei + ordPi (ei)

)
=

g∑
i=1

fiei

(
1 + ordp(ei)

)
≤

( g∑
i=1

fiei

)
·
(
1 + max

1≤i≤g
ordp(ei)

)
= n

(
1 + max

1≤i≤g
ordp(ei)

)
.

If p ∩ Z = (0) we have ordp(ei) = 0 for i = 1, . . . , g. If p ∩ Z = (p) with p a
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prime number, write ei = pki e′i with ki ∈ Z≥0 and p - e′i . Then for i = 1, . . . , g,
using ei ≤ n,

ordp(ei) = ordp(p)ki ≤ ordp(p)
log n
log p

.

In both cases, assertion (iii) follows. �

2.9 Lattices over Dedekind domains

Let K be a field of characteristic 0 and V a K-vector space of finite dimension
n. Further, let A be a Dedekind domain with quotient field K.

Definition An A-lattice of V is a finitely generated A-submodule of V con-
taining a K-basis of V . An A-lattice of V is called free if it is generated by a
K-basis of V . In that case it is a free A-module of rank n = dimK V . �

For instance, the A-lattices of K are precisely the non-zero fractional ideals of
A, and the free A-lattices of K the non-zero principal fractional ideals of A.

For any two A-lattices M , N of V , there are a, b ∈ K∗ with

aN ⊆M ⊆ bN . (2.9.1)

Indeed, choose finite sets of generators of M , N , respectively. We can express
the generators of N as K-linear combinations of the generators of M . By
multiplying the generators of N with a suitable non-zero a ∈ A, they become
A-linear combinations of the generators of M . Hence aN ⊆ M . The other
inclusion follows in a similar manner.

If A is a principal ideal domain, then every A-lattice M of V is free of rank
n. Indeed, let M be an A-lattice of V . Then by applying (2.9.1) with N any
free A-lattice of V , we see that M contains and is contained in a free A-lattice
of rank n, and so must itself be free of rank n.

Let p be a prime ideal of A and denote by Ap the localization of A at p. Let
M be an A-lattice of V . Then the localization of M at p, given by

Mp := ApM

is an Ap-lattice of V . It is free, since Ap is a principal ideal domain.

Proposition 2.9.1 We have M =
⋂
p∈P(A)

Mp.

Proof It is clear that M ⊆
⋂
p∈P(A) Mp. We prove the other inclusion. Let

α ∈
⋂
p∈P(A) Mp. By expressing α as a K-linear combination of a basis of V

contained in M , we see that there exists non-zero D ∈ A with Dα ∈ M . Let
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S be the finite set of prime ideals p of A with ordp(D) > 0. For p ∈ S there is
ap ∈ Ap \ {0} with a−1

p α ∈M . Let a be the fractional ideal generated by D and
a−1
p , for all p ∈ S . Then ξα ∈M for ξ ∈ a. Now we have ordp(a) ≤ ordp(D) = 0

for p ∈ P(A) \ S and ordp(a) ≤ ordp(a−1
p ) ≤ 0 for p ∈ S , hence 1 ∈ a.

Consequently, α ∈M . �

Proposition 2.9.2 Let N0 be an A-lattice of V, let S be a finite set of prime
ideals of A, and for p ∈ S , let Np be an Ap-lattice of V. Then there is a unique
A-lattice M of V such that

ApM = Np for p ∈ S ,

ApM = ApN0 for p ∈P(A) \S .

Proof Put Np := ApN0 for p ∈ P(A) \S . According to Proposition 2.9.1,
if an A-lattice M with the required properties exists, then it must be equal to
∩p∈P(A)Np. So it is certainly unique. Now define M to be this intersection. We
first show that M is an A-lattice of V . By (2.9.1), for p ∈ S there is ap ∈ K∗

with apNp ⊆ ApN0. Let b be a non-zero element of A such that b/ap ∈ A for
p ∈ S . Then bNp ⊆ ApN0 for p ∈P(A), and together with Proposition 2.9.1,
this implies that bM ⊆ N0. So M is finitely generated. On the other hand,
by (2.9.1) there is a non-zero c ∈ A such that cN0 ⊆ Np for p ∈ S , implying
cN0 ⊆M . Hence KM = V . This shows that M is an A-lattice of V .

It is clear that ApM ⊆ Np for p ∈ P(A). We have to prove the other
inclusions. Fix a non-zero b ∈ M . Let p ∈ P(A) and take ξ ∈ Np. By
the Chinese Remainder Theorem, there is a ∈ A such that ordp(a) = 0 and
ordq(a) ≥ −ordq(b) for q ∈ P(A) \ {p}. Then a ∈ A∗p, and ξ ∈ a−1Nq for
q ∈P(A). Hence ξ ∈ a−1M ⊆ ApM . This completes our proof. �

We now define the index ideal of one lattice in another. Recall that if V is
a finite-dimensional Q-vector space and M1, M2 are two Z-lattices of V with
M2 ⊆M1, then the index of M2 in M1 is given by

[M1 : M2] := |M1/M2|.

If {ω1, . . . , ωn}, {θ1, . . . , θn} are Z-bases of M1, M2, respectively, we have

[M1 : M2] = | det M|,

where M is the coefficient matrix of θ1, . . . , θn with respect to ω1, . . . , ωn, i.e.,
M = (ai j), where ai j ∈ Z and θi =

∑n
j=1 ai jω j for i, j = 1, . . . , n.

Now let again A be a Dedekind domain with quotient field K, V a K-vector
space of finite dimension n, and M1, M2 two A-lattices of V with M2 ⊆M1.
Let p ∈ P(A). Then the localizations Mi,p := ApMi (i = 1, 2) are free Ap-
modules of rank n. Choose Ap-bases {ω1, . . . , ωn} and {θ1, . . . , θn} of M1,p,
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M2,p, respectively. Then there is an n × n-matrix M = (ai j) with entries in
Ap such that θi =

∑n
j=1 ai jω j for i, j = 1, . . . , n and we define

ιp(M1,M2) := ordp(det M).

Replacing {ω1, . . . , ωn} and {θ1, . . . , θn} by other Ap-bases of M1, M2 has the
effect that M is multiplied on the left and on the right with matrices from
GL(n, Ap), and this does not affect the value of ιp(M1,M2). So the latter quan-
tity does not depend on the choices of the bases. Notice that ιp(M1,M2) ≥ 0,
and that

ιp(M1,M2) = 0⇐⇒M1,p = M2,p. (2.9.2)

We show that ιp(M1,M2) = 0 for all but finitely many p ∈ P(A). Indeed,
by (2.9.1) there is a ∈ K∗ such that aM1 ⊆ M2. There are only finitely many
p ∈P(A) such that ordp(a) , 0, and for the remaining pwe have M1,p = M2,p.

We now define the index ideal of M2 in M1 by

[M1 : M2]A :=
∏
p∈P(A)

p
ιp(M1,M2). (2.9.3)

This is clearly an ideal of A. Moreover, by (2.9.2) we have for every prime
ideal p of A,

M2,p &M1,p ⇐⇒ p ⊇ [M1 : M2]A. (2.9.4)

Suppose that both M1, M2 are free. Choose A-bases {ω1, . . . , ωn}, {θ1, . . . , θn}

of M1,M2, respectively, and let M be the coefficient matrix of θ1, . . . , θn in
terms of ω1, . . . , ωn. Then

[M1 : M2]A = (det M). (2.9.5)

We finish with a useful lemma.

Proposition 2.9.3 Let A be a Dedekind domain with quotient field K, V a
finite dimensional K-vector space and M1, M2 two A-lattices of V with M1 ⊇

M2. Then

[M1 : M2]A ·M1 ⊆M2.

Proof Let a ∈ [M1 : M2]A. We have to prove that aM1 ⊆ M2. In view of
Proposition 2.9.1, it suffices to show that aM1,p ⊆M2,p for all p ∈P(A).

Take p ∈ P(A). Let {ω1, . . . , ωn}, {θ1, . . . , θn} be bases of M1,p, M2,p, re-
spectively. Let M be the coefficient matrix of θ1, . . . , θn in terms of ω1, . . . , ωn.
Then M has its entries in Ap. Put ∆ := det M. Then the matrix ∆M−1 has its
entries in Ap. Since ordp(a) ≥ ιp(M1,M2) = ordp(∆), we have a∆−1 ∈ Ap.
Hence aM−1 has its entries in Ap. Now aM−1 expresses aω1, . . . , aωn in terms
of θ1, . . . , θn. This implies aM1,p ⊆M2,p, as required. �
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2.10 Discriminants of lattices of étale algebras

Discriminants of lattices over Q. Let Ω be a finite étale Q-algebra of degree
[Ω : Q] = n. Let M be a Z-lattice of Ω. Then M has a Z-basis, {ω1, . . . , ωn}

say, and we may define the discriminant of M by

DM := DΩ/Q(ω1, . . . , ωn). (2.10.1)

Any two bases of M can be expressed into each other by means of a basis
transformation matrix from GL(n,Z). So in view of the basis transformation
formula for discriminants (1.5.3), this is independent of the choice of the basis.

Denote by OΩ the integral closure of Z in Ω. By Lemma 1.6.3, OΩ is a free
Z-module with a basis of the shape {1, ω2, . . . , ωn}, hence it is a Z-lattice of Ω.
The discriminant of Ω is defined by

DΩ := DOΩ
.

We have Ω � L1 × · · · × Lq for certain finite extensions L1, . . . , Lq of Q. Then

DΩ =

q∏
i=1

DLi . (2.10.2)

Indeed, assume without loss of generality that Ω = L1 × · · · × Lq and let ni :=
[Li : Q] for i = 1, . . . , q. By (1.6.1) we have OΩ = OL1 × · · · × OLq . So we
can make a Z-basis {ω1, . . . , ωn} of OΩ by taking for i = 1, . . . , q a Z-basis
{ωi,1, . . . , ωi,ni } of OLi , and then

(0, . . . , ωi j, . . . , 0) (i = 1, . . . , q, j = 1, . . . , ni)

with ωi j on the i-th place, and 0 on the other places. Now (2.10.2) is an imme-
diate consequence of the product decomposition (1.5.5).

Let M1,M2 be any two Z-lattices of Ω with M1 ⊇ M2. Let {ω1, . . . , ωn},
{θ1, . . . , θn} be Z-bases of M1, M2, respectively. Then the index [M1 : M2] of
M2 in M1 is equal to | det M|, where M is the coefficient matrix of θ1, . . . , θn

with respect to ω1, . . . , ωn. Now the basis transformation formula for discrim-
inants (1.5.3) yields at once

DM2 = [M1 : M2]2 DM1 . (2.10.3)

Discriminants of lattices over Dedekind domains. Let A be a Dedekind do-
main with quotient field K of characteristic 0, Ω a finite étale K-algebra with
[Ω : K] = n, and M an A-lattice of Ω.
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Definition The discriminant ideal dM /A of M over A is defined as the frac-
tional ideal of A generated by the numbers DΩ/K(α1, . . . , αn) with α1, . . . , αn ∈

M . �

To prove some properties of the discriminant, we will heavily use that for
every p ∈ P(A), the localization Mp is a free Ap-module. We start with the
following proposition.

Proposition 2.10.1 Let M be an A-lattice of Ω.

(i) Let G be a finite set of A-module generators for M . Then dM /A is generated
by the set

A = {DΩ/K(ω1, . . . , ωn) : ω1, . . . , ωn ∈ G }.

In particular, if M is a free A-module with basis {ω1, . . . , ωn}, then

dM /A = (DΩ/K(ω1, . . . , ωn)).

(ii) Let p ∈P(A) and let {ω1, . . . , ωn} be an Ap-basis of Mp. Then

ordp(dM /A) = ordp(DΩ/K(ω1, . . . , ωn)).

Proof (i). Denote by a the fractional ideal of A generated by A . Let p ∈
P(A). Clearly, ordp(dM /A) ≤ ordp(a). We have to prove the reverse inequality.

The set G also generates Mp as an Ap-module. Choose θ1, . . . , θn ∈ G such
that δ := ordp(DΩ/K(θ1, . . . , θn)) is minimal. Then ordp(a) = δ.

Let α ∈ G . Then α =
∑n

j=1 x jθ j with xi ∈ K for j = 1, . . . , n. By the basis
transformation formula for discriminants (1.5.3), we have for j = 1, . . . , n,

x2
j = δ j/δ

where δ j is the discriminant of the tuple obtained by replacing θ j by α in
θ1, . . . , θn. Hence ordp(x j) ≥ 0. So all elements of G , but then also all ele-
ments of Mp, are Ap-linear combinations of θ1, . . . , θn. Hence {θ1, . . . , θn} is
an Ap-basis of Mp. By expressing α1, . . . , αn ∈ M as Ap-linear combinations
of θ1, . . . , θn and applying the basis transformation formula for discriminants
(1.5.3) we obtain ordp(DΩ/K(α1, . . . , αn)) ≥ δ. So indeed, ordp(dM /A) ≥ δ. This
proves (i).

(ii). (1.5.3) implies that ordp(DΩ/K(ω1, . . . , ωn)) = δ. �

Proposition 2.10.2 Suppose Ω is K-algebra isomorphic to a direct product
L1 × · · · × Lq of finite extensions of K. Then

dAΩ/A =

q∏
i=1

dALi /A.
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Proof Put ni := [Li : K] for i = 1, . . . , q and assume without loss of generality
that Ω = L1 × · · · × Lq. Let p ∈ P(A). For i = 1, . . . , q choose an Ap-basis
{ωi1, . . . , ωi,ni } of Ap,Li , i.e., the integral closure of Ap in Li. Let {ω1, . . . , ωn} be
the set consisting of all tuples(

0, . . . , ωi j, . . . , 0
)

(i = 1, . . . , q, j = 1, . . . , ni) ,

for i = 1, . . . , q, j = 1, . . . , ni, where ωi j is the i-th coordinate, and the other
coordinates are 0. By (1.6.1), for the integral closure Ap,Ω of Ap in Ω we have
Ap,Ω = Ap,L1 × · · · × Ap,Lq , hence {ω1, . . . , ωn} is an Ap-basis of Ap,Ω. By the
product decomposition (1.5.5) we have

DΩ/K(ω1, . . . , ωn) =

q∏
i=1

DLi/K(ωi1, . . . , ωi,ni ),

which together with Proposition 2.10.1 implies

ordp(dAΩ/A) =

q∑
i=1

ordp(dALi /Li ).

This proves our proposition. �

Proposition 2.10.3 Let M1, M2 be two A-lattices of Ω. Then

dM2/A = [M1 : M2]2
A · dM1/A.

Proof Let p ∈ P(A). By applying the basis transformation formula for dis-
criminants (1.5.3) with bases {ω1, . . . , ωn}, {θ1, . . . , θn} of M1,p, M2,p, respec-
tively, and with the coefficient matrix of θ1, . . . , θn in terms of ω1, . . . , ωn, we
obtain at once

ordp(dM2/A) = 2ordp([M1 : M2]A) + ordp(dM1/A).

This implies our proposition. �
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Algebraic number fields

We have collected some basic facts on algebraic number fields (finite field ex-
tensions of Q). Our main references are [Lang (1970)] and [Neukirch (1999)].
The ring of integers of an algebraic number field K, that is the integral closure
of Z in K, is denoted by OK . This is a Dedekind domain, and so every non-
zero fractional ideal of OK can be expressed uniquely as a product of powers
of prime ideals.

3.1 Definitions and basic results

3.1.1 Absolute norm of an ideal

Let K be an algebraic number field of degree d. Recall that the norm NOK/Z(a)
of a fractional ideal a of OK is a fractional ideal of Z. Hence there is a non-
negative rational number a such that NOK/Z(a) = (a). This number a is called
the absolute norm of a, notation NK(a). It is obvious that the absolute norm is
multiplicative. From Proposition 2.7.1 (i), (iii), we obtain at once:

NK((α)) = |NK/Q(α)| for α ∈ K∗,

NK((a)) = |a|[K:Q] for a ∈ Q∗.

 (3.1.1)

Moreover, if L is a finite extension of K and a a fractional ideal of OK , then by
Proposition 2.7.1 (iii),

NL(aOL) = NK(a)[L:K]. (3.1.2)

If p is a prime ideal of OK dividing a prime number p, we have NK(p) =

p f (p|p) = |OK/p|. More generally, for any ideal a of OK we have

NK(a) = |OK/a|. (3.1.3)

33
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3.1.2 Discriminant, class number, unit group and regulator

Let K be an algebraic number field of degree d over Q. There are d distinct
isomorphic embeddings of K in C, which we denote by σ1, . . . , σd; further we
will write α(i) := σi(α) for α ∈ K. We assume that among these embeddings
there are precisely r1 real embeddings, i.e., embeddings σ with σ(K) ⊂ R,
and r2 pairs of complex conjugate embeddings, i.e., pairs {σ,σ} where σ(α) =

σ(α) for α ∈ K. Thus, d = r1 + 2r2 and after reordering the embeddings
we may assume that σi (i = 1, . . . , r1) are the real embeddings and {σi, σi+r2 }

(i = r1 + 1, . . . r1 + r2) the pairs of complex conjugate embeddings.
Viewed as a Z-module, OK is free of rank d. Taking any Z-basis {ω1, . . . , ωd}

of OK , we define the discriminant of K by

DK := DK/Q(ω1, . . . , ωd) =

(
det

(
ω(i)

j

)
i, j=1,...,d

)2
.

This is a non-zero rational integer which is independent of the choice of the
basis.

Let M ⊃ L ⊃ Q be a tower of algebraic number fields with [M : L] = n. The
relative discriminant of M over L is defined by

dM/L := dOM/OL ,

i.e., the ideal of OL generated by all numbers DM/L(α1, . . . , αn) with α1, . . . , αn ∈

OM . Then Corollary 2.8.3 (i) specializes to

DM = NL(dM/L) · D[M:L]
L . (3.1.4)

We recall some basic facts. Denote by I(OK) the group of fractional ideals,
and by P(OK) the group of principal fractional ideals of OK .

Theorem 3.1.1 The class group Cl(OK) = I(OK)/P(OK) of OK is finite.

The cardinality of this class group is called the class number of K, and we
denote this by hK .

We denote by WK the group consisting of all roots of unity in K. This is a
finite, cyclic subgroup of K∗. We denote the number of roots of unity of K by
ωK .

We recall the following fundamental theorem of Dirichlet concerning the
unit group O∗K of OK . A full lattice of a real vector space V is a free Z-module
generated by a basis of V .

Theorem 3.1.2 The map

LOGK : ε 7→ (e1 log |ε(1)|, . . . , er1+r2 log |ε(r1+r2)|)
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(where e j = 1 for j = 1, . . . r1 and e j = 2 for j = r1 + 1, . . . , r1 + r2) defines
a surjective homomorphism from O∗K to a full lattice of the real vector space
given by

{x = (x1, . . . , xr1+r2 ) ∈ Rr1+r2 : x1 + · · · + xr1+r2 = 0}

with kernel WK .

The following consequence is immediate:

Corollary 3.1.3 Put r = rK := r1 + r2 − 1. Then

O∗K � WK × Z
r.

More explicitly, there are ε1, . . . , εr ∈ O∗K such that every ε ∈ O∗K can be
expressed uniquely as

ε = ζεb1
1 . . . εbr

r

where ζ is a root of unity in K and b1, . . . br are rational integers.

The number rK (denoted by r if there is no confusion about the number field
to which it refers) is called the unit rank of K. A set of units {ε1, . . . , εr} as
above is called a fundamental system of units for K. We define the regulator of
K by

RK :=
∣∣∣∣det

(
e j log |ε( j)

i |)
)

i, j=1,...,r

∣∣∣∣ .
This regulator is non-zero, and independent of the choice of ε1, . . . , εr.

3.1.3 Explicit estimates

We recall from the literature some estimates for the field parameters defined
above. As before, K is an algebraic number field of degree d, and by r1 and r2

we denote the number of real embeddings and the number of pairs of complex
embeddings of K.

For the number of roots of unity ωK of K we have

ωK ≤ 20d log log d if d ≥ 3. (3.1.5)

This follows from the observation that the number ϕ (ωK) (where ϕ denotes
Euler’s totient function) divides d, and from the lower bound for ϕ following
from [Rosser and Schoenfeld (1962), Thm. 15].

For the class number and regulator of K we have

hKRK ≤ |DK |
1/2 (

log∗ |DK |
)d−1 . (3.1.6)

The first inequality of this type was proved by Landau [Landau (1918)]. The
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above version follows from [Louboutin (2000)] and (3.1.5); see (59) in [Győry
and Yu (2006)]. The following lower bound for the regulator was obtained in
[Friedman (1989)]:

RK > 0.2052. (3.1.7)

Combined with (3.1.6), this gives

max(hK ,RK , hKRK) ≤ 5|DK |
1/2 (

log∗ |DK |
)d−1 . (3.1.8)

We recall some useful estimates for discriminants. By an inequality due to
Minkowski (see [Lang (1970), p.120]) we have

|DK | >
(π
4

)d(dd

d!

)2
. (3.1.9)

Further, by specializing Proposition 2.8.3 (ii), we obtain that if K is the com-
positum of algebraic number fields K1, . . . ,Kq, then

DK |D
[K:K1]
K1

· · ·D[K:Kq]
Kq

(3.1.10)

and

D[K:Ki]
Ki
|DK for i = 1, . . . , q, (3.1.11)

where DKi denotes the discriminant of Ki for i = 1, . . . , q. Finally, we recall that
if K1, . . . ,Kq are number fields, then for the étale Q-algebra Ω = K1 × · · · × Kq

we have (see (2.10.2))

DΩ = DK1 · · ·DKq . (3.1.12)

3.2 Absolute values: generalities

For the general theory of absolute values we refer to [Neukirch (1999), chap.
2]. Here, we give only the basic definitions.

Let K be an infinite field. An absolute value on K is a function |·| : K → R≥0

satisfying the following conditions:

(a) |xy| = |x| · |y| for x, y ∈ K;
(b) there is C ≥ 1 such that |x + y| ≤ C max(|x|, |y|) for x, y ∈ K;
(c) |x| = 0⇐⇒ x = 0.

These conditions imply that |1| = 1. An absolute value | · | on K is called trivial
if |x| = 1 for x ∈ K∗. Then clearly, on finite fields there are no non-trivial
absolute values. Below, all absolute values we will consider are non-trivial.



3.2 Absolute values: generalities 37

Two absolute values | · |1, | · |2 on K are called equivalent if there is c > 0 such
that

|x|2 = |x|c1 for all x ∈ K.

One can show that an absolute value | · | on K satisfies the triangle inequality
|x+y| ≤ |x|+ |y| for x, y ∈ K if and only if condition (b) holds with C ≤ 2. Thus,
every absolute value is equivalent to one satisfying the triangle inequality.

An absolute value | · | on K is called non-archimedean if it satisfies the ultra-
metric inequality |x + y| ≤ max(|x|, |y|) for x, y ∈ K, and archimedean if it does
not satisfy the ultrametric inequality. For instance if v is a discrete valuation on
K and D > 1, then D−v(·) defines a non-archimedean absolute value on K.

Let K be a field with non-trivial absolute value | · | and L an extension of K.
By an extension of | · | to L we mean an absolute value on L whose restriction
to K is | · |.

Let K be a field with absolute value | · |, and {an}
∞
n=0 a sequence in K. We say

that the sequence {an} converges with respect to | · | if there is α ∈ K such that
|an − α| → 0 as n→ ∞ and we say that {an} is a Cauchy sequence with respect
to | · | if |am − an| → 0 as m, n → ∞. The field K is said to be complete with
respect to | · | if every Cauchy sequence of K with respect to | · | converges with
respect to | · |.

If K is not complete with respect to | · |, we can construct an extension K̃ of
K, and an extension of | · | to K̃, such that K̃ is complete with respect to this
extension. The construction is by mimicking the construction of R fromQ, i.e.,
by considering the Cauchy sequences of K with respect to | · | and identifying
two such sequences if their difference converges to 0. We call K̃ the completion
of K with respect to | · |. It can be shown that with respect to inclusion, it is the
smallest extension of K that is complete with respect to an extension of | · |.

Notice that equivalent absolute values on K give rise to the same complete
field K̃.

By a theorem of Ostrowski, if a field K is complete with respect to an
archimedean absolute value | · |, then up to absolute value preserving isomor-
phism, K = R or C, and | · | is equivalent to the ordinary absolute value (see
[Neukirch (1999), chap. 2, Thm. 4.2]).

Let again K be a field with absolute value | · |. In case that K is complete with
respect to | · |, there is a unique extension of | · | to K (see [Neukirch (1999),
chap. 2, Thm. 4.8]).

The completion of a field K with discrete valuation v is the completion of K
with respect to the absolute value D−v for any D > 1. The discrete valuation v
can be extended uniquely to a discrete valuation on this completion.

let K be a field. A place of K is an equivalence class of non-trivial absolute
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values of K. As mentioned above, two equivalent absolute values of K give
rise to the same completion. So we can speak about the completion of K at a
particular place v, which we denote by Kv. If L is a finite extension of K and
v,V are places of K, L, we say that V lies above v or v below V , notation V |v, if
the absolute values in V are continuations of those in v. Let σ : K → K′ be an
injective field homomorphism and v′ a place of K′. This induces a place v′ ◦σ
of K, which consists of all absolute values |σ(·)| with | · | ∈ v′.

3.3 Absolute values and places on number fields

We start with absolute values and places on Q. Define the set

MQ := {∞} ∪ {prime numbers}.

By a theorem of Ostrowski (see [Neukirch (1999), chap. 2, Thm. 3.7]), every
non-trivial absolute value on Q is equivalent to one of the following absolute
values:

|a|∞ := max(a,−a) for a ∈ Q,

|a|p := p−ordp(a) for a ∈ Q

for every prime number p, where ordp(a) is the exponent of p in the unique
prime factorization of a, i.e., if a = pmb/c with m, b, c ∈ Z and p - bc, then
ordp(a) = m. We agree that ordp(0) = ∞ and |0|p = 0. The absolute value | · |∞
is archimedean, while the other ones are non-archimedean. So there is one-to-
one correspondence between MQ and the set of places (equivalence classes of
non-trivial absolute values) of Q and we refer to MQ as the set of places of Q.
We call∞ the infinite place, and the prime numbers the finite places of Q.

The completion of Q with respect to | · |∞ is Q∞ := R. For a prime number p,
the completion of Q with respect to | · |p is the field of p-adic numbers, denoted
by Qp. The above absolute values satisfy the Product Formula∏

p∈MQ

|a|p = 1 for a ∈ Q∗.

Now let K be an algebraic number field. Denote by MK the set of places
of K. A place v of MK is called infinite if it consists of archimedean absolute
values, or equivalently lies above∞, and finite otherwise. We write

MK = M∞K ∪ M0
K ,

where M∞K is the set of infinite places, and M0
K the set of finite places of K.

Every infinite place of K corresponds to either a real embeddingσ : K ↪→ R (in
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which case the place is called real), or a pair of conjugate complex embeddings
{τ, τ : K ↪→ C} (in which case the place is called complex). The finite places
of K correspond to the prime ideals of OK .

In every place v ∈ MK we choose a normalized absolute value | · |v, which is
defined as follows for α ∈ K:

|α|v := |σ(α)| if v corresponds to {σ : K ↪→ R};

|α|v := |τ(α)|2 = |τ(α)|2 if v corresponds to {τ, τ : K ↪→ C};

|α|v := NK(p)−ordp(α) if v corresponds to the prime ideal p of OK ,

where NK(p) = |OK/p| is the absolute norm of p, and ordp(α) is the exponent
of p in the prime ideal factorization of (α), where we agree that ordp(0) = ∞.
We write pv for the prime ideal of OK corresponding to v.

Denote as before the completion of K at v by Kv. Then Kv = R if v is real,
Kv = C if v is complex, while Kv is a finite extension of Qp if v corresponds to
the prime ideal p of OK , and p is the prime number with p ∩ Z = (p).

Combining the Product Formula overQwith the identity NK((α)) = |NK/Q(α)|
for α ∈ K, where the left-hand side denotes the absolute norm of (α), one easily
deduces the Product Formula over K,∏

v∈MK

|α|v = 1 for α ∈ K∗. (3.3.1)

To deal with infinite and finite places simultaneously, we often use the inequal-
ity

|α1 + · · · + αn|v ≤ ns(v) max(|α1|v, . . . , |αn|v) (3.3.2)

for v ∈ MK , α1, . . . , αn ∈ K, where

s(v) = 1 if v is real, s(v) = 2 if v is complex, s(v) = 0 if v is finite.

Note that
∑

v∈M∞K
s(v) = [K : Q].

Let ρ : K1 → K2 be an isomorphism of algebraic number fields. Then

|α|v◦ρ = |ρ(α)|v for α ∈ K1, v ∈ MK2 . (3.3.3)

Let L be a finite extension of K and v,V places of K, L, respectively with V
lying above v Then the completion LV of L at V is a finite extension of Kv. In
fact, [LV : Kv] is 1 or 2 if v,V are infinite, while if v,V are finite and correspond
to the prime ideals p, P of OK ,OL, we have

[LV : Kv] = e(P|p) f (P|p), (3.3.4)

where e(P|p), f (P|p) denote the ramification index and residue class degree of
P over p.
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We say that two places V1,V2 of L are conjugate over K if there is a K-
automorphism σ of L such that V2 = V1 ◦ σ.

Proposition 3.3.1 Let K be a number field, L a finite extension of K, v a place
of K, and V1, . . . ,Vg the places of L above v. Then

(i) |α|Vk = |α|
[LVk :Kv]
v for α ∈ K, k = 1, . . . , g,

(ii)
g∏

k=1

|α|Vk = |NL/K(α)|v for α ∈ L,

(iii)
g∑

k=1

[LVk : Kv] = [L : K],

(iv) if L/K is Galois, then V1, . . . ,Vg are conjugate to each other, and we have
[LVk : Kv] = [L : K]/g for k = 1, . . . , g.

Proof The verification is straightforward if v is an infinite place, and for v a
finite place, assertions (i)–(iv) follow from (3.3.4) and Propositions 2.7.1 and
2.5.1. �

3.4 S-integers, S-units and S-norm

Let S denote a finite subset of MK containing all infinite places. We say that
α ∈ K is an S-integer if |α|v ≤ 1 for all v ∈ MK \ S. The S -integers form a ring
in K, denoted by OS . Its unit group O∗S is called the group of S-units. Notice
that

α ∈ O∗S ⇐⇒ |α|v = 1 for v ∈ MK \ S .

For S = M∞K , the ring of S -integers is just OK and the group of S -units just O∗K .
Let p1, . . . , pt be the prime ideals corresponding to the finite places of S . Then
OS is just the localization of OK away from the multiplicative set p1 · · · pt \ {0},
hence OS is a Dedekind domain. In the case K = Q, S = {∞, p1, . . . , pt} where
p1, . . . , pt are prime numbers, we write ZS for the ring of S -integers. Thus,
ZS = Z[(p1 · · · pt)−1].

The non-zero fractional ideals of OS form a group under multiplication,
which we denote by I(OS ). The map a 7→ aOS gives an isomorphism from
the group of fractional ideals of OK that are composed of prime ideals outside
S to I(OS ). In particular, the prime ideals of OS are pOS for the prime ideals p
of OK corresponding to the places outside S .

Denote by P(OS ) the group of non-zero fractional principal ideals of OS .
Then the class group Cl(OS ) := I(OS )/P(OS ) of OS is a subgroup of the class
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group ClK = Cl(OK) of K. Denote the cardinality of Cl(OS ) by hS . Then hS is
a divisor of the class number hK of K.

We introduce some further notation. The S -norm of α ∈ K is defined by

NS (α) :=
∏
v∈S

|α|v. (3.4.1)

Notice that the S-norm is multiplicative. We extend this to fractional ideals of
OS . The S -norm of a non-zero fractional ideal a of OS is given by

NS (a) := NK (̃a), (3.4.2)

where ã is the unique fractional ideal of OK , composed of prime ideals of OK

corresponding to places outside S, such that a = ãOS .
We write (α1, . . . , αr)S for the fractional ideal of OS generated by α1, . . . , αr ∈

K. Denoting this fractional ideal by a, we have ã =
∏

v∈MK\S p
wpv
v , where

wpv = mini ordpv (αi), hence

NS (a) =
∏

v∈MK\S

NK(pv)wpv =
∏

v∈MK\S

(
max(|α1|v, . . . , |αr |v)

)−1
. (3.4.3)

In particular, from the Product Formula it follows that NS (α) = NS ((α)S ) for
α ∈ K∗. By setting NS ((0)S ) := 0, this holds for α = 0 as well.

Let L be a finite extension of K, and T the set of places of L lying above
those in S . Then

OT := {x ∈ L : |x|V ≤ 1 for V ∈ ML \ T }

is the integral closure of OS in L. Every fractional ideal a of OS can be extended
to a fractional ideal aOT of OT , and from (3.4.2), (3.1.2) one obtains

NT (aOT ) = NS (a)[L:K] for every fractional ideal a of OS ,
NT (α) = NS (α)[L:K] for every α ∈ K.

}
(3.4.4)

Dirichlet’s Unit Theorem can be extended to S -units as follows.

Theorem 3.4.1 Let S = {v1, . . . , vs} be a finite set of places of K, containing
all infinite places. Then the map

LOGS : ε 7→ ((log |ε|v1 , . . . , log |ε|vs ) (3.4.5)

defines a surjective homomorphism from O∗S to a full lattice of the real vector
space

{x = (x1, . . . , xs) ∈ Rs : x1 + · · · + xs = 0}

with kernel WK .

Proof See [Lang (1970), chap. V, §1, Unit Theorem]. �
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This implies at once:

Corollary 3.4.2 We have

O∗S � WK × Z
s−1.

More explicitly, there are ε1, . . . , εs−1 ∈ O∗S such that every ε ∈ O∗S can be
expressed uniquely as

ε = ζεb1
1 . . . εbs−1

s−1 , (3.4.6)

where ζ is a root of unity in K and b1, . . . bs−1 are rational integers.

A system {ε1, . . . , εs−1} as above is called a fundamental system of S -units.
Analogously as for units of OK we define the S -regulator by

RS :=
∣∣∣∣det

(
log |εi|v j )

)
i, j=1,...,s−1

∣∣∣∣ .
This quantity is non-zero, and independent of the choice of ε1, . . . , εs−1 and
of the choice v1, . . . , vs−1 from S . In case that S = M∞K , the S -regulator RS is
equal to the regulator RK . More generally, we have

RS = RK · [I(S ) : P(S )] ·
t∏

i=1

log NK(pi) , (3.4.7)

where p1, . . . , pt are the prime ideals corresponding to the finite places in S ,
I(S ) is the group of fractional ideals of OK composed of prime ideals from
p1, . . . , pt and P(S ) is the group of principal fractional ideals of OK composed
of prime ideals from p1, . . . , pt. We note that the index [I(S ) : P(S )] is a divisor
of the class number hK . By combining (3.4.7) with (3.1.6) we obtain

RS ≤ hKRK ·

t∏
i=1

log NK(pi)

≤ |DK |
1/2(log∗ |DK |)d−1 ·

t∏
i=1

log NK(pi). (3.4.8)

By combining (3.4.7) with (3.1.7), we obtain

RS ≥

{
(log 3)(log 2) if d = 1, s = |S | ≥ 3,
0.2052(log 2)s−2 if d ≥ 2, s ≥ 3.

(3.4.9)

3.5 Heights and houses

There are various different notions of height of an algebraic number, a vector
with algebraic coordinates or a polynomial with algebraic coefficients. Here
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we have made a small selection. The other notions of height needed in this
book will be defined on the spot. Below we fix an algebraic closure Q of Q.

Heights of algebraic numbers. The (absolute multiplicative) height of α ∈ Q
is defined by

H(α) :=
∏

v∈MK

max(1, |α|v)1/[K:Q]

where K ⊂ Q is any number field containing α. It follows from Proposition
3.3.1, that this is independent of the choice of K. The (absolute) logarithmic
height of α is given by

h(α) := log H(α).

Below, we have collected some properties of the absolute logarithmic height.
These can easily be reformulated into properties of the absolute multiplicative
height.

We start with a trivial but useful observation: if K is an algebraic number
field and S a finite subset of MK containing the infinite places, then

h(α) =
1

[K : Q]

∑
v∈S

log max {1, |α|v} (3.5.1)

≥
1

[K : Q]
log NS(α) for α ∈ OS .

The next lemma gives some further properties.

Lemma 3.5.1 Let α, α1, . . . , αn ∈ Q, m ∈ Z and let σ be an automorphism of
Q. Then

(i) h(σ(α)) = h(α);
(ii) h(α1 · · ·αn) ≤

∑n
i=1 h(αi);

(iii) h(α1 + · · · + αn) ≤ log n +
∑n

i=1 h(αi);
(iv) h(αm) = |m|h(α).

Proof See [Waldschmidt (2000), chap. 3]. �

The minimal polynomial of α ∈ Q over Z, denoted by Pα, is by definition
the polynomial P ∈ Z[X] of minimal degree, having positive leading coefficient
and coefficients with greatest common divisor 1, such that P(α) = 0. Writing
Pα = a0(X − α(1)) · · · (X − α(d)) where d = degα and α(1), . . . , α(d) are the
conjugates of α in C, we have

H(α) =
(
|a0|

d∏
i=1

max(1, |α(i)|)
)1/d

, (3.5.2)
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i.e., H(α) is the d-th root of the Mahler measure of α (see [Waldschmidt
(2000), Lemma 3.10)]. Writing Pα = a0Xd + · · · + ad, we have

−
1

2d
log(d + 1) + h(α) ≤ h(Pα) ≤ log 2 + h(α), (3.5.3)

where h(Pα) = log max(|a0|, . . . , |ad |) (see [Waldschmidt (2000), Lemma 3.11)].
From this we deduce at once Northcott’s Theorem :

Theorem 3.5.2 Let D,H be positive integers. Then there are only finitely
many α ∈ Q such that degα ≤ D and h(α) ≤ H.

v-adic norms and heights of vectors and polynomials. Let K be an algebraic
number field, v ∈ MK , and denote the unique extension of | · |v to Kv also by
| · |v. We define the v-adic norm of a vector x = (x1, . . . , xn) ∈ Kv

n
by

|x|v = |x1, . . . , xn|v := max(|x1|v, . . . , |xn|v).

Let x = (x1, . . . , xn) ∈ Q
n

and choose an algebraic number field K such that
x ∈ Kn. Then the multiplicative height and homogeneous multiplicative height
of x are defined by

H(x) = H(x1, . . . , xn) :=
( ∏

v∈MK

max(1, |x|v)
)1/[K:Q]

,

Hhom(x) = Hhom(x1, . . . , xn) :=
( ∏

v∈MK

|x|v
)1/[K:Q]

,

respectively. By Proposition 3.3.1, these definitions are independent of the
choice of K. For instance, let x ∈ Qn \ {0}. Then we can express this vector
as x = a

b · (y1, . . . , yn), where a, b, y1, . . . , yn are integers with gcd(a, b) = 1 and
gcd(y1, . . . , yn) = 1, and we have

H(x) = max(|b|, |ay1|, . . . , |ayn|), Hhom(x) = max(|y1|, . . . , |yn|).

We define the corresponding logarithmic heights of x ∈ Q
n

by

h(x) := log H(x), hhom(x) := log Hhom(x) (if x , 0)

respectively. It is easy to see that for x = (x1, . . . , xn) ∈ Q
n
, λ ∈ Q

∗
and for
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x1, . . . , xm ∈ Q
n
,

hhom(x) ≤ h(x), (3.5.4)

max
1≤i≤n

h(xi) ≤ h(x) ≤
n∑

i=1

h(xi), (3.5.5)

h(x) − h(λ) ≤ h(λx) ≤ h(x) + h(λ), (3.5.6)

hhom(λx) = hhom(x), (3.5.7)

h(x1 + · · · + xm) ≤
m∑

i=1

h(xi) + log m. (3.5.8)

We recall a few facts on heights and norms of polynomials. Let K be an
algebraic number field and v ∈ MK . Denote the unique extension of | · |v to
Kv also by | · |v. For a polynomial P ∈ Kv[X1, . . . , Xg], we denote by |P|v the
v-adic norm of a vector, consisting of all non-zero coefficients of P. We write
as before s(v) = 1 if v is real, s(v) = 2 if v is complex, and s(v) = 0 if v is finite.

Proposition 3.5.3 Let P1, . . . , Pm ∈ Kv[X1, . . . , Xg] be non-zero polynomials
and let n be the sum of the partial degrees of P := P1 · · · Pm. Then

2−ns(v) ≤
|P|v

|P1|v · · · |Pm|v
≤ 2ns(v).

Proof If v is finite then the term 2ns(v) is 1, and so this is Gauss’ Lemma. In
the case that v is infinite this is a version of a lemma of Gel’fond. Proofs of
both can be found for instance in [Bombieri and Gubler (2006)], Lemma 1.6.3
and Lemma 1.6.11. �

For a polynomial P ∈ Q[X1, . . . , Xg], we denote by H(P), Hhom(P), h(P),
hhom(P), the respective heights of a vector consisting of the coefficients of P.
Obviously, for polynomials we have similar inequalities as in (3.5.4)–(3.5.8).
From Proposition 3.5.3 we deduce at once:

Corollary 3.5.4 Let P1, . . . , Pm ∈ Q[X1, . . . , Xg] be non-zero polynomials
and let n be the sum of the partial degrees of P := P1 · · · Pm. Then

−n log 2 +

m∑
i=1

hhom(Pi) ≤ hhom(P) ≤
m∑

i=1

hhom(Pi) + n log 2.

Proof Choose a number field K containing the coefficients of P1, . . . , Pm,
apply Proposition 3.5.3 and take the product over v ∈ MK . �

Corollary 3.5.5 Let P ∈ Q[X] be a monic polynomial of degree n with distinct
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zeros α1, . . . , αn in Q. Then

−n log 2 + h(P) ≤
n∑

i=1

h(αi) ≤ h(P) + n log 2.

Proof Observe that h(P) = hhom(P) since P is monic and that h(α) = hhom(X−
α) for α ∈ Q. Applying Corollary 3.5.4 to the identity P(X) =

∏n
i=1(X − αi),

the assertion follows. �

For monic irreducible polynomials P with coefficients in Z, Corollary 3.5.5
gives a slightly weaker version of (3.5.3).

Houses. We define the house of an algebraic number α by

α := max(|α(1)|, . . . , |α(d)|),

where α(1), . . . , α(d) are the conjugates of α relative to Q(α)/Q, i.e. the max-
imum of the absolute values of the zeros of Pα in C. Further we denote by
den(α) the denominator of α, that is the smallest positive rational integer for
which den(α)α is an algebraic integer.

It is easy to see that

α1 · · ·αn ≤ α1 · · · αn , α1 + · · · + αn ≤ α1 + · · · + αn (3.5.9)

for any algebraic numbers α1, . . . , αn, while

α ≥ 1, (3.5.10)

h(α) ≤ log α ≤ (degα) · h(α) (3.5.11)

for every non-zero algebraic integer α.
We have collected some useful estimates for houses of algebraic integers

with certain properties. Let again K be an algebraic number field of degree
d and let DK denote its discriminant. Recall that an element α of K is called
primitive if K = Q(α).

Proposition 3.5.6 There exists α ∈ OK which is a primitive element of K and
for which α ≤ |DK |

1/2.

Proof See [Ribenboim (2001), pp. 164-165], except for the case that K = Q

or an imaginary quadratic field where the proof is trivial. �

Proposition 3.5.7 Let a be an ideal of OS and β ∈ OS . Then there is an
α ∈ OK such that

β − α ∈ a, α ≤
d
2
|DK |

1/2NS(a)1/d.



3.6 Estimates for units and S -units 47

In the proof we need the following.

Lemma 3.5.8 Let a be a non-zero ideal of OK . Then K has aQ-basis {ω1, . . . , ωd}

such that ωi ∈ a and

ωi ≤ |DK |
1/2NK(a)1/d for i = 1, . . . , d. (3.5.12)

Proof This is a special case of [Mahler (1937), Satz 6]. �

Proof of Proposition 3.5.7 Denote by ã the unique ideal of OK , composed of
prime ideals corresponding to places outside S, for which a = ãOS . There is
an S-unit η in OK such that ηβ ∈ OK . Since the fractional ideal (η) of OK is
composed of prime ideals corresponding to finite places from S, there is an
η′ ∈ OK with ηη′ − 1 ∈ ã. Let β′ = ηη′β. Then β′ − β ∈ ã.

By Lemma 3.5.8 there exists a Q-basis {ω1, . . . , ωd} with ωi ∈ ã for i =

1, . . . , d for which (3.5.12) holds with a replaced by ã. Then there are b1, . . . , bd ∈

Q with

β′ = b1ω1 + · · · + bdωd.

Let a1, . . . , ad be rational integers with |bi − ai| ≤ 1/2 for i = 1, . . . , d. Put

α :=
d∑

i=1

(bi − ai)ωi.

Then β′ − α ∈ ã and hence β − α ∈ a. Further, in view of β′ ∈ OK we have
α ∈ OK . Finally, by (3.5.11) and Lemma 3.5.8 we get

α ≤
1
2

d∑
i=1

ωi ≤
d
2
|DK |

1/2NK (̃a)1/d =
d
2
|DK |

1/2NS(a)1/d.

�

3.6 Estimates for units and S -units

Let K be an algebraic number field of degree d with ring of integers OK , unit
rank r and regulator R. Denote by ωK the number of roots of unity in K. We
have collected the upper bounds for the heights of units and S -units in a funda-
mental/maximal independent system from [Evertse and Győry (2015), Section
4.3].

Let S = {v1, . . . , vs} be a finite set of places on K containing all infinite
places. Denote by OS , O∗S and RS the ring of S-integers, the group of S-units
and the S-regulator of K, respectively. If in particular S = M∞K , then s = r + 1,
OS = OK , O∗S is just the unit group O∗K of K, and RS = R.
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We define the constants

c1 := ((s − 1)!)2 /
(
2s−2ds−1

)
,

c′1 := (s − 1)!/ds−1,

c2 := 29e
√

s − 2 ds−1(log∗ d) c1 (s ≥ 3),

c′2 := 29e
√

s − 2 ds−1 (
log∗ d

)
c′1 (s ≥ 3),

c3 :=
(
((s − 1)!)2 /2s−1

) (
log(3d)

)3 .

Proposition 3.6.1 Let s ≥ 2. There exists in K a fundamental (respectively
multiplicatively independent) system {ε1, . . . , εs−1} of S-units with the following
properties:

(i)
s−1∏
i=1

h(εi) ≤ c1RS (resp. c
′

1RS);

(ii) max
1≤i≤s−1

h(εi) ≤ c2RS (resp. c
′

2RS) if s ≥ 3;

(iii) for such a fundamental system {ε1, . . . , εs−1}, the absolute values of the
entries of the inverse matrix of

(
log |εi|v j

)
i, j=1,...,s−1

do not exceed c3.

Proof See [Evertse and Győry (2015), Prop. 4.3.9]. Recently, for multiplica-
tively independent S -units an upper bound slightly better than (i), with s!/(2d)s−1

instead of c′1, has been obtained in [Vaaler (2014)], see also [Akhtari and Vaaler
(2015)]. �

Let p1, . . . , pt be the prime ideals corresponding to the finite places in S, and
put

QS := NK(p1 · · · pt) if t > 0, QS := 1 if t = 0.

Let hK denote the class number of K, and put

c4 :=


0 , if r = 0,
1/d , if r = 1,
29er!r

√
r − 1 log d , if r ≥ 2.

Proposition 3.6.2 Let θv (v ∈ S ) be reals with
∑

v∈S θv = 0. Then there exists
ε ∈ O∗S such that ∑

v∈S

| log |ε|v − θv| ≤ c4dR + hK log QS .

Moreover, in the special case S = M∞K , O∗S = O∗K , ε can be chosen from the
group generated by independent units having properties specified in (i) and (ii)
of Proposition 3.6.1.
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Proof See [Evertse and Győry (2015), Proposition 4.3.11] and the subsequent
remark. �

Let hK , RK denote the class number and regulator of K. For α ∈ K∗ define

MS (α) := max

 ∏
v∈MK\S

max(1, |α|v) ,
∏

v∈MK\S

max(1, |α|−1
v )

 .
By the Product Formula we have

MS (α) =
∏

v∈MK\S

|α|−1
v = NS (α) for α ∈ OS \ {0},

where NS (α) =
∏

v∈S |α|v is the S -norm of α, as defined in Section 3.4.

Proposition 3.6.3 Let α ∈ K∗ and let n be a positive integer. Then there exists
ε ∈ O∗S such that

h(εnα) ≤
1
d

log MS (α) + n
(
c4RK +

hK

d
log QS

)
. (3.6.1)

In particular, if α ∈ OS \ {0} then there exists ε ∈ O∗S such that

h(εnα) ≤
1
d

log NS(α) + n
(
c4RK +

hK

d
log QS

)
. (3.6.2)

Proof See [Evertse and Győry (2015), Prop. 4.3.12]. �

3.7 Effective computations in number fields and étale
algebras

This section contains a collection of algorithmic results on algebraic num-
ber fields, relative extensions of number fields and étale algebras over number
fields, which are used in chapters 6, 8, 11 and 14. Most of the results are with-
out proof; for more details and proofs we refer to [Borevich and Shafarevich
(1967)], [Pohst and Zassenhaus (1989)] and [Cohen (1993, 2000)]. Our effec-
tive finiteness results in the above mentioned chapters are only of theoretical
importance, hence we did not make an effort to refer here to the best known
algorithms.

When we say that for any given input from a specified set we can deter-
mine/compute effectively an output, we mean that there exists an algorithm
(that is, a deterministic Turing machine) that, for any choice of input from the
given set, computes the output in finitely many steps. We say that an object is



50 Algebraic number fields

effectively given if it is given in such a way that it can serve as input for an
algorithm.

In the subsequent chapters we will consider Diophantine equations to be
solved in algebraic numbers not necessarily restricted to a given number field,
and to make sensible statements about whether the solutions of such equa-
tions can be determined effectively we need a constructive description of an
algebraic closure of Q. For such descriptions, see for instance [Fröhlich and
Shepherdson (1956), Thms. 7.5, 7.6] and [Rabin (1960), Thm. 7].

We briefly explain the former. Order the polynomials of Z[X] in a sequence
g1, g2, . . .. We first adjoin the zeros of g1 toQ, then the zeros of g2 not yet in the
field constructed so far, and so forth. More precisely, we construct a sequence
of numbers fields

Q = K0 ⊂ K1 ⊂ K2 ⊂ · · · with Ki = Ki−1(θi) for i = 1, 2, . . .

as follows. Suppose that Ki−1 has been constructed. Factor g1, g2, . . . in Ki−1[X]
until one finds g j with an irreducible monic factor fi ∈ Ki−1[X] of degree at
least 2 and take Ki = Ki−1(θi), where θi is a zero of fi. Using an algorithm to
factor polynomials in Ki−1[X], this polynomial fi can be computed explicitly in
the form Fi(θ1, . . . , θi−1, X), where Fi ∈ Q[Y1, . . . ,Yi−1, X]. In fact, one obtains
a factorization algorithm for Ki−1[X] by repeatedly applying [van der Waerden
(1930), §37, pp. 128–131] or the ideas in [Cohen (1993), algorithm 3.6.4],
which both extract a factorization algorithm for K j[X] from one for K j−1[X],
for j = 1, 2, . . .. Then

∞⋃
i=1

Ki = Q(θ1, θ2, . . .)

is an algebraic closure of Q. We call the resulting field an effectively given
algebraic closure of Q, and we denote it by Q.

Put di := deg fi for i = 1, 2, . . .. One shows inductively, using division with
remainder for polynomials, that any element α of Q can be expressed uniquely
as

α =

d1−1∑
i1=0

· · ·

dm−1∑
im=0

ai1,...,imθ
i1
1 · · · θ

im
m (3.7.1)

for some m ≥ 1 with ai1,...,im ∈ Q for all i1, . . . , im, where m = 1 and ai1 = 0 for
i1 > 0 if α ∈ Q, and m ≥ 1 and ai1,...,im , 0 for some im > 0 if α < Q. We say
that α is effectively given/computable, if the coefficients ai1,...,im are given/can be
computed. It is not difficult to show that from given α, β ∈ Q one can compute
α ± β, αβ and α/β (if β , 0). Moreover, one can compute the zeros in Q for
a given polynomial P ∈ Q[X]. Indeed, one can enumerate the elements of Q
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given in the form (3.7.1) and just compute P(α) for all α ∈ Q until one finds α
with P(α) = 0. Then one can compute P(X)/(X − α) and repeat the procedure.

In what follows, Q will be an effectively given algebraic closure of Q, and
all number fields occurring below will be subfields of Q. We start with a few
algorithms for algebraic numbers. In the next two subsections we will restrict
to algebraic numbers in a given number field.

(I) For given β0, β1, . . . , βm ∈ Q one can effectively decide whether there are
b1, . . . , bm ∈ Q with β0 =

∑m
i=1 biβi and if so, compute such bi. Consequently,

for a given algebraic number α one can compute its monic minimal polynomial
and degree over Q, and then check if α is an algebraic integer or an algebraic
unit. Indeed, using the representations (3.7.1) for β0, . . . , βm one can translate
the relation β0 =

∑m
i=1 biβi into a system of linear equations over Q in the un-

knowns b1, . . . , bm whose solvability can be checked and which can be solved
if possible by linear algebra. Then one can compute the monic minimal poly-
nomial of α over Q by checking for i = 1, 2 . . . whether αi can be expressed as
a Q-linear combination of 1, α, . . . , αi−1 and stop if one finds one. Having thus
computed the monic minimal polynomial f ∈ Q[X] of α, one observes that α
is an algebraic integer if and only if f ∈ Z[X], and an algebraic unit if and only
if f ∈ Z[X] and f (0) = ±1.

(II) If α ∈ Q is effectively given then one can effectively compute an upper
bound for h(α) and, if α is an algebraic integer, for α as well. Indeed, we
can compute the minimal polynomial Pα ∈ Z[X] of α with relatively prime
coefficients. Then (3.5.3) provides an upper bound for h(α) and, if α is an
algebraic integer, (3.5.11) provides an upper bound for α .

(III) (Effective Northcott’s Theorem) For given H > 0 and D > 0 one can
determine a finite and effectively determinable subset G ofQ such that if α ∈ Q
and h(α) ≤ H, degα ≤ D then α ∈ G . For by (3.5.3), the polynomial Pα

has degree at most D and coefficients with absolute values at most (2eH)D.
Compute the zeros in Q of all polynomials in Z[X] with these properties.

3.7.1 Algebraic number fields

An algebraic number field K is said to be effectively given (overQ) if it is given
in the form K = Q(α1, . . . , αr) where α1, . . . , αr ∈ Q are effectively given. In
what follows, K is an effectively given algebraic number field. We denote by
OK the ring of integers of K and by P(OK) its set of prime ideals. Below we
give an overview of the algorithmic results used in this monograph.

(IV) One can compute θ ∈ OK with K = Q(θ) and the monic minimal poly-
nomial of θ over Q. Further, for any effectively given α ∈ Q one can decide
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whether α ∈ K, and if so, compute a0, . . . , ad−1 ∈ Q, with d = deg θ, such that

α = a0 + a1θ + · · · + ad−1θ
d−1. (3.7.2)

For let K be given in the form Q(α1, . . . , αr) and let D :=
∏r

i=1 degαi. Then
[K : Q] =: D′ ≤ D. Let σ1, . . . , σD′ be the embeddings of K into Q. We
may assume that α1, . . . , αr ∈ OK . There are integers b1, . . . , br with |bi| ≤ D2

for i = 1, . . . , r such that
∏

1≤i< j≤D′
(∑r

k=1 bk(σi(αk) − σ j(αk))
)
, 0. Then

θ :=
∑r

k=1 bkαk is a primitive element of K. To find θ with its monic minimal
polynomial, compute the monic minimal polynomial for each of the numbers∑r

k=1 bkαk with bk ∈ Z, |bk | ≤ D2 and check when the degree of its minimal
polynomial is maximal. Having thus found a primitive element θ of K, one
observes that an effectively given α ∈ Q belongs to K if and only if there are
a0, . . . , ad−1 ∈ Q with (3.7.2). One can verify if these exist, and if so compute
them, using (I).

Much of the literature, e.g, [Cohen (1993, 2000)] and [Evertse and Győry
(2015)] uses the representation of K in the form Q[X]/(P), where P ∈ Z[X] is
a given irreducible monic polynomial, and the representation of α ∈ K in the
form (3.7.2) where θ := X (mod P). As explained in (IV), such a representation
can be computed from the one based on (3.7.1) given above. Conversely, given
K = Q[X]/(P), one can compute a zero θ ∈ Q of P in the form (3.7.1) and
represent K in the form Q(θ). Then from a representation of α of the form
(3.7.2) one can compute one of the form (3.7.1).

(V) For given β0, β1, . . . , βm ∈ Q one can decide if β0 can be expressed as∑m
i=1 biβi with bi ∈ K and if so compute such bi. Consequently, for every given

α ∈ Q one can determine its monic minimal polynomial and degree over K.
Indeed, for the former one has to verify whether the number β0 is a Q-linear
combination of βiθ

j (i = 1, . . . ,m, j = 0, . . . , d − 1) and if so, compute such
a Q-linear combination. This can be done using (I). For the latter, one has to
check for i = 1, 2, . . . whether αi is a K-linear combination of 1, . . . , αi−1 and
if so, compute such.

(VI) For any given P ∈ K[X], one can effectively decide whether it is irre-
ducible over K. Indeed, one may compute a zero of P, compute its monic min-
imal polynomial over K and check if up to a scalar it is equal to P. For more ef-
ficient algorithms, see [Pohst and Zassenhaus (1989)], or [Cohen (1993), §3.6].

(VII) If α ∈ K is effectively given, then its characteristic polynomial relative
to K/Q and its discriminant relative to K/Q can be effectively determined.

(VIII) For given H > 0 one can determine a finite and effectively determinable
subset H of K such that if α ∈ K and h(α) ≤ H, then α ∈ H . Indeed,
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determine the set G from (III) with D := [K : Q] and check for each of its
elements whether it belongs to K.

(IX) One can determine effectively an integral basis of K, that is a Z-module
basis {1, ω2, . . . , ωd} of the ring of integers OK of K, and from that the discrim-
inant DK of K; see e.g. [Cohen (1993), §6.1]. It is easy to see that if α ∈ K is
effectively given then one can determine b1, . . . , bd in Q such that

α = b1 + b2ω2 + · · · + bdωd. (3.7.3)

An order O of K is said to be effectively given if a finite set of Z-module
generators for O is effectively given.

(X) If an order O of K is effectively given then one can effectively determine
a Z-basis of the form {1, ω2, . . . , ωd} and the discriminant DO of O; see e.g.
[Borevich and Shafarevich (1967), chap. 2, §2].

We say that a fractional ideal a of OK is effectively given/determinable if a
finite set of generators of a over OK is effectively given/determinable. For other
representations of fractional ideals we refer to [Pohst and Zassenhaus (1989),
§6.3] or [Cohen (1993), §4.7].

(XI) If a fractional ideal a of OK is effectively given then it can be decided
whether a is principal. Further, if it is, one can compute an α ∈ K such that
a = αOK ; see [Cohen (1993), §6.5].

(XII) For effectively given fractional ideals of OK one can compute their sum,
product and their absolute norms. Further, one can test equality, inclusion (i.e.
divisibility) and whether an element of K is in a given fractional ideal; see e.g.
[Cohen (1993), §4.7]. Finally, for an effectively given non-zero fractional ideal
of OK one can compute its inverse (see e.g. [Cohen (1993), §4.8.4]).

(XIII) If a is an effectively given non-zero fractional ideal of OK then its prime
ideal factorization can be effectively determined; see e.g. [Cohen (2000), §2.3].
In particular, one can decide whether a is an ideal of OK or whether a is a prime
ideal.

(XIV) For an effectively given non-zero ideal a of OK , one can effectively
determine a full system of representatives for OK/a. Indeed, by (3.5.11) and
Proposition 3.5.7, every residue class modulo a contains an element α with
h(α) ≤ C, where C is effectively computable in terms of [K : Q], DK , and
NK(a). Using (VIII) one can effectively determine a finite set containing all
such α, and using (XIII) one can check for any two elements from this finite
set whether their difference belongs to a.

(XV) (Effective Chinese Remainder Theorem for number fields). Let S be an
effectively given finite set of prime ideals of OK . Further, let βp (p ∈ S ) be
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effectively given elements of K, and mp (p ∈ S ) given integers. Then one can
effectively determine x ∈ K such that

ordp(x − βp) ≥ mp for p ∈ S , ordp(x) ≥ 0 for p ∈P(OK) \S . (3.7.4)

Indeed, by Theorem 2.2.4 there exists x′ with (3.7.4). Note that ordp(x′) ≥
kp := min(mp, ordp(βp)) for p ∈ S . Using (XIII), (XII) we can compute
the quantities kp, the ideal

∏
p∈S p

−kp , and a non-zero element γ of this ideal.
Then γx′ ∈ OK . Subsequently, one can compute b := γ

∏
p∈S p

mp which is
an ideal of OK . Using (XIV) one can compute a full system of representatives
for OK/b. There is y in this set with y ≡ γx′ (mod b). Put x := γ−1y. Then
x ≡ x′ (mod

∏
p∈S p

mp ), hence x satisfies (3.7.4). To determine x, compute
γ−1y for every y in the full system of representatives for OK/b computed above
and check if it satisfies (3.7.4), using (XII).

Let S be a finite set of places of K containing all infinite places. We say that
S is effectively given if the prime ideals corresponding to the finite places in
S are effectively given. In what follows, we assume that S is effectively given.
We recall that OS resp. O∗S denotes the ring of S -integers resp. the group of
S -units in K.

(XVI) In view of (XIII) one can decide for any given α ∈ K∗ whether α ∈ OS ,
or whether α ∈ O∗S .

Let a be a fractional ideal of OS , that is, a finitely generated OS -submodule
of K. We say that a is effectively given/determinable if a finite set of generators
of a over OS is effectively given/determinable.

(XVII) For every fractional ideal a of OS there is a unique fractional ideal ã of
OK composed of prime ideals of OK corresponding to places outside S, such
that a = ãOS . If a is effectively given then ã can be determined effectively, and
conversely. Further, in view of (XI) it can be decided whether a is principal,
and if it is, one can determine an α ∈ K such that a = αOS . Finally, by (XII)
the product of effectively given fractional ideals of OS can be effectively de-
termined, the inverse of a non-zero fractional ideal of OS can be effectively
determined, and one can test equality and inclusion.

3.7.2 Relative extensions and finite étale algebras

Let K be an effectively given number field, and L a finite extension of K. We
say that L is effectively given over K if K is effectively given, and L is given in
the form L = K(α1, . . . , αr) with α1, . . . , αr effectively given elements of Q. In
what follows, we assume that L is effectively given over K.

(XVIII) One can compute θ ∈ OL with L = K(θ) and the monic minimal
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polynomial of θ over K. Further, for any effectively given algebraic number
α one can decide whether α ∈ L, and if so, compute a0, . . . , an−1 ∈ K, with
n = [L : K], such that

α = a0 + a1θ + · · · + an−1θ
n−1.

The proof is similar to that of (IV), except that now one has to use (V).
(XIX) For any given α ∈ L, the characteristic polynomial of α relative to L/K
can be effectively determined; see [Cohen (2000), §§2.1,2.2].

Let K be an algebraic number field and Ω a finite étale K-algebra. This
means that there are finite extensions L1, . . . , Lq of K and a K-algebra isomor-
phism ϕ from Ω to L1 × · · · × Lq; see (1.3.1). Then Ω may be viewed as a
finite étale Q-algebra as well. If in particular q = 1, Ω is just a finite extension
of K. We say that Ω is effectively given over K if K is effectively given over
Q and L1, . . . , Lq are effectively given over K, and effectively given over Q if
L1, . . . , Lq are effectively given over Q. Further, an element α of Ω is said to
be effectively given/determinable if in ϕ(α) = (α1, . . . , αq) the number αi is
effectively given/determinable and αi ∈ Li for i = 1, . . . , q (recall that this can
be checked). In what follows, suppose that Ω is effectively given over K. If α,
β ∈ Ω are effectively given/computable then α ± β, αβ and if β ∈ Ω∗, α/β are
effectively computable.

(XX) By (2.10.2) the discriminant DΩ of Ω viewed as finite étale Q-algebra
can be effectively determined.

(XXI) If α ∈ Ω is effectively given then using (XIX), (V) and (1.5.1), its monic
minimal polynomial and characteristic polynomial over K can be effectively
determined.

(XXII) If α ∈ Ω is effectively given then by (II) one can give an effectively
computable upper bound for h(α).

(XXIII) If [Ω : K] = n and α1, . . . , αn are effectively given elements of Ω,
then using linear algebra one can easily decide whether they are linearly in-
dependent over K. If they are so, using (1.5.5) and (1.3.1), their discriminant
DΩ/K(α1, . . . , αn) can be effectively determined. In particular, if α ∈ Ω is ef-
fectively given, then DΩ/K(α) can be effectively determined.

(XXIV) Finally, we say that an OS -order O of Ω is effectively given if a finite
set of OS -module generators of O is effectively given. Then, using Proposition
2.10.1 and (XXIII), the discriminant ideal dO/OS can be effectively determined.
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Tools from the theory of unit equations

Our results on discriminant equations to be discussed in this monograph are
consequences of effective and ineffective finiteness results for unit equations
in two unknowns and certain generalizations thereof. In this chapter we give,
without proofs, a brief overview of the results on unit equations that are needed
in this book. For further results, proofs and related literature on these equations,
as well as other applications, we refer to [Evertse and Győry (2015)].

We consider, among others, equations of the type

αx + βy = 1 in x, y ∈ Γ (4.1)

where Γ is a finitely generated multiplicative group in a field K of characteristic
0 and α, β are non-zero elements of K. An important special case is where
Γ = A∗ is the unit group of a finitely generated domain A ⊂ K, that is an
integral domain that contains Z and is finitely generated as a Z-algebra. The
fact that for such integral domains the unit group is finitely generated, follows
from a theorem of [Roquette (1957)].

We recall that Siegel [Siegel (1921)] proved implicitly that equations of the
type (4.1) have only finitely many solutions in case that K is an algebraic num-
ber field and Γ = O∗K is the unit group of the ring of integers OK of K. Mahler
[Mahler (1933)] proved a similar finiteness result in the case that K = Q and
Γ is the multiplicative group generated by −1 and a finite set of prime num-
bers p1, . . . , pt, i.e., Γ is the unit group of the ring Z[(p1 · · · pt)−1]. This was
extended by Parry [Parry (1950)] to the case that K is an arbitrary algebraic
number field and Γ the group of S -units in K, for some finite set of places S
containing all infinite places. Finally, Lang [Lang (1960)] proved the following
general result, which we state here for reference purposes.

Theorem 4.1 Let K be an arbitrary field of characteristic 0, and Γ an arbi-
trary finitely generated subgroup of K∗. Then equation (4.1) has only finitely

56
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many solutions.

The proofs of Siegel, Mahler, Parry and Lang are all ineffective in that they
do not provide a method to determine all solutions, as they all depend on the
ineffective Thue-Siegel-Roth method from Diophantine approximation.

Lang’s result has been refined in various directions. In the 1960’s, Baker
[Baker (1966, 1967a, 1967b)] proved his celebrated lower bounds for linear
forms in logarithms of algebraic numbers. After that, several people improved
his estimates, and also obtained very powerful p-adic analogues, and this led
to what is nowadays called Baker’s theory on logarithmic forms. With the help
of this, it became possible to give effective upper bounds for the heights of the
solutions x, y of (4.1) in the case that K is a number field and Γ is the group of
units of OK , or the group of S -units for some finite set of places S containing
all infinite places. Győry [Győry (1972, 1973, 1974, 1979, 1979/1980)] was
the first to give such bounds in a completely explicit form. Later, his bounds
were substantially improved.

First in a special case in [Győry (1983, 1984)] and later in full generality
in [Evertse and Győry (2013)], the authors gave an effective proof for Lang’s
Theorem on (4.1) in the case that Γ = A∗ is the unit group of an arbitrary, in a
well-defined sense effectively given, finitely generated domain A.

In a rather different direction, by applying a suitable version of the Thue-
Siegel Diophantine approximation method based on hypergeometric functions,
first Evertse [Evertse (1984a)] for K a number field and Γ the group of S -units
in K, and later Beukers and Schlickewei [Beukers and Schlickewei (1996)]
in the most general case, obtained explicit upper bounds for the number of
solutions of (4.1), depending only on the rank of Γ.

In Section 4.1 we give an overview of recent effective results on equation
(4.1) and various variants, with explicit upper bounds for the heights of the
solutions. These are applied in Chapters 6, 8 and 14 of the present book. In
Section 4.2 we explain the effective finiteness result of Evertse and Győry on
equations of the type

αx + βy = 1 in x, y ∈ A∗,

where A is a finitely generated integral domain. This result is applied in Chap-
ter 10. Finally, in Section 4.3 we give a ‘semi-effective result’ for equations of
the type (4.1), which is applied in Chapter 15, as well as explicit upper bounds
for the number of solutions of such equations, which are needed in Chapters 9
and 17. For completeness, we also mention some results for unit equations in
more than two unknowns.
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4.1 Effective results over number fields

We present effective finiteness results, with explicit upper bounds for the heights
of the solutions, for equations of the shape

αx + βy = 1

where α, β are non-zero elements of an algebraic number field K, and the
unknowns x, y are units, S -units or, more generally, elements of a finitely gen-
erated multiplicative subgroup Γ of K∗. In certain applications, it is more con-
venient to consider the homogeneous equation

α1x1 + α2x2 + α3x3 = 0

where α1, α2, α3 denote non-zero elements of K, and the unknowns x1, x2, x3

are units, S -units or elements of Γ.
The proofs depend on the best known effective estimates, due to Matveev

(2000) and Yu (2007), for linear forms in logarithms.

4.1.1 Equations in units of rings of integers

Let K be an algebraic number field of degree d. We denote by OK the ring of
integers of K, by O∗K the group of units of OK , by R the regulator of K, by r
the rank of O∗K , by MK the set of (infinite and finite) places, and by M∞K the
set of infinite places of K. We use the absolute values | · |v (v ∈ MK) defined
in Section 3.3, and the absolute multiplicative height H(α) and absolute loga-
rithmic height h(α) = log H(α) for algebraic numbers α as defined in Section
3.5. We shall frequently use the properties of these heights mentioned there
without any further reference.

Let α1, α2, α3 be non-zero elements of K and let H be a real with

H ≥ max{h(α1), h(α2), h(α3)}, H ≥ max {1, π/d} .

Consider the homogeneous unit equation

α1x1 + α2x2 + α3x3 = 0 in x1, x2, x3 ∈ O∗K . (4.1.1)

Theorem 4.1.1 All solutions x1, x2, x3 of (4.1.1) satisfy

max
i, j

h
(
xi/x j

)
≤ c1R

(
log∗ R

)
H, (4.1.2)

where

c1 = 4(r + 1)2r+923.2(r+12) log(2r + 2)
(
d log∗(2d)

)3 .
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Proof See [Győry and Yu (2006), Thm. 2] or [Evertse and Győry (2015),
Thm. 4.1.1]. �

In some applications of equation (4.1.1), for example in the proof of Theo-
rem 6.1.2 in Chapter 6, at least two of the unknowns x1, x2, x3 are conjugate to
each other over Q. In these situations the following theorem will lead to much
better bounds.

Let K1 be a subfield of K with degree d1, unit rank r1 and regulator RK1 .
Assume that for some Q-isomorphism σ of K1, σ(K1) is also a subfield of K.

Theorem 4.1.2 All solutions x1, x2, x3 of (4.1.1) with x2 ∈ K1, x3 = σ(x2)
satisfy

max
1≤i, j≤3

h(xi/x j) ≤ c2RK1 H log
(

h(x2)
H

)
, (4.1.3)

provided that

h(x2) > c3RK1 H, (4.1.4)

where

c2 = 25.5r1+45r2r1+2.5
1 , c3 = 320d2r2r1

1 .

Proof See [Evertse and Győry (2015), Thm. 4.1.2]. �

It should be observed that in (4.1.3) the upper bound depends on h(x2).
In terms of d and r1, Theorem 4.1.2 is an improvement of a result of Győry
(1998).

In the next subsection we give more general versions of Theorem 4.1.1.
A similar generalization of Theorem 4.1.2 is given in [Győry (1998)]. But
Theorems 4.1.1 and 4.1.2 provide, in the special situation they deal with, much
better bounds in terms of d and r and this is important in some applications,
e.g. in Chapter 6.

4.1.2 Equations with unknowns from a finitely generated
multiplicative group

Let again K be an algebraic number field of degree d. Let Γ be a finitely gener-
ated multiplicative subgroup of K∗ of rank q > 0, and Γtors the torsion subgroup
of Γ consisting of all elements of finite order. We recall that q is the smallest
positive integer such that Γ/Γtors has a system of q generators. Let S denote
the smallest set of places of K such that S contains all infinite places, and
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Γ ⊆ O∗S where O∗S denotes the group of S -units in K. Further, let α, β ∈ K∗. We
consider the equation

αx + βy = 1 in x ∈ Γ, y ∈ O∗S . (4.1.5)

In our first theorem below the following notation is used:

- {ξ1, . . . , ξm} is a system of generators for Γ/Γtors

(not necessarily a basis);
- Θ := h(ξ1) · · · h(ξm); H := max{1, h(α), h(β)};
- s := |S |; p1, . . . , pt are the prime ideals corresponding to the finite places

in S ;
- PS := max{2,NK(p1), . . . ,NK(pt)};

in the case that S consists only of infinite places we put t := 0, PS := 2.

Theorem 4.1.3 If x, y is a solution of (4.1.5), then

max {h(x), h(y)} < 6.5 c4s
PS

log PS
ΘH max

{
log (c4sPS ) , log∗ Θ

}
, (4.1.6)

where

c4 = 11λ · (m + 1)(log∗ m)(16ed)3m+5

with λ = 12 if m = 1, λ = 1 if m ≥ 2.

Proof See [Evertse and Győry (2015), Thm. 4.1.3]. �

For some of our applications it is essential that we allow ξ1, . . . , ξm to be any
set of generators of Γ/Γtors and not necessarily a basis. Almost the same bounds
were obtained in [Bérczes, Evertse and Győry (2009)], but with c4 replaced by
a constant which, for m > q > 0, contains also the factor qq. The improvement
in Theorem 4.1.3 will be important in the proof of Theorem 8.2.1, the main
result of Chapter 8, and in some of its consequences.

Theorem 4.1.3 implies in an effective way the finiteness of the number of
solutions x, y ∈ Γ of (4.1.5). To formulate this in a precise form, let Q be an
algebraic closure of Q effectively given as in Section 3.7. Then an element of
Q is said to be effectively given/computable if a representation (3.7.1) for it is
given/can be computed. The number field K is said to be effectively given if
a finite set of generators in Q for it is effectively given. We remark that the
corollary below was proved in [Evertse and Győry (2015)] with another notion
of effective computability, which is however equivalent to the one used in the
present book, see the remarks in Section 3.7 between algorithms (IV) and (V).

Corollary 4.1.4 For given α, β ∈ K∗, equation (4.1.5) has only finitely many
solutions in x, y ∈ Γ. Further, there exists an algorithm which, from effectively
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given K, α, β, a system of generators for Γ/Γtors and Γtors, computes all solu-
tions x, y.

Proof See [Evertse and Győry (2015), Cor. 4.1.4]. �

In the special case Γ = O∗S , we obtain from Theorem 4.1.3 the following.
Let S be a finite subset of MK containing all infinite places, with the above
parameters s, PS . Denote by RS the S -regulator (see Section 3.4 for a definition
and (4.1.10) below for a useful estimate). Define

c5 = 11λs2(log∗ s)(16ed)3s+2 with λ = 12 if s = 2, λ = 1 if s ≥ 3,

c6 = ((s − 1)!)2 /(2s−2ds−1).

Corollary 4.1.5 Every solution x, y of

αx + βy = 1 in x, y ∈ O∗S (4.1.7)

satisfies

max (h(x), h(y))

< 6.5c5c6
(
PS / log PS

)
HRS max

{
log(c5PS ), log∗(c6RS)

}
. (4.1.8)

Proof See [Evertse and Győry (2015), Cor. 4.1.5]. �

This was proved in [Győry and Yu (2006)] in a slightly sharper form in
terms of d and s. In the special case S = M∞K , Corollary 4.1.5 gives Theorem
4.1.1 but only with a weaker bound in terms of d and r. From Theorem 4.1.3,
a weaker version of Theorem 4.1.2 can also be deduced.

We say that S is effectively given if the prime ideals corresponding to the
finite places in S are effectively given in the sense defined in Section 3.7.1. The
next corollary follows both from Corollary 4.1.5 and from Corollary 4.1.4.

Corollary 4.1.6 Let α, β ∈ K∗. Then equation (4.1.7) has only finitely many
solutions. Further, there exists an algorithm that, from effectively given K, α,
β and S , computes all solutions.

Proof See [Evertse and Győry (2015), Cor. 4.1.6]. �

If the number t of finite places in S exceeds log PS , then, in terms of S, ss is
the dominating factor in the bound occurring in (4.1.8). In the following ver-
sion of Corollary 4.1.5 there is no factor of the form ss or tt. This improvement
plays an important role in Chapter 8.

Let

R = max {h,R} ,
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where h and R denote the class number and regulator of K, respectively. Fur-
ther, let r denote the unit rank of K.

Theorem 4.1.7 Let t > 0. Then every solution x, y of (4.1.7) satisfies

max {h(x), h(y)} <
(
c7dr+3R

)t+4
PS HRS, (4.1.9)

where c7 is an effectively computable positive absolute constant.

Proof See [Evertse and Győry (2015), Thm. 4.1.7]. �

The same result was established in [Győry and Yu (2006)] in a slightly
different and completely explicit form; for a slight improvement see [Győry
(2008a)].

We note that in view of (3.1.6) and (3.1.7), R can be estimated from above
in terms of d and the discriminant of K. Further, in view of (3.4.7) we have

R
t∏

i=1

log NK(pi) ≤ RS ≤ hR
t∏

i=1

log NK(pi). (4.1.10)

4.2 Effective results over finitely generated domains

In this book, by a finitely generated domain (over Z) we mean an integral
domain that contains Z and is finitely generated as a Z-algebra.

In this section, we consider unit equations over such domains. More pre-
cisely, let

A = Z[z1, . . . , zr] ⊃ Z

be an integral domain that is generated by finitely many algebraic or tran-
scendental elements z1, . . . , zr. Let α1, α2, α3 be non-zero elements of A and
consider the equation

α1x + α2y = α3 in x, y ∈ A∗. (4.2.1)

As was mentioned above, Lang [Lang (1960)] proved that this equation has
only finitely many solutions but his proof is ineffective. In [Evertse and Győry
(2013)], an effective proof of this theorem was given. Before stating their re-
sult, we recall the necessary terminology.

Consider the ideal of the polynomial ring Z[X1, . . . , Xr],

I := {P ∈ Z[X1, . . . , Xr] : P(z1, . . . , zr) = 0}. (4.2.2)

This ideal is finitely generated, A is isomorphic to Z[X1, . . . , Xr]/I and zi corre-
sponds to the residue class of Xi mod I. Further, I is a prime ideal in Z[X1, . . . , Xr]
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with I ∩ Z = (0). We say that A is given effectively if a finite set of generators
of I is given.

For α ∈ A, we call α̃ a representative for α, or say that α̃ represents α if

α̃ ∈ Z[X1, . . . , Xr], α = α̃(z1, . . . , zr).

We say that an α ∈ A is given effectively/can be determined effectively if a
representative for α is given/can be computed.

To do effective computations in A, one needs an ideal membership algorithm
for Z[X1, . . . , Xr], that is an algorithm that for any given polynomial and ideal
of Z[X1, . . . , Xr] decides whether the polynomial belongs to the ideal. For such
algorithms, we refer to [Simmons (1970)] and [Aschenbrenner (2004)]. With
such an ideal menbership algorithm one can decide effectively whether two
polynomials P1, P2 from Z[X1, . . . , Xr] represent the same element of A, i.e.,
P1 − P2 ∈ I.

Our first result is as follows.

Theorem 4.2.1 Let A be a finitely generated domain which is effectively
given, and let αi, (i = 1, 2, 3) be non-zero and effectively given elements of
A. Then (4.2.1) has only finitely many solutions, and these can be determined
effectively.

Proof See [Evertse and Győry (2013), Cor. 1.2] or [Evertse and Győry (2015),
Cor. 8.1.2]. �

It is important to note that here one does not need a set of generators for
A∗. This will be crucial in Chapter 10, in the application of Theorem 4.2.1 to
discriminant equations.

We now present a quantitative refinement of Theorem 4.2.1. Let A, I and
α1, α2, α3 be as in Theorem 4.2.1. Assume that A is given effectively, that is
that a finite set of generators P1, . . . , Ps ∈ Z[X1, . . . , Xr] of I is given.

The degree deg P of a polynomial P ∈ Z[X1, . . . , Xr] is by definition its total
degree. By the logarithmic height h(P) of P we mean the logarithm of the
maximum of the absolute values of its coefficients. The size of P is defined by

s(P) := max(degP, h(P), 1).

Obviously, there are only finitely many polynomials in Z[X1, . . . , Xr] of size
below a given bound, and these can be effectively determined.

Theorem 4.2.2 Assume that r ≥ 1. Let α̃i be a representative for αi, for i =

1, 2, 3. Assume that P1, . . . , Ps and α̃i (i = 1, 2, 3) all have degree at most d and
logarithmic height at most h, where d ≥ 1, h ≥ 1. Then for each solution (x, y)
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of (4.2.1) there are representatives x̃, x̃∗, ỹ, ỹ∗ for x, x−1, y, y−1 respectively,
such that

s(x̃), s(x̃∗), s(̃y), s(ỹ∗) ≤ exp
(
(2d)κ

r
(h + 1)

)
, (4.2.3)

where κ is an effectively computable absolute constant > 1.

Proof See [Evertse and Győry (2013), Thm. 1.1] or [Evertse and Győry (2015),
Thm. 8.1.1]. �

Theorem 4.2.1 follows easily from Theorem 4.2.2. Indeed, let C be the upper
bound in (4.2.3). Test for all quadruples (x̃, x̃∗, ỹ, ỹ∗) in Z[X1, . . . , Xr] of size at
most C whether α̃1 x̃+α̃2ỹ−α̃3 ∈ I and x̃· x̃∗−1, ỹ·ỹ∗−1 ∈ I. The pairs (x̃, ỹ) from
the quadruples satisfying this test represent the solutions of equation (4.2.1).

4.3 Ineffective results, bounds for the number of solutions

We start with a so-called semi-effective result. Let K be an algebraic number
field and S a finite set of places of K, containing all infinite places. For x =

(x1, . . . , xn) ∈ On
S , we define

HS (x0, . . . , xn) :=
∏
v∈S

max(|x1|v, . . . , |xn|v).

Recall that the S -norm of α ∈ K is given by

NS (α) :=
∏
v∈S

|α|v.

Theorem 4.3.1 Let ε > 0, n ≥ 2. There is a constant Cineff (K, S , n, ε) de-
pending only on K, S, n, ε for which the following holds. For all non-zero
x0, x1, . . . , xn ∈ OS such that

x0 + x1 + · · · + xn = 0 (4.3.1)

and ∑
i∈I

xi , 0

for each proper, non-empty subset I of {0, . . . , n} we have

HS (x0, . . . , xn) ≤ Cineff (K, S, n, ε) NS (x0 · · · xn)1+ε . (4.3.2)

We have indicated by means of the superscript ‘ineff’ that the constant Cineff

is not effectively computable by means of our method of proof.
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Proof This is an equivalent formulation of [Evertse (1984b), Thm. 1], see
also [Evertse and Győry (2015), Thm. 6.1.1]. The proof is by means of the p-
adic Subspace Theorem by Schmidt [Schmidt (1972)] (basic case) and Schlick-
ewei [Schlickewei (1977)] p-adic generalization). We refer to [Schmidt (1980)]
for a proof of Schmidt’s basic Subspace Theorem from 1972, and to [Bombieri
and Gubler (2006), chap. 7] for a proof of the p-adic generalization.

In fact, we will need Lemma 4.3.1 only in the case n = 2; in that case, the
theorem already follows from a p-adic generalization of Roth’s Theorem, see
e.g., [Lang (1960)]. �

Theorem 4.3.1 implies the following result for S -unit equations

α1x1 + · · · + αnxn = 1 in x1, . . . , xn ∈ O∗S (4.3.3)

where α1, . . . , αn are non-zero elements of K. This result that we do not need
but state here for completeness was proved independently by [Evertse (1984b)]
and [van der Poorten and Schlickewei (1982)]. We recall that a solution of
(4.3.3) is called non-degenerate, if∑

i∈I

αixi , 0

for each proper, non-empty subset I of {1, . . . , n}.

Corollary 4.3.2 Let α1, . . . , αn be non-zero elements of K. Then equation
(4.3.3) has only finitely many non-degenerate solutions.

Proof Extend S to a finite set of places S ′ such that α1, . . . , αn are all S ′-
units. Take a non-degenerate solution (x1, . . . , xn) of (4.3.3) and put x′0 := −1,
x′i := αixi for i = 1, . . . , n. Then Theorem 4.3.1 implies

H(αixi)[K:Q] ≤ HS ′ (x′0, . . . , x
′
n) � 1

for i = 1, . . . , n. Now Northcott’s Theorem (see Theorem 3.5.2) implies that
there are only finitely many possibilities for x1, . . . , xn. �

We now turn to results giving explicit upper bounds for the number of solu-
tions. In the remainder of this section, K is an arbitrary field of characteristic
0. We denote by (K∗)n the n-fold direct product of K∗, i.e., the multiplicative
group of n-tuples (x1, . . . , xn) with non-zero elements of K, endowed with co-
ordinatewise multiplication

(x1, . . . , xn)(y1, . . . , yn) = (x1y1, . . . , xnyn).

We say that a subgroup Γ of (K∗)n has rank r, if Γ has a free subgroup Γ0 of
rank r such that for every a ∈ Γ there is a positive integer m with am ∈ Γ0.
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Theorem 4.3.3 Let Γ be a subgroup of (K∗)2 of finite rank r. Then the equa-
tion

x + y = 1 in (x, y) ∈ Γ (4.3.4)

has at most 28(r+1) solutions.

Proof This is the main result of [Beukers and Schlickewei (1996)]. A com-
plete proof has been included in [Evertse and Győry (2015), chap. 6]. �

We immediately obtain the following corollary.

Corollary 4.3.4 Let Γ be a subgroup of (K∗)2 of finite rank r and α, β ∈ K.
Then the equation

αx + βy = 1 in (x, y) ∈ Γ (4.3.5)

has at most 28(r+2) solutions.

Proof Apply Theorem 4.3.3 with instead of Γ the group Γ′ generated by Γ

and (α, β). �

In Chapters 9 and 17 we need a generalization to systems of unit equations
in two unknowns.

Corollary 4.3.5 Let m ≥ 1, and Γ a subgroup of (K∗)2m of finite rank r. Then
the system of equations

xi + yi = 1 (i = 1, . . . ,m) in (x1, y1, . . . , xm, ym) ∈ Γ (4.3.6)

has at most 28(r+2m−1) solutions.

Proof We proceed by induction on m. For m = 1, Corollary 4.3.5 is precisely
Theorem 4.3.3. Assume that m ≥ 2, and that the corollary is true for systems
of fewer than m equations. Write

x := (x1, y1, . . . , xm, ym), x′ := (x1, y1, . . . , xm−1, ym−1)

and define the homomorphism ϕ : x 7→ x′. Let Γ′ := ϕ(Γ). Notice that if x is a
solution of (4.3.6), then ϕ(x) is a solution of the system consisting of the first
m − 1 equations of (4.3.6). By the induction hypothesis, if x runs through the
solutions of (4.3.6), then x′ runs through a set of cardinality at most 28(r′+2m−3),
where r′ := rank Γ′. To finish the induction step, we have to prove that for any
x′ ∈ Γ′ there are at most 28(r−r′+2) solutions x of (4.3.6) with ϕ(x) = x′.

Pick x′ ∈ Γ′ and then fix x∗ := (x∗1, y
∗
1, . . . , x

∗
m, y

∗
m) ∈ Γ with ϕ(x∗) = x′. Let

Γ0 := ker(ϕ : Γ → Γ′). Further, let Γ1 ⊂ (K∗)2 be the image of the group
generated by Γ0 and x∗ under the projection (x1, . . . , ym) 7→ (xm, ym). Then

rank Γ1 ≤ rank Γ0 + 1 = r − r′ + 1.
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Clearly, if ϕ(x) = x′ then x·(x∗)−1 ∈ Γ0, and this implies that xi = x∗i , yi = y∗i for
i = 1, . . . ,m−1 and (xm, ym) ∈ Γ1. By Theorem 4.3.3, the equation xm + ym = 1
has at most 28(r−r′+2) solutions (xm, ym) ∈ Γ1. It follows that indeed, (4.3.6)
has at most 28(r−r′+2) solutions x with ϕ(x) = x′. This completes our induction
step. �

Although we do not need this, for the sake of completeness we recall a
higher dimensional generalization of Theorem 4.3.3.

Theorem 4.3.6 Let n ≥ 2, let α1, . . . , αn be non-zero elements of K, and let
Γ be a subgroup of (K∗)n of finite rank r. Then the equation

α1x1 + · · · + αnxn = 1 in (x1, . . . , xn) ∈ Γ (4.3.7)

has at most A(n, r) = exp((6n)3n(r + 1)) non-degenerate solutions.

Proof This is the main result of [Evertse, Schlickewei and Schmidt (2002)].
See [Evertse and Győry (2015), chap. 6] for a sketch of the proof. �

The main ingredients of the proof are a specialization argument, to make a
reduction to the case that K is a number field and Γ is finitely generated, a ver-
sion of the Quantitative Subspace Theorem [Evertse and Schlickewei (2002)]
and an estimate of Schmidt [Schmidt (1996)] for the number of points of very
small height on an algebraic subvariety of a linear torus. This estimate of
Schmidt was improved substantially by Amoroso and Viada [Amoroso and Vi-
ada (2009)]. By going through the proof of Evertse, Schlickewei and Schmidt,
but replacing Schmidt’s estimate by their’s, they obtained in the same paper a
stronger version of the above Theorem 4.3.6 with

A(n, r) = (8n)4n4(n+r+1). (4.3.8)

We return to equation (4.3.5) in two unknowns. In most cases, the bound
28(r+2) in Corollary 4.3.4 can be improved. Let Γ be a subgroup of (K∗)2 of
finite rank. We call a pair (α, β) of non-zero elements of K normalized if α+β =

1. Clearly, if (4.3.5) has a solution (u, v) ∈ Γ, then the pair (α′, β′) := (αu, βv) is
normalized, and α′x′+β′y′ = 1 has the same number of solutions in (x′, y′) ∈ Γ

as (4.3.5). Hence it suffices to deal with those equations (4.3.5) only in which
the pairs (α, β) are normalized.

Theorem 4.3.7 Let Γ be a subgroup of (K∗)2 of finite rank. Then there are
only finitely many normalized pairs (α, β) ∈ (K∗)2 such that equation (4.3.5)
has more than two solutions, the pair (1, 1) included. The number of these pairs
is bounded above by a function B(r) depending on the rank r of Γ only.
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Proof This is the main result of [Evertse, Győry, Stewart, Tijdeman (1988)].
The proof has also been included in [Evertse and Győry (2015), chap. 6]. The
idea is to take a normalized pair (α, β) such that (4.3.5) has three solutions,
(1, 1), (x1, y1), (x2, y2), say. Then∣∣∣∣∣∣∣∣∣

1 1 1
1 x1 y1

1 x2 y2

∣∣∣∣∣∣∣∣∣ = 0.

By expanding this determinant and dividing by one term, we obtain an equation
of type (4.3.7) with n = 5. There may be vanishing subsums. By considering
all possible minimal non-vanishing subsums and applying Theorem 4.3.6, the
theorem follows. �

By using (4.3.8) we obtain B(r) = e20000(r+3). For earlier bounds for B(r),
see [Győry (1992)], [Bérczes (2000)].

The bound 2 in Theorem 4.3.7 is optimal. For suppose that there are in-
finitely many pairs (u1, u2) ∈ Γ with u1 , u2. For every such pair, there is a
unique pair (α, β) such that

αx + βy = 1 (4.3.9)

is satisfied by (1, 1) and (u1, u2). Conversely, only finitely many pairs (u1, u2)
can give rise to the same pair (α, β) since (4.3.9) has only finitely many solu-
tions in Γ. Hence if (u1, u2) runs through all pairs of Γ with u1 , u2, then (α, β)
runs through an infinite set.



PART TWO

MONIC POLYNOMIALS AND INTEGRAL
ELEMENTS OF GIVEN DISCRIMINANT,

MONOGENIC ORDERS



5
Basic finiteness theorems

In this introductory chapter, we state and prove the basic finiteness theorems,
in qualitative and ineffective form, for discriminant equations for monic poly-
nomials, discriminant equations for integral elements over a given integral do-
main A, for discriminant form and index form equations and for monogenic
orders. We thereby introduce the necessary terminology. The proofs in this
chapter contain the basic ideas, deprived of the technical details occurring in
the forthcoming chapters, where we give much more precise results with ex-
plicit upper bounds both for the sizes of the solutions and for the number of
solutions.

Let for the moment A be an arbitrary integral domain. The basic discriminant
equations we consider are of the shape

D( f ) = δ, D( f ) ∈ δA∗

to be solved in monic polynomials f ∈ A[X] satisfying certain conditions.
Here, A∗ denotes the unit group of A and δ is a non-zero element of A. As we
shall see, the sets of solutions of such equations can be split in a natural way
into equivalence classes. By imposing different conditions on f , we derive re-
lated equations, for instance on discriminants of elements that are integral over
A, and on discriminant form and index form equations. Further, we consider
problems as to whether a given ring B ⊃ A is monogenic, i.e., of the type A[α],
and what can be said about the set of α for which this is true.

In Section 5.1 we have collected some basic facts about finitely generated
domains over Z. In Section 5.2 we introduce some decomposable forms related
to discriminants, namely, discriminant forms and index forms, generalized to
étale algebras. In Section 5.3 we recall some facts on monogenic orders, power
bases, and on indices of integral elements of finite étale algebras. In Section 5.4
we present the basic finiteness theorems, due to Győry [Győry (1982)], for dis-
criminant equations for monic polynomials over finitely generated domains A

71
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over Z. As a consequence, we give finiteness results for discriminant equations
in integral elements, for discriminant form and index form equations, and for
monogenic orders. We will do this in the most general fashion, over arbitrary
integral domains that are finitely generated over Z. The basic tool is Lang’s
Theorem 4.1 for unit equations in two unknowns, stated in the introduction of
the previous chapter.

In the other chapters of Part II we prove more precise effective and al-
gorithmic results and deduce uniform bounds for the number of equivalence
classes. To obtain such results for discriminant equations over number fields
and finitely generated domains, we combine in Chapters 8, 9 and 10 the proofs
presented in this chapter with the corresponding results from Chapter 4. The
effective results provide algorithms to solve, at least in principle, the equations
considered. In Chapter 6 we give over Z more precise algorithms and better
bounds for the solutions than in Chapter 8, which make it possible to resolve
in Chapter 7 concrete discriminant equations. Part II finishes in Chapter 11
with two applications: the first on canonical systems in number fields and the
second on determining a set of generators of minimal cardinality for a given
algebra over the ring of S -integers of a number field.

We note that apart from some new results in Chapters 5, 8 and 9, first the
results of Chapter 6 were established, with less sharp bounds, followed later in
chronological order by the results of Chapters 8, 5, 7, 9 and 10.

5.1 Basic facts on finitely generated domains

Recall that by a finitely generated domain over Z we always mean an integral
domain that contains Z and is finitely generated as a Z-algebra. Let A be such
a domain, that is, A = Z[z1, . . . , zr] ⊃ Z. Then A is isomorphic to a quotient
ring of the polynomial ring Z[X1, . . . , Xr], i.e., to

Z[X1, . . . , Xr]/I,

where I ⊂ Z[X1, . . . , Xr] is the ideal of polynomials P ∈ Z[X1, . . . , Xr] with
P(z1, . . . , zr) = 0. Since A is a domain containing Z, the ideal I is a prime ideal
with A∩Z = (0). By Hilbert’s Basis Theorem (see [Eisenbud (1994), p. 28], the
domain A is Noetherian. As a consequence, every finitely generated A-module
is Noetherian.

We denote by K the quotient field of A. Given a finite étale K-algebra Ω, we
denote by AΩ the integral closure of A in Ω.

We have collected some results from the literature.
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Theorem 5.1.1 The unit group A∗ of A is finitely generated.

Proof See [Roquette (1957), p. 3]. �

Theorem 5.1.2 Let L be a finite extension of K. Then AL is finitely generated
as an A-module.

Proof By [Nagata (1956), p. 93, Thm. 3], the integral closure AK of A in K
is finitely generated as an A-module. By Lemma 1.6.2, AL is contained in a
free AK-module. The integral domain AK is finitely generated over Z, hence
it is a Noetherian domain. It follows that AL itself is finitely generated as an
AK-module, therefore also as an A-module. �

Corollary 5.1.3 Let L be a finite extension of K. Then A∗L is finitely generated.

Proof Combination of Theorems 5.1.1 and 5.1.2. �

We have inserted the following well-known theorem to provide some back-
ground, although we do not really need it here. We have included a proof for
lack of a convenient reference.

Theorem 5.1.4 Let A be an integral domain with quotient field K. Then the
following two assertions are equivalent:
(i) A is finitely generated over Z as a Z-algebra, integrally closed, and con-
tained in Q;
(ii) K is an algebraic number field and A = OS for some finite set of places S
of K containing all infinite places.

Proof (i)⇒(ii). Assertion (i) implies that K is an algebraic number field,
and A contains the ring of integers OK of K. Thus, A = OK[y1, . . . , ym] with
y1, . . . , ym ∈ K. Let p1, . . . , pt be the prime ideals of OK occurring in the factor-
ization of the ideal a :=

∏m
i=1(1, yi)−1 of OK and take for S the set consisting

of all infinite places and of the finite places corresponding to p1, . . . , pt. Then
y1, . . . , ym ∈ a

−1 ⊂ OS , hence A ⊆ OS . To prove the other inclusion, let x ∈ OS .
Then for sufficiently large k we have ak x ⊆ OK , hence x ∈

∏m
i=1(1, yi)k, and

therefore x ∈ A.
(ii)⇒(i) By the Chinese Remainder Theorem for Dedekind domains, there

exists y ∈ K such that ordp(y) < 0 for the prime ideals corresponding to the
finite places in S , and ordp(y) ≥ 0 for the other prime ideals of OK . Thus,
the prime ideals corresponding to the finite places in S are precisely those
occurring in the factorization of (1, y)−1, and then the above argument implies
OS = OK[y]. Taking a Z-module basis {ω1, . . . , ωd} of OK , it follows that OS =

Z[ω1, . . . , ωd, y]. Further, OS is integrally closed. �



74 Basic finiteness theorems

5.2 Discriminant forms and index forms

Recall that a decomposable form in m variables over a field K is a homoge-
neous polynomial from K[X1, . . . , Xm] that factors into linear forms over an
extension of K. Decomposable forms, and related decomposable form equa-
tions, have been discussed in detail in [Evertse and Győry (2015), chap. 9].
Two very important classes of decomposable forms are discriminant forms and
index forms. We recall the classical theory on such forms.

Let K be a field of characteristic 0 and Ω a finite étale K-algebra. Put n :=
[Ω : K] and let α 7→ α(i) (i = 1, . . . , n) be the K-homomorphisms from Ω to
a fixed algebraic closure K of K. Recall that if in particular Ω = L is a finite
extension field of degree n of K, then α 7→ α(i) (i = 1, . . . , n) are simply the
K-isomorphisms of L into K.

Let l (X) = X1 + α2X2 + · · · + αmXm be a linear form with coefficients in Ω,
and put

l(i) (X) := X1 + α(i)
2 X2 + · · · + α(i)

m Xm (i = 1, . . . , n).

Then

F (Y, X1, . . . , Xm) :=
n∏

i=1

(
Y − l(i) (X)

)
is a polynomial in Y , X1, . . . , Xm with coefficients in K, since its coefficients
are symmetric in each of the tuples (α(1)

j , . . . , α
(n)
j ) ( j = 1, . . . ,m).

We suppose that Ω = K [α1, . . . , αm]. Then

DΩ/K (l (X)) :=
∏

1≤i< j≤n

(
l( j) (X) − l(i) (X)

)2
(5.2.1)

is a decomposable form of degree n(n−1) with coefficients in K which is called
discriminant form. For K = Q, and Ω = L an algebraic number field, this con-
cept was introduced in [Kronecker (1882)]; see also [Hensel (1908)]. In the
important special case when m = n and {1, α2, . . . , αn} is an integral basis of L,
Kronecker and Hensel called l (X) , F (Y, X1, . . . , Xn) and DL/Q (l (X)) the “Fun-
damentalform”, “Fundamentalgleichung” and “Fundamentaldiskriminante” of
L.

We view K as a subfield of Ω. Let A be an integral domain with quotient
field K which is integrally closed in K. Let O be an A-order of Ω, that is a
subring of AΩ that contains A and a K-basis of Ω. Assume that A is free as an
A-module, and take an A-module basis {1, ω2, . . . , ωn} of O. Define the linear
form l (X) := X1 + ω2X2 + · · · + ωnXn.
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Proposition 5.2.1 We have

DΩ/K (l (X)) = (I (X2, . . . , Xn))2 DΩ/K (1, ω2, . . . , ωn) , (5.2.2)

where I (X2, . . . , Xn) is a form in n − 1 variables of degree n(n − 1)/2 with
coefficients in A.

We call I(X2, . . . , Xn) the (up to sign unique) index form relative to the basis
1, ω2, . . . , ωn.

Proof Put ω1 = 1; then

l (X)i−1 = Ii1 (X)ω1 + · · · + Iin (X)ωn for i = 1, . . . , n,

where Ii j (X) is a form with coefficients in A which is either identically zero or
of degree i − 1. Thus, using (5.2.1), we have

DΩ/K (l (X)) =

(
det

(
l( j) (X)i−1

)
i, j=1,...,n

)2

=
(
det

(
Ii j (X)

))2
·
(

det
(
ω

( j)
k

)
k, j=1,...,n

)2

= (I(X2, . . . , Xn))2 DΩ/K (1, ω2, . . . , ωn) ,

where I(X2, . . . , Xn) = det
(
Ii j (X)

)
. This proves (5.2.2). �

We illustrate Proposition 5.2.1 with three examples.

Examples 1. Let L = Q
(

3
√

a
)

with some a ∈ Z which is not a perfect cube.
Clearly, {1, 3

√
a, 3
√

a} is a Z-module basis of the ring Z[ 3
√

a],

DL/Q

(
X1 +

3√aX2 +
3√
a2X3

)
= −27a2

(
X3

2 − aX3
3

)2

and DL/Q(1, 3
√

a,
3√
a2) = DL/Q( 3

√
a) = −27a2.

2. Let Ω = Q[X]/( f ) where f = X(X − a)(X − b) with a, b distinct non-zero
integers. Then Ω = Q[β] where β is the residue class of X modulo f , and
Ω � Q×Q×Q. The homomorphisms from Ω to Q are given by β 7→ 0, β 7→ a,
β 7→ b, respectively. Now {1, β, β2} is a Z-basis of Z[β],

DΩ/Q

(
X1 + βX2 + β2X3

)
=

(
ab(a − b)

)2((X2 + aX3)(X2 + bX3)(X2 + (a + b)X3)
)2

and DΩ/K(1, β, β2) = DΩ/Q(β) =
(
ab(a − b)

)2.
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5.3 Monogenic orders, power bases, indices

Let A be an integrally closed integral domain with quotient field K of charac-
teristic 0, and let Ω be a finite étale K-algebra with [Ω : K] = n ≥ 2. Recall
that an A-order of Ω is a subring of AΩ that contains A, as well as a K-basis of
Ω.

Definition An A-order O of Ω is said to be monogenic or principal over A if
O = A[α] for some α ∈ O. �

We start with some generalities on monogenic orders. Given an A-order
O of Ω, we denote by dO/A the ideal of A generated by all discriminants
DΩ/K(β1, . . . , βn) with β1, . . . , βn ∈ O. In case that O is a free A-module, with
basis {1, ω2, . . . , ωn}, say, then by the basis transformation formula for discrim-
inants (1.5.3), there is for every β1, . . . , βn ∈ O an n × n-matrix U with entries
in A such that DΩ/K(β1, . . . , βn) = (det U)2DΩ/K(1, ω2, . . . , ωn). Hence

dO/A = (DΩ/K(1, ω2, . . . , ωn)). (5.3.1)

Proposition 5.3.1 Let O be an A-order of Ω and α ∈ O. Then the following
assertions are equivalent:

(i) A[α] = O;

(ii) {1, α, . . . , αn−1} is an A-basis for O;

(iii) (DΩ/K(α)) = dO/A.

Moreover, if O has an A-basis {1, ω2, . . . , ωn}, I ∈ A[X2, . . . , Xn] is the index
form relative to 1, ω2, . . . , ωn and α = x1 +x2ω2 +· · ·+xnωn with x1, . . . , xn ∈ A
then we have the following equivalent assertion:

(iv) I(x2, . . . , xn) ∈ A∗.

Proof (i)⇒(ii). Suppose O = A[α]. Then also Ω = K[α] and so by Lemma
1.5.1, the monic minimal polynomial fα of α over K has degree n. By Lemma
1.6.1 and our assumption that A is integrally closed, we have fα ∈ A[X]. By di-
vision with remainder by fα, every element of A[α] can be expressed uniquely
as g(α) where g ∈ A[X] is a polynomial of degree < n or g = 0, i.e., as an
A-linear combination of 1, α, . . . , αn−1.

(ii)⇒(i). Obvious.
(ii)⇒(iii). Obvious from (5.3.1).
(iii)⇒(ii). Let β ∈ O. We have to show that it can be expressed as

∑n−1
i=0 xiα

i

with xi ∈ A for i = 0, . . . , n − 1. In any case, by Lemma 1.5.1 we know that
{1, α, . . . , αn−1} is a K-basis of Ω, hence β can be expressed as

∑n−1
i=0 xiα

i with
xi ∈ K for i = 0, . . . , n − 1. For i = 0, . . . , n − 1, denote by δi the discriminant
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of the n-tuple obtained by replacing αi by β in 1, α, . . . , αn−1. Then by the basis
transformation formula for discriminants (1.5.3), we have

x2
i DΩ/K(α) = δi ∈ dO/A = (DΩ/K(α)).

Since A is integrally closed, this implies that xi ∈ A.
(iii)⇔(iv). Let δ := DΩ/K(1, ω2, . . . , ωn), I(x) := I(x2, . . . , xn). By (5.3.1) we

have dO/A = (δ), and by (5.2.2), DΩ/K(α) = I(x)2δ. Now the equivalence of (iii)
and (iv) is clear. �

Remark As seen above, if O = A[α] then it has an A-basis {1, α, . . . , αn−1}.
We call this a power A-basis of O (and just a power basis of O if A = Z). If
A = Z, L is an algebraic number field of degree n and its ring of integers OL is
of the shape Z[α], we call {1, α, . . . , αn−1} a power integral basis of L.

We consider the case A = Z. Let Ω be a finite étale Q-algebra such that
[Ω : Q] = n, let O be a Z-order of Ω and take α ∈ O with Q[α] = Ω. Then
{1, α, . . . , αn−1} is Z-basis of Z[α], hence

DZ[α] = DΩ/Q(1, α, . . . , αn−1) = DΩ/Q(α).

Define the index of α with respect to O by

IO(α) := [O : Z[α]]; (5.3.2)

in case O = OΩ is the integral closure of Z in Ω we write I(α). The order O is
free as a Z-module. Take a Z-basis {1, ω2, . . . , ωn} of O. Then (2.10.3) implies

DΩ/Q(α) = IO(α)2DO
= IO(α)2DΩ/Q(1, ω2, . . . , ωn). (5.3.3)

Let f ∈ Z[X] be a monic, separable polynomial of degree n, Ω := Q[X]/( f )
and α := X (mod f ). Then D( f ) = DΩ/Q(α), and so by (5.3.3),

D( f ) = I(α)2DΩ. (5.3.4)

We explain the connection with index forms. Let I be the index form relative
to the chosen Z-basis 1, ω2, . . . , ωn of O. Then I ∈ Z[X2, . . . , Xn]. Choose α ∈
O with Q[α] = Ω. Then α = x1 + x2ω2 + · · · + xnωn with x1, . . . , xn ∈ Z. Now
(5.3.3) and (5.2.2) imply at once

IO(α) = |I(x2, . . . , xn)|. (5.3.5)

We generalize the above to Dedekind domains. Let A be a Dedekind domain
with quotient field K of characteristic 0 and Ω a finite étale K-algebra with
[Ω : K] = n. Further, let O be an A-order of Ω. It follows from Lemma 1.6.2
that O is finitely generated as an A-module, i.e., it is an A-lattice of Ω.
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Take α ∈ Owith K[α] = Ω. So A[α] is an A-order contained inO. We define
the index ideal of α with respect to O by

IO(α) := [O : A[α] ]A (5.3.6)

and we write I(α) if O = AΩ. Now Proposition 5.3.1 and Proposition 2.10.3
give at once

(DΩ/K(α)) = dA[α]/A = IO(α)2
dO/A. (5.3.7)

Let f ∈ A[X] be a monic, separable polynomial of degree n, Ω := K[X]/( f ),
α := X (mod f ). Then D( f ) = DΩ/K(α) and so,

(D( f )) = I(α)2
dAΩ/A. (5.3.8)

5.4 Finiteness results

In this section, it is assumed throughout that K is a field of characteristic 0,
and that A is an integrally closed integral domain with quotient field K that is
finitely generated over Z.

5.4.1 Discriminant equations for monic polynomials

Let K and A be as above. Further, let G be a finite extension of K, and let δ be
a non-zero element of K. We consider the discriminant equations

D( f ) = δ in monic f ∈ A[X] of degree ≥ 2
having all its zeros in G,

(5.4.1)

D( f ) ∈ δA∗ in monic f ∈ A[X] of degree ≥ 2
having all its zeros in G.

(5.4.2)

Two monic polynomials f1, f2 ∈ A[X] are called

- strongly A-equivalent if f2(X) = f1(X + a) for some a ∈ A,
- A-equivalent if f2(X) = ε− deg f1 f1(εX + a) for some ε ∈ A∗, a ∈ A.

From (1.4.4) it follows that two strongly A-equivalent monic polynomials have
the same discriminant. Therefore, the set of solutions of (5.4.1) can be divided
into strong A-equivalence classes. Likewise, if f is a solution of (5.4.2), then
so is every polynomial which is A-equivalent to f . Hence the set of solutions
of (5.4.2) can be divided into A-equivalence classes.

The following theorem is a special case of [Győry (1982), Thm. 4].
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Theorem 5.4.1 Let A be an integrally closed domain of characteristic 0 that
is finitely generated over Z, K the quotient field of A, G a finite extension of K,
and δ ∈ A \ {0}.

(i) The polynomials f with (5.4.1) lie in only finitely many strong A-equivalence
classes.

(ii) The polynomials f with (5.4.2) lie in only finitely many A-equivalence
classes.

In [Győry (1982)], a generalization of Theorem 5.4.1 was proved for equa-
tions D( f ) ∈ δS where S is an arbitrary finitely generated multiplicative
subsemigroup of A \ {0}. In particular, A∗ is such a subsemigroup. This more
general version implies similar generalizations of the consequences of Theo-
rem 5.4.1 given below, see [Győry (1982)].

In Theorem 5.4.1, the condition that A be integrally closed may be relaxed at
the expense of additional complications. Theorem 5.4.1 does not remain valid
in general if A is not finitely generated over Z.

A simple special case of (5.4.1) and (5.4.2) is when f has given degree, say
n, and has its zeros in K. Since by assumption A is integrally closed, we have
f (X) = (X − x1) · · · (X − xn) with x1, . . . , xn ∈ A, and thus, (5.4.1) and (5.4.2)
take the form

D(x1, . . . , xn) = δ in x1, . . . , xn ∈ A, (5.4.3)

D(x1, . . . , xn) ∈ δA∗ in x1, . . . , xn ∈ A, (5.4.4)

respectively, where

D(X1, . . . , Xn) =
∏

1≤i< j≤n

(Xi − X j)2.

This decomposable form is called form of discriminant type. The tuples x =

(x1, . . . , xn), x′ = (x′1, . . . , x
′
n) ae called strongly A-equivalent solutions of (5.4.3)

if x′ = x + (a, . . . , a) for some a ∈ A and A-equivalent solutions of (5.4.4) if
x′ = εx + (a, . . . , a) for some ε ∈ A∗, a ∈ A.

Applying Theorem 5.4.1 to the monic polynomials f of degree n having all
their zeros in K, we get at once the following

Corollary 5.4.2 (i) The solutions of (5.4.3) lie in finitely many strong A-
equivalence classes.

(ii) The solutions of (5.4.4) lie in finitely many A-equivalence classes.

In the case when A is the ring of S -integers of a number field, effective ver-
sions of Theorem 5.4.1 and its consequences are stated and proved in [Győry
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(1981c)] and in Chapter 8 of the present book. In Chapter 9 we derive explicit
upper bounds for the number of equivalence classes. Moreover, Theorem 5.4.1
(i) is established in an effective form in [Győry (1984)] for a restricted class
of finitely generated integral domains A, and in Chapter 10 in full generality.
The proofs of these more precise versions require more elaborated arguments.
To illustrate the basic ideas, we have included below short proofs of Theorem
5.4.1 and its consequences, which are just the basic finiteness statements.

Proof of Theorem 5.4.1 Denote by B the integral closure of A[δ−1] in G. By
Corollary 5.1.3, the unit group B∗ of B is finitely generated. The proof will be
by applying finiteness results to unit equations over B∗.

Let f ∈ A[X] be a monic polynomial of degree n ≥ 2 with (5.4.1) or (5.4.2).
Then f =

∏n
i=1(X −αi), where α1, . . . , αn are distinct elements of G, which are

integral over A. Further, D( f ) =
∏

1≤i< j≤n(αi − α j)2 ∈ A[δ−1]∗. Hence

αi − α j ∈ B∗ for i, j = 1, . . . , n with i , j. (5.4.5)

We first show that n is bounded in terms of B, hence in terms of A,G and δ.
Assume that n > 2. Notice that the pairs( αi − α1

α2 − α1
,
α2 − αi

α2 − α1

)
(i = 3, . . . , n)

are solutions to

x + y = 1 in x, y ∈ B∗. (5.4.6)

By Theorem 4.1 this equation has only finitely many solutions. Hence n is
bounded above by a bound depending only on B. So henceforth, we may re-
strict ourselves to polynomials f of fixed degree n ≥ 2.

We now proceed to prove (i). So assume that the polynomial f considered
above satisfies (5.4.1). First assume that n > 2. Let T be a finite subset of B∗,
such that x, y ∈ T for each solution (x, y) of (5.4.6). Put

γi :=
αi − α1

α2 − α1
for i = 1, . . . , n.

Then γ1 = 0, γ2 = 1 and γi ∈ T for i = 3, . . . , n. Hence, using D( f ) = δ,

(αi − α j)n(n−1) = δ

 ∏
1≤k<l≤n

γi − γ j

γk − γl

2

for all i, j with 1 ≤ i, j ≤ n, i , j. We proved this for n > 2, but it is obviously
true for n = 2 as well. Hence there is a finite set S in G, depending only on B
and δ, such that for every polynomial f =

∏n
i=1(X − αi) with (5.4.1) we have

αi − α j =: γi j ∈ S for i, j = 1, . . . , n, i , j.
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We finish the proof of (i) by showing that if

f =

n∏
i=1

(X − αi), f ′ =

n∏
i=1

(X − α′i)

are polynomials in A[X] with αi − α j = α′i − α
′
j = γi j for given γi j ∈ S

for i, j = 1, . . . , n, i , j, then f and f ′ are strongly A-equivalent. Indeed, our
assumption on the αi, α

′
i implies that there is a such that

αi − α
′
i = a for i = 1, . . . , n.

Since −
∑n

i=1 αi, −
∑n

i=1 α
′
i are coefficients of f , f ′, respectively, we have a ∈ K.

On the other hand, a is integral over A, so in fact a ∈ A since A is by assumption
integrally closed. Hence f ′(X) = f (X + a) with a ∈ A. This proves (i).

We now prove (ii). Let f ∈ A[X] be a polynomial satisfying (5.4.2). Thus,
D( f ) = δη with η ∈ A∗. By Theorem 5.1.1, the group A∗ is finitely generated.
So we can write η as ζ · εn(n−1), where ζ belongs to a finite subset R of A∗

depending only on n and A, and where ε ∈ A∗. The polynomial f1(X) :=
ε−n f (εX) is monic, has its coefficients in A and its zeros in G, and satisfies

D( f1) = δ · ζ.

Now f is A-equivalent to f1, and for each ζ ∈ R, the polynomials f1 lie in a
finite collection of strong A-equivalence classes depending only on A, G and
δ. This proves (ii). �

5.4.2 Discriminant equations for integral elements in étale
algebras

Let A be an integrally closed integral domain of characteristic 0 that is finitely
generated over Z. Denote by K the quotient field of A and let Ω be a finite étale
K-algebra with [Ω : K] = n ≥ 2. As usual, we view K as a subfield of Ω.
Denote by AΩ the integral closure of A in Ω.

We consider elements of AΩ. Two such elements α1, α2 are called

- strongly A-equivalent if α2 = α1 + a for some a ∈ A,
- A-equivalent if α2 = εα1 + a for some ε ∈ A∗, a ∈ A.

We consider the equations

DΩ/K(α) = δ in α ∈ AΩ, (5.4.7)

DΩ/K(α) ∈ δA∗ in α ∈ AΩ. (5.4.8)

From (1.5.8) it follows easily that if α is a solution of (5.4.7) then so is any ele-
ment of AΩ which is strongly A-equivalent to α. Hence the solutions of (5.4.7)
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can be divided into strong A-equivalence classes. Likewise, the solutions of
(5.4.8) can be partitioned into A-equivalence classes.

Lemma 5.4.3 Assume [Ω : K] = 2. Then the solutions of (5.4.7) lie in at
most two strong A-equivalence classes, and the solutions of (5.4.8) in at most
one A-equivalence class.

Proof Let α, β ∈ AΩ with DΩ/K(α) ∈ δA∗, DΩ/K(β) ∈ δA∗. Then Ω = K[α],
hence β = uα+a with u, a ∈ K. We have DΩ/K(β) = u2DΩ/K(α), hence u2 ∈ A∗.
Since A is integrally closed this implies u ∈ A∗. Further, a = β − uα belongs to
K and is integral over A, hence belongs to A itself. So α, β are A-equivalent. In
case DΩ/K(α) = DΩ/K(β) = δwe have u = ±1, hence β is strongly A-equivalent
to ±α. �

Theorem 5.4.4 Let A be an integrally closed integral domain of characteris-
tic 0 that is finitely generated over Z, K the quotient field of A, Ω a finite étale
K-algebra with [Ω : K] ≥ 2, and δ ∈ A \ {0}.

(i) The solutions of (5.4.7) lie in finitely many strong A-equivalence classes.
(ii) The solutions of (5.4.8) lie in finitely many A-equivalence classes.

In the case when Ω is a finite field extension of K, this was proved in a
more general form in [Győry (1982)]. In Chapters 6 and 8–10 we will consider
equations (5.4.7) and (5.4.8) in elements α ∈ O, where O is an arbitrary A-
order of Ω, in which case we can prove more precise results with effective
bounds for the heights of the solutions and uniform bounds for the number of
solutions.

Proof We prove (ii); the proof of (i) is entirely similar. Let n := [Ω : K].
Let G be the compositum of the images of the K-homomorphisms Ω → K.
Take a solution α of (5.4.8). Denote by f the monic minimal polynomial of α
over K; since A is integrally closed we have f ∈ A[X]. Moreover, by Lemma
1.5.1, we have Ω = K[α] and deg f = n. Further, D( f ) = DΩ/K(α) ∈ δA∗, and
the zeros of f lie all in G. By Theorem 5.4.1, there is a finite collection F of
polynomials in A[X], depending only on A, δ and G, such that f is A-equivalent
to a polynomial f0 ∈ F . Then α is A-equivalent to a zero of f0, lying in AΩ.
By Corollary 1.3.4, f0 has at most nn zeros in AΩ. Now taking the zeros in AΩ

of all polynomials in , we obtain a finite set, representing the A-equivalence
classes of α with (5.4.8). �

We finish this section with a corollary. An A∗-coset of Ω is a set of the shape
α0A∗ = {α0ε : ε ∈ A∗} where α0 is a fixed element of Ω∗.
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Corollary 5.4.5 Let A,K,Ω, δ be as in Theorem 5.4.4. Then the set of α ∈ A∗
Ω

with DΩ/K(α) ∈ δA∗ is a union of finitely many A∗-cosets.

Proof By Theorem 5.4.4 (ii) there is a finite set S such that for every α ∈ A∗
Ω

with DΩ/K(α) ∈ δA∗, there are α0 ∈ S , ε ∈ A∗ and a ∈ A such that α = εα0 +a.
Consider such α for fixed α0. Let x 7→ x(i) (i = 1, . . . , n := [Ω : K]) be the K-
homomorphisms Ω→ K. Then

ε−1α(i) − ε−1α( j) = α(i)
0 − α

( j)
0 for i, j = 1, . . . , n.

Clearly, the images of A∗
Ω

under the K-homomorphisms of Ω are finitely gener-
ated subgroups of K

∗
. By Corollary 4.3.4 and Proposition 1.3.3, there are only

finitely possible values for ε−1α. This proves Corollary 5.4.5. �

5.4.3 Discriminant form and index form equations

Let again A be an integrally closed integral domain of characteristic 0 that is
finitely generated over Z, K the quotient field of A, Ω a finite étale K-algebra,
and δ a non-zero element of K. Further, let ω2, . . . , ωm be elements of the
integral closure AΩ such that 1, ω2, . . . , ωm are linearly independent over K.
Consider the discriminant form equations

DΩ/K(x2ω2 + · · · + xmωm) = δ in x2, . . . , xm ∈ A, (5.4.9)

DΩ/K(x2ω2 + · · · + xmωm) ∈ δA∗ in x2, . . . , xm ∈ A. (5.4.10)

These equations can be derived from (5.4.7), (5.4.8) by substituting in these
equations α =

∑m
i=2 xiωi. Notice that by our assumption onω2, . . . , ωm, a strong

A-equivalence class contains at most one element of the type
∑m

i=2 xiωi. That
is, a strong A-equivalence class of solutions of (5.4.7) gives rise to at most one
solution of (5.4.9). Likewise, an A-equivalence class of solutions of (5.4.8)
gives rise to at most one A∗-coset of solutions of (5.4.10), that is a solution set
of the shape {ε(x2, . . . , xm) : ε ∈ A∗}. This leads at once to the following:

Corollary 5.4.6 (i) Equation (5.4.9) has only finitely many solutions.
(ii) Equation (5.4.10) has only finitely many A∗-cosets of solutions.

Now let m = n, suppose that {1, ω2, . . . , ωn} is an A-basis of an A-order
O of Ω, and put D := DΩ/K(1, ω2, . . . , ωn). In view of Proposition 5.2.1, a
necessary condition for (5.4.9) to be solvable is that δ = β2D for some β ∈ A.
Likewise, for (5.4.10) to be solvable one has to require that there is β ∈ A such
that β2D ∈ δA∗. Further, if this is the case, the equations (5.4.9), (5.4.10) are
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equivalent to the index form equations

I(x2, . . . , xn) = ±β in x2, . . . , xn ∈ A, (5.4.11)

I(x2, . . . , xn) ∈ βA∗ in x2, . . . , xn ∈ A, (5.4.12)

respectively, where I ∈ A[X2, . . . , Xn] is the index form relative to the basis
{1, ω2, . . . , ωn}. The following is now obvious.

Corollary 5.4.7 (i) Equation (5.4.11) has only finitely many solutions.
(ii) Equation (5.4.12) has only finitely many A∗-cosets of solutions.

For Ω a finite field extension of K, Corollaries 5.4.6 and 5.4.7 were estab-
lished in [Győry (1982)].

5.4.4 Consequences for monogenic orders

We deduce the following finiteness result for monogenic orders.

Theorem 5.4.8 Let A be an integrally closed integral domain of characteris-
tic 0 that is finitely generated over Z, K the quotient field of A, Ω a finite étale
K-algebra with [Ω : K] ≥ 2, and O an A-order of Ω. Then the set of α for
which A[α] = O is a union of finitely many A-equivalence classes.

For the case that Ω is a finite field extension of K, this theorem was proved
in [Győry (1982)].

Proof of Theorem 5.4.8 Suppose there is α0 with A[α0] = O and let δ :=
DΩ/K(α0). Then by Proposition 5.3.1, we have for every α with A[α] = O,

(DΩ/K(α)) = dO/A = (δ),

i.e., DΩ/K(α) ∈ δA∗. Now apply Theorem 5.4.4. �

Remark 5.4.9 From Lemma 5.4.3 and the above proof, it follows at once
that if [Ω : K] = 2, then there is at most one A-equivalence class of α with
A[α] = O.

We finish with a corollary.

Corollary 5.4.10 Let A, δ,O be as in Theorem 5.4.8. Then the set of α with

A[α] = O, α ∈ O∗

is a union of finitely many A∗-cosets.

Proof The proof is entirely similar to that of Theorem 5.4.8, except that in-
stead of Proposition 5.3.1 one has to apply Corollary 5.4.5. �



6
Effective results over Z

In this chapter we present general effective finiteness theorems, due to Győry,
for discriminant equations of the form

D( f ) = D in monic polynomials f ∈ Z[X] of degree n, (6.1)

D(α) = D in algebraic integers of degree n, (6.2)

and for discriminant form equations

DL/Q(ω2x2 + · · · + ωnxn) = D in x2, . . . , xn ∈ Z, (6.3)

where D , 0, n ≥ 2 are rational integers, D(α) denotes the discriminant of α
with respect to the extension Q(α)/Q, and {1, ω2, . . . , ωn} is an integral basis of
a number field L of degree n. The quantitative versions are stated and proved in
improved forms, with the best to date explicit upper bounds for the solutions.
Several consequences and applications are also given.

Recall that two monic polynomials f1, f2 ∈ Z[X] are called strongly Z-
equivalent if f2(X) = f1(X+a) for some a ∈ Z. Similarly, two algebraic integers
α1, α2 are called strongly Z-equivalent if α2 = α1 + a with some a ∈ Z.

Strongly Z-equivalent monic polynomials and algebraic integers have ob-
viously the same discriminant. Hence the solutions of (6.1) and (6.2) can be
divided into strong Z-equivalence classes.

For n = 2, equations (6.1), (6.2) and (6.3) can be treated in an elementary
manner. It was proved independently in [Delone (1930)] and [Nagell (1930)]
that up to strong Z-equivalence, there are only finitely many irreducible monic
polynomials f ∈ Z[X] of degree 3 for which (6.1) holds. Equivalently, for
n = 3, equation (6.2) has also finitely many strong Z-equivalence classes of
solutions. In the quartic case, the same assertions were proved later in [Nagell
(1967, 1968)]. The proofs of Delone and Nagell are ineffective. It was conjec-

85
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tured in [Nagell (1967)] that the finiteness assertion concerning (6.2) is true
for every degree n.

In case of some special cubic and quartic polynomials and algebraic num-
bers Delone and Nagell proved their results in effective form. Moreover, in
certain cases they and Faddeev even determined all the solutions of (6.1) and
(6.2); see e.g [Delone and Faddeev (1940)] and [Nagell (1967, 1968)]. Delone
and Faddeev [Delone and Faddeev (1940)] posed the problem of giving an al-
gorithm for finding all cubic monic polynomials with integer coefficients and
given non-zero discriminant.

Nagell’s conjecture was proved in [Birch and Merriman (1972)] in an inef-
fective form and, independently, in [Győry (1973)] in an effective form. Fur-
ther, in his paper Győry proved more generally that equation (6.1) has only
finitely many strong Z-equivalence classes of solutions even in the case when
the degree n is not fixed, and a full set of representatives of these classes can be,
at least in principle, effectively determined. This provided a solution in more
general form for the problem of Delone and Faddeev.

Later, in [Győry (1974, 1976)] and in some further papers, Győry estab-
lished explicit upper bounds for the solutions of equations (6.1), (6.2) and (6.3),
which led to several consequences and applications. In terms of |D|, much more
precise bounds were given for the heights of the solutions of (6.2) when the
unknowns α are contained in the ring of integers OL of a fixed number field L.
Then (6.2) is equivalent to the index equation

I(α) = I in α ∈ OL, (6.4)

where I(α) := [OL : Z[α]] is the index of α and I is a positive integer such that
D = I2DL. Here DL denotes the discriminant of L. The results obtained for
(6.4) were reformulated for index form equations as well. In the special case
I = 1, the results provided the first general algorithm for deciding whether
there exists α ∈ OL with OL = Z[α] and for determining all α having this prop-
erty. Győry’s proofs depend on his effective finiteness results on unit equations.

In the present chapter we treat the above-mentioned results with the best to
date bounds for the solutions. We note that in Chapters 8 and 10 we consider
discriminant equations and index equations over more general ground rings,
but in case of the ground ring Z, the bounds obtained there are less precise
than those derived in the present chapter. The sharper results over Z we obtain
here and their proofs make it possible in Chapter 7 to solve much larger classes
of concrete discriminant and index equations over Z.

Equation (6.2) corresponds to the irreducible case of equation (6.1), while
equation (6.3) to the case of (6.2) when the solutions α are contained in a fixed
number field L. To obtain better bound for the solutions and more efficient al-
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gorithms for resolving the equations, we start in Section 6.1 with discriminant
form and index form equations. Section 6.2 is devoted to some applications
to algebraic integers of given discriminant and given index in a fixed number
field and to power integral bases. In Section 6.4 we reduce equation (6.2) to the
case of solutions considered in a fixed number field, and in Section 6.6 equa-
tion (6.1) is reduced to the irreducible case, i.e. to equations of the form (6.2).
The proofs, which can be found in Sections 6.3, 6.5 and 6.7, are based on The-
orems 4.1.1 and 4.1.2 on unit equations from Chapter 4, and thus ultimately
depend on the theory of logarithmic forms.

Some related results, applications and generalizations over Z are mentioned
in the Notes. Generalizations to more general ground rings and further appli-
cations are discussed in Chapters 8, 10 and Chapter 11.

6.1 Discriminant form and index form equations

We start with effective results for discriminant form and index form equations.
Let L be an algebraic number field of degree n ≥ 2 with discriminant DL,

and let ω1, . . . , ωm be elements of L which are linearly independent over Q.
Consider the discriminant form equation

DL/Q (ω1x1 + · · · + ωmxm) = D in (x1, . . . , xm) ∈ Zm, (6.1.1)

where D is a given non-zero rational number.
The following theorem was established in [Győry (1976, 1980b)].

Theorem 6.1.1 Suppose that (6.1.1) is solvable. The number of solutions of
(6.1.1) is finite if and only if 1, ω1, . . . , ωm are Q-linearly independent. In this
case every solution (x1, . . . , xm) ∈ Zm of (6.1.1) satisfies

max
1≤i≤m

|xi| < C1|D|C2 , (6.1.2)

where C1 and C2 are effectively computable positive constants which depend
only on L and ω1, . . . , ωm.

This implies that under the finiteness condition all the solutions of (6.1.1)
can be, at least in principle, effectively determined.

For n = 2, m = 1, equation (6.1.1) immediately implies (6.1.2) with C1 =

|DL/Q(ω1)|−1/2, C2 = 1/2, provided that 1, ω1 are Q-linearly independent. As
will be seen, for n ≥ 3 the study of equation (6.1.1) requires deep methods.

We suppose that, in (6.1.1), 1, ω1, . . . , ωm are algebraic integers and are lin-
early independent over Q. Then we may assume that D is a non-zero rational
integer. Further, suppose that n = [L : Q] ≥ 3. Let N be the normal closure of
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L over Q. In the proof we shall reduce equation (6.1.1) to such a system of unit
equations over N in which the equations have some connectedness property.
Then we represent the unknown units in a system of fundamental units of N
and derive an upper bound for the unknown exponents. This will imply (6.1.2)
where C1 and C2 depend among others on the unit rank, degree and regulator
of N.

In order to obtain as good explicit bounds for the solutions as possible, we
distinguish two cases according as N is ’small’ or ’large’. As will be seen in
the next chapter, this refinement will be crucial in the resolution of concrete
equations of the form (6.1.1).

We write L(i) = σi(L), whereσ1 = id, σ2, . . . , σn denote theQ-isomorphisms
of L in C. For L = Q(α), we put

Li j := Q
(
α(i) + α( j), α(i)α( j)

)
for distinct 1 ≤ i, j ≤ n.

This number field is independent of the choice of α. It is clear that

1 ≤
[
L(i)L( j) : Li j

]
≤ 2.

We say that

N is ‘small’ if [N : L] ≤ n−1
2 and N = L · L(i) for some i, and ‘large’ otherwise.

Set

R := RN , n2 := [N : Q] if N is ‘small’,

R := maxi, j RLi j , n2 := maxi, j

[
Li j : Q

]
if N is ‘large’.

We shall see later that in both cases

n2 ≤
n(n − 1)

2
.

If in particular N = L, then N is ’small’ and R = RL, n2 = n.
This refinement will enable us to work with parameters of much smaller

fields than N which yields a considerable improvement in the constants corre-
sponding to C1 and C2. Moreover, the unknown units will be elements of unit
groups having much fewer generators than in the proof of Theorem 6.1.1. This
makes the method of proof much more efficient for practical use; cf. Chapter
7.

To obtain better bounds in terms of ω1, . . . , ωm, we assume max1≤i≤m ωi ≤

A instead of bounding the heights of these numbers.
The following explicit result and its Corollary 6.1.3 below were proved in

[Győry (2000)] with slightly larger values for C3, C4 and C7.
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Theorem 6.1.2 Every solution (x1, . . . , xm) ∈ Zm of (6.1.1) satisfies

max
1≤i≤m

|xi| < Am−1 exp
{
C3R

(
log∗ R

) (
R + log |D|

)}
(6.1.3)

and

max
1≤i≤m

|xi| < Am−1 exp
{
C4|DL|

n2/n (
log |DL|

)2n2−1
(
|DL|

n2/n + log |D|
)}
, (6.1.4)

where C3 = n326(n2+8)n3(n2+1)
2 and C4 = 212C3.

The estimate (6.1.4) will be deduced from (6.1.3) by estimating R from
above in terms of n, n2 and |DL|. However, the bound occurring in (6.1.3) is
in general much better than that in (6.1.4).

When n = 2, a considerably better bound can be obtained. Then, under the
assumptions of Theorem 6.1.2, m = 1 and

|x1| ≤ |D|1/2 (6.1.5)

follow.
Theorems 6.1.1 and 6.1.2 have several consequences. We now present some

of them. Let O be an order of L with discriminant DO and with a Z-basis
{1, ω2, . . . , ωn}. Let I (X2, . . . , Xn) denote the index form relative to this basis,
and assume that max2≤i≤n ωi ≤ A. Further, let I be a positive integer, and
consider the index form equation

I(x2, . . . , xn) = ±I in (x2, . . . , xn) ∈ Zn−1. (6.1.6)

It follows from Theorem 6.1.1 and Proposition 5.2.1 that (6.1.6) implies

max
2≤i≤n

|xi| < C5|IDO|C6 , (6.1.7)

where C5 and C6 are effectively computable positive constants which depend
only on L, O and ω1, . . . , ωn. This means that (6.1.6) has only finitely many
solutions, and all these solutions can be effectively determined. For n ≥ 3, we
obtain as a consequence of Theorem 6.1.2 the following completely explicit
version of (6.1.7).

Corollary 6.1.3 Every solution (x2, . . . , xn) ∈ Zn−1 of (6.1.6) satisfies

max
2≤i≤n

|xi| < An−2 exp
{
C7|DL|

n2/n (
log |DL|

)2n2−1
(
|DL|

n2/n + log |IDO|
)}
,

where C7 = n326n2+61n3(n2+1)
2 .

Estimate (6.1.3) has a similar consequence for equation (6.1.6). Further,
when n = 2, |x2| ≤ |I||DO|1/2 holds.
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6.2 Applications to integers in a number field

We present some consequences of Theorems 6.1.1 and 6.1.2 for algebraic in-
tegers.

Let again L be an algebraic number field of degree n ≥ 2 with discriminant
DL, and consider the discriminant equation

DL/Q(α) = D in α ∈ OL, (6.2.1)

where OL denotes the ring of integers of L. Here we may assume that D is a
non-zero rational integer. If α is a solution then so is ±α+a for each rational in-
teger a. We recall that such algebraic integers α, ±α+a are called Z-equivalent,
while the numbers α, α + a are called strongly Z-equivalent. When a runs
through Z, the Z-equivalence class ±α + a splits into the strong Z-equivalence
classes α + a and −α + a. Hence the following results of the present chapter
can be formulated in an obvious way both in terms of Z-equivalence and in
terms of strong Z-equivalence. From Theorem 6.1.2 and (6.1.5) we deduce the
following completely explicit result which is independent of the choice of the
Z-basis of OL. We denote as usual by H(α) the (absolute multiplicative) height
of an algebraic number α.

Corollary 6.2.1 Every solution α of (6.2.1) is strongly Z-equivalent to an α∗

for which

H(α∗) < exp
{
C8|DL|

n2/n (
log |DL|

)2n2−1
(
|DL|

n2/n + log |D|
)}
, (6.2.2)

where C8 = n826(n2+10)n3(n2+1)
2 .

If n = 2, then using (6.1.5) we can get much better bounds in Corollary 6.2.1
and its consequences below.

Corollary 6.2.1 implies in an effective way the finiteness of the set of el-
ements α∗. To formulate this in a precise form, we fix an effectively given
algebraic closure Q of Q; see Section 3.7. Algebraic numbers will be elements
of Q. We recall that an algebraic number is given/can be computed effectively
if a representation of the type 3.7.1 of the number is given/ can be computed.
A number field L is given effectively, if α1, . . . , αr ∈ Q are given effectively
such that L = Q(α1, . . . , αr). The following corollary can be deduced both
from Corollary 6.2.1 and from Theorem 6.1.2, by combining them with some
well-known algebraic number-theoretic algorithms; see again Section 3.7.

Corollary 6.2.2 For given integer D , 0, there are only finitely many strong
Z-equivalence classes of algebraic integers in L with discriminant D. Further,
if L is given effectively, a full set of representatives of these classes can be
effectively determined.
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Consider again the order O of L with discriminant DO. For any primitive
element α of L which is contained in O, we denote by IO(α) the index of α in
O. Then (5.3.3) implies that if α is a solution of the index equation

IO(α) = I in α ∈ O, (6.2.3)

then so is every element ofOwhich is strongly Z-equivalent to α. Since (6.2.3)
implies (6.2.1) with D replaced by I2DO, Corollary 6.2.1 provides the follow-
ing.

Corollary 6.2.3 Every solution α of (6.2.3) is strongly Z-equivalent to an α∗

such that (6.2.2) holds with D and C8 replaced by IDO and 2C8, respectively.

The order O is monogenic, that is O = Z[α] with some α ∈ O, if and only if
IO(α) = 1. This is equivalent to the fact that

{
1, α, . . . , αn−1

}
forms a Z-module

basis for O. The existence of such a basis, called power integral basis, consid-
erably facilitates the calculations in O and the study of arithmetical properties
of O. For I = 1, both Corollary 6.2.3 and Corollary 6.1.3 imply the following
effective finiteness result. An order O of L is said to be effectively given if a
finite set of generators of O over Z is effectively given.

Corollary 6.2.4 There are only finitely many strong Z-equivalence classes
of α ∈ O with O = Z[α]. Further, if L and O are effectively given then a full
system of representatives of these classes can be effectively determined.

Of particular importance is the special case when O is the ring of integers
OL of L. The number field L is called monogenic if OL is generated by a single
element over Z, that is if L has a power integral basis. As is known, quadratic
and cyclotonic number fields are monogenic, but this is not the case in gen-
eral. The first example of a non-monogenic number field is given in [Dedekind
(1878)]. As a particular case of Corollary 6.2.4 we obtain at once

Corollary 6.2.5 There are only finitely many strong Z-equivalence classes of
α ∈ OL for which

{
1, α, . . . , αn−1

}
is an integral basis for OL. Further, if L is

effectively given then a full system of reprsentatives for these classes can be
effectively determined.

The following explicit version of Corollary 6.2.5 is an immediate conse-
quence of Corollary 6.2.3.

Corollary 6.2.6 If
{
1, α, . . . , αn−1

}
is an integral basis for OL then α is strongly

Z-equivalent to an α∗ for which

H(α∗) < exp
{
4C8|DL|

2n2/n (
log |DL|

)2n2−1
}

(6.2.4)

with C8 occurring in Corollary 6.2.1.
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If in particular L is a normal extension of Q, then n2 = n and the bound in
(6.2.4) can be replaced by

exp
{
C9|DL|

2 (
log |DL|

)2n−1
}

where C9 = 43n+31n3n+11.

6.3 Proofs

In the proofs, it will be more convenient to use the logarithmic height h( ) =

log H( ) instead of H( ).
The following proof enables us to illustrate in the simplest form how to

reduce discriminant equations to unit equations in an effective way. This idea
will be used later in refined or more general forms.

Proof of Theorem 6.1.1. Suppose that (6.1.1) has a solution (x1, . . . , xm) ∈ Zm

and that 1, ω1, . . . , ωm are linearly dependent over Q. Then there are rational
integers u1, . . . , um, not all zero, such that u1ω1 + · · ·+ umωm ∈ Z. This implies
that (x1 + tu1, . . . , xm + tum) is a solution of (6.1.1) for every t ∈ Z, that is there
are infinitely many solutions.

Conversely, assume now that 1, ω1, . . . , ωm are Q-linearly independent and
that (6.1.1) has a solution. Then L = Q (ω1, . . . , ωm). For m = 1, (6.1.2) easily
follows for every solution of (6.1.1). Hence we assume that m ≥ 2, and so n =

[L : Q] ≥ 3. Further, we may suppose that ω1, . . . , ωm are algebraic integers
in L. This can be achieved by multiplying (6.1.1) by Dn(n−1)

0 and replacing D
by D′ = D · Dn(n−1)

0 , where D0 denotes the product of the denominators of
ω1, . . . , ωm.

For any α ∈ L, we write α(i) = σi(α), where σ1 = id, σ2, . . . , σn denote the
Q-isomorphisms of L in C. Put

l(i)(X) = ω(i)
1 X1 + · · · + ω(i)

m Xm for i = 1, . . . , n,

and li j(X) = l(i)(X) − l( j)(X). Then equation (6.1.1) can be written in the form∏
1 ≤ i, j ≤ n

i , j

li j(x) = (−1)n(n−1)/2D′ in x = (x1, . . . , xm) ∈ Zm. (6.3.1)

We shall reduce equation (6.1.1) to an appropriate system of unit equations
over N, the normal closure of L over Q. We note that we could also work with
unit equations over the number fields L(i)L( j)L(k) as well. Consider an arbitrary
but fixed solution x = (x1, . . . , xm) ∈ Zm of (6.1.1). Taking the norms with
respect to N/Q of both sides of (6.1.1) and using Proposition 3.6.3, we deduce
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that for any distinct i, j, li j(x) = εi jδi j holds, where εi j is a unit and δi j is an
algebraic integer in N such that

h(δi j) ≤ C10 log |D| + C11. (6.3.2)

Here C10, C11 and C12, . . . ,C18 below denote effectively computable positive
constants that depend only on L and ω1, . . . , ωm. Further, we assume that ε ji =

εi j and δ ji = −δi j.
For each distinct i, j, k we have

li j + l jk + lki = 0 (6.3.3)

identically in X. This leads to the unit equation

δi jεi j + δ jkε jk + δkiεki = 0, (6.3.4)

where εi j, ε jk and εki are unknown units in N. By applying Theorem 4.1.1 to
(6.3.4) and invoking (6.3.2), we infer that

max
{
h
(
εi j/εki

)
, h

(
ε jk/εki

)}
≤ C12 log |D| + C13. (6.3.5)

We define the graph G whose vertices are the subsets of two elements of
{1, 2, . . . , n} and in which two distinct vertices {i, j}, {k, h} are connected by
an edge if {i, j}

⋂
{k, h} , ∅. In particular, any two of the vertices {i, j}, { j, k},

{k, i} are connected by an edge. It is easy to see that the graph G is connected.
If u and v > 2 are arbitrary distinct indices from {1, . . . , n}, we have the upper
bound occurring in (6.3.5) for h (εuv/ε2v) and h

(
ε2v/ε1,2

)
. This implies a bound

of the same form for h
(
εuv/ε1,2

)
. It follows from (6.3.1) that

εn(n−1)
1,2 = (−1)n(n−1)/2D′


∏

1 ≤ i, j ≤ n
i , j

δi j

(
εi j/ε1,2

)
−1

. (6.3.6)

Using this relation, we can now deduce upper bounds of the form C14 log |D|+
C15 first for h(ε1,2) and then for h(εuv). Together with (6.3.2) this gives

h
(
l1,v(x)

)
≤ C16 log |D| + C17 for v = 2, . . . , n. (6.3.7)

The set {ω1, . . . , ωm} can be extended to a basis of L of the form
{ω0 = 1, ω1, . . . , ωm, . . . , ωn−1}. Then the determinant det

(
ω(i)

j

)
with 0 ≤ j ≤

n − 1, 1 ≤ i ≤ n is different from zero. This implies that there are m + 1
indices, say i = 1, 2, . . . ,m + 1, such that the matrix

(
ω(i)

j

)
with 0 ≤ j ≤ m,

1 ≤ i ≤ m + 1 is of rank m + 1. Therefore the linear forms l1,2, . . . , l1,m+1 are
linearly independent. Denote by A the m × m matrix with on its i-th row the
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coefficients of l1,i−1, for i = 2, . . . ,m + 1. Using Cramer’s rule, each variable Xi

can be expressed in the form

Xi = λ2,il1,2(X) + · · · + λm+1,il1,m+1(X), i = 1, . . . ,m, (6.3.8)

where det(A )λ ji is the ( j, i)-cofactor of A . The λ ji are elements of N with
heights not exceeding C18. Together with (6.3.7) this yields (6.1.2) which com-
pletes the proof of our theorem. �

Before proving Theorem 6.1.2, we point out how to transform equation
(6.1.1) into another form which will lead to a better bound for the solutions
when N, the normal closure of L, is ‘large’. We recall that in Theorem 6.1.2,
1, ω1, . . . , ωm are by assumption algebraic integers and linearly independent
over Q. Let l(X) = ω1X1 + · · · + ωmXm be as above, and let ξ be a primitive
integral element of L with index I0. Then I0OL ⊆ Z[ξ], hence

I0


ω1
...

ωm

 = A


1
ξ
...

ξn−1


for some m× n matrix A with rational integer entries. Consider the linear form

l̃(Y) = Y1 + ξY2 + · · · + ξn−1Yn

and the associated discriminant form DL/Q

(̃
l(Y)

)
.

The following lemma immediately follows.

Lemma 6.3.1 Using the above notation, put
Y1
...

Yn

 := AT


X1
...

Xm

 .
Then

l̃(Y) = I0l(X)

and

DL/Q

(̃
l(Y)

)
= In(n−1)

0 DL/Q (l(X)) .

Under the assumptions of Theorem 6.1.2, this lemma reduces equation (6.1.1)
to the discriminant form equation

DL/Q

(
y1 + ξy2 + · · · + ξn−1yn

)
= In(n−1)

0 D in (y1, . . . , yn) ∈ Zn.
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Proof of Theorem 6.1.2. We keep the above notation as well as the other no-
tation used in the proof of Theorem 6.1.1. Only those steps of that proof will
be detailed that contain some alterations or new ideas.

Suppose that (6.1.1) has a solution x = (x1, . . . , xm) ∈ Zm. Then it follows
from (6.1.1) that DL|D. If m = 1, then (6.1.1) gives |x1| ≤ |D|

1
n(n−1) which implies

(6.1.3) and (6.1.4). Hence we assume that m ≥ 2, when n ≥ 3.
By Proposition 3.5.6 there is a primitive integral element ξ in L with

ξ ≤ |DL|
1/2. (6.3.9)

Denote by I0 the index of ξ. Then, by (5.3.3),

I0 ≤ |DL/Q(ξ)|1/2/|DL|
1/2 ≤ 2

(
2|DL|

1/2
)n(n−1)−1

. (6.3.10)

Applying now Lemma 6.3.1 with this ξ we can write

I0l (X) = Y1 + ξY2 + · · · + ξn−1Yn = l̃ (Y) . (6.3.11)

Further, with the notation l̃i j (Y) = l̃(i) (Y) − l̃( j) (Y), equation (6.1.1) leads to
the equation∏

1 ≤ i, j ≤ n
i , j

l̃i j(y)
ξ(i) − ξ( j) = D0 in y = (y2, . . . , yn) ∈ Zn−1, (6.3.12)

where D0 = In2−n−2
0 (D/DL) is a fixed nonzero rational integer. It follows from

(6.3.11) and (6.3.12) that to each solution x of (6.1.1) there corresponds a
uniquely determined solution y of (6.3.12).

The coefficients of the linear factors l̃i j(Y)/
(
ξ(i) − ξ( j)

)
are integers in Li j

and generate the field Li j. Each σ ∈ G = Gal(N/Q) permutes the elements of
{1, 2, . . . , n}, whereσ(i) is defined byσ

(
ξ(i)

)
= ξσ(i). This yields a Galois action

on the ordered pairs (i, j) and on the unit equation (6.3.19) below. Namely,
if (i′, j′) = (σ(i), σ( j)) for some σ ∈ G then, for each element αi j ∈ Li j,
αi′ j′ will denote the element σ(αi j). Each σ ∈ G for which σ(i, j) = ( j, i)
fixes the elements of Li j, hence we assume that αi j = α ji. The elements of G
permute the fields Li j and the linear forms l̃i j(Y)/

(
ξ(i) − ξ( j)

)
accordingly. Let

(i1, j1), . . . , (iq, jq) be a full set of representatives of the Galois orbits of the
pairs (i, j). Then we have

q∑
p=1

[
Lip, jp : Q

]
= n(n − 1)/2. (6.3.13)

This implies that n2 ≤ n(n − 1)/2 and equality holds if and only if G is doubly
transitive.
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Consider an arbitrary but fixed solution y = (y2, . . . , yn) of (6.3.12). It fol-
lows from (6.3.12) that∣∣∣∣NLi j/Q

(̃
li j(y)/

(
ξ(i) − ξ( j)

))∣∣∣∣ ≤ |D0|
[Li j:Q].

By means of Proposition 3.6.3 we infer that

l̃i j(y) =
(
ξ(i) − ξ( j)

)
γi jεi j, (6.3.14)

where εi j is a unit and γi j is an integer in Li j such that

h(γi j) ≤ log |D0| + C19R, (6.3.15)

where C19 := 29e(n2 − 1)!(n2 − 1)3/2 log n2. Further, it follows from (6.3.12)
that

εn(n−1)
1,2 = D0

( ∏
1 ≤ i, j ≤ n

i , j

γi j

(
εi j/ε1,2

) )−1
. (6.3.16)

In view of (6.3.9) we have

h
(
ξ(i) − ξ( j)

)
≤ log ξ(i) − ξ( j) ≤ log

(
2 ξ

)
≤ log

(
2|DL|

1/2
)
. (6.3.17)

Putting δi j =
(
ξ(i) − ξ( j)

)
γi j, we infer that

h
(
δi j

)
≤ log

(
2|DL|

1/2
)

+ log |D0| + c19R =: H. (6.3.18)

The linear forms l̃i j, l̃ jk, l̃ki satisfy (6.3.3) for every distinct i, j, k. Thus, we
arrive at the unit equation

δi jεi j + δ jkε jk + δkiεki = 0. (6.3.19)

We are going to derive an explicit upper bound for h(εuv) for each distinct u,
v. We distinguish two cases according as N is ’small’ or ’large’. Consider first
the case when N is ’small’. On applying Theorem 4.1.1 to equation (6.3.19)
we obtain

max
{
h
(
εi j/εki

)
, h

(
ε jk/εki

)}
≤ 4C20R

(
log∗ R

)
H,

where C20 = n2n2+10
2 23.2(n2+11) (log(2n2)

)4. Now following the arguments of the
proof of Theorem 6.1.1, we deduce that

h
(
εuv/ε1,2

)
≤ 8C20R

(
log∗ R

)
H (6.3.20)

for each distinct u and v ≥ 2. Combining (6.3.16) with (6.3.15) and (6.3.20)
and using n2 ≥ 3, R ≥ 0.2052, we infer that

h
(
ε1,2

)
≤ C21R

(
log∗ R

)
H,
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where C21 = (8 + 3−16)C20. Hence, by (6.3.20), we have

h (εuv) ≤ C22R
(
log∗ R

)
H (6.3.21)

with C22 = C21 + 8C20 for every distinct u, v.
Next assume that N is ’large’. We may suppose that maxu,v h(εuv) = h(ε1,2).

If there is a σ ∈ G such that σ(εi j) = ε jk or εik, say σ(εi j) = εik, then an
even better bound can be given for the solutions of (6.3.19). It follows from
Theorem 4.1.2 that in this case

max
{
h
(
εi j/εki

)
, h

(
ε jk/εki

)
, h

(
εik/ε jk

)}
≤ C23RH log

(
h(ε1,2)

H

)
=: C∗, (6.3.22)

provided that h(ε1,2) > C24RH, where

C23 = 25.5n2+39.5(n2 − 1)2n2+0.5 and C24 = 320n2
2(n2 − 1)2n2 .

Consider the subgraph G0 of the graph G (introduced in the proof of The-
orem 6.1.1) whose vertex set coincides with that of G (i.e. its vertices are the
subsets of two elements of {1, 2, . . . , n}) and in which any two of the vertices
{i, j}, { j, k}, {k, i} are connected by an edge if there are a permutation i′, j′, k′

of i, j, k and a σ ∈ G such that σ(i′) = i′ and σ( j′) = k′. It is easy to check
that in this case {τ(i), τ( j)} , {τ( j), τ(k)} , {τ(k), τ(i)} are also connected in G0 by
an edge for each τ ∈ G.

We note that in contrast with G , the graph G0 is not necessarily connected,
and some further algebraic number-theoretic and combinatorial arguments will
be needed to surmount this difficultly.

For each connected component H of G0, let V (H ) denote the union of
those subsets of two elements of {1, 2, . . . , n} that are vertices of H . Let {i1, i2}
be a fixed vertex in H . We show that for any distinct u, v ∈ V (H ),

h
(
εuv/εi1i2

)
≤ (C25 + 1)C∗. (6.3.23)

where C25 = n(n − 1).
It suffices to deal with the case when V (H ) consists of more than two ele-

ments. First consider the situation when u = i1. There is a sequence i3, . . . , is

in V (H ) with is = v such that {it, it+1} and {it+1, it+2} are connected by an edge
in H for t = 1, . . . , s − 2. Applying (6.3.22) with i1, i2, i3 and then with i2, i3,
i4, it follows that

max
{
h
(
εi1i3/εi1i2

)
, h

(
εi2i3/εi1i2

)
, h

(
εi2i4/εi2i3

)}
≤ C∗,

whence h
(
εi2i4/εi1i2

)
≤ 2C∗. Further, using the relation

δi1i4εi1i4 + δi2i4εi2i4 + δi1i2εi1i2 = 0,
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we infer that

h
(
εi1i4/εi1i2

)
≤ 2C∗ + 4H + log 2 < 3C∗.

One can now proceed by induction on t and (6.3.23) follows with C25 + 1
replaced by C25/2 if u = i1. We obtain in the same way the same upper bound
for h

(
εi1u/εi1i2

)
if u , i1. Consider (6.3.19) with i = u, j = i1, k = v and divide

it by εi1,i2 . Then the estimates obtained imply (6.3.23) for each u, v ∈ V (H ).
If u′, v′ are any distinct elements of V (H ) then (6.3.23) also holds with u,

v replaced by u′, v′, respectively. This implies that

h (εuv/εu′v′ ) ≤ C26C∗ (6.3.24)

with C26 = 2(C25 + 1).
We shall prove that

h
(
εuv/ε1,2

)
≤ C27C∗ (6.3.25)

for each distinct u, v from {1, 2, . . . , n}, where C27 = 2C26. When G0 is con-
nected then (6.3.25) follows from (6.3.24). Consider now the case when G0 is
not connected. First assume that N is not the composite of any two conjugates
of L over Q.

We show that for any distinct u, v, w ∈ {1, 2, . . . , n} there is a connected com-
ponent H of G0 such that u, v, w are contained in V (H ). By assumption, the
compositum of any two conjugates of L is not a normal extension of Q. Thus
there is a σ ∈ G, σ , id, such that σ(u) = u and σ(v) = v. If σ(w) , w, then
σ(w) is different from u and v, and any two of the vertices {u,w}, {w, σ(w)},
{σ(w), u} and {v,w}, {w, σ(w)}, {σ(w), v} are connected in G0 by a path. This
means that there is a connected component H of G0 having the above pairs as
vertices, which proves our claim. If σ(w) = w, then there must exist a further
element z in {1, 2, . . . , n} such that σ(z) , z. In this case all the vertices {u, z},
{z, σ(z)}, {σ(z), u} and {v, z}, {z, σ(z)} {σ(z), v} and {w, z}, {z, σ(z)}, {σ(z),w} are
connected in G0 by a path, which completes the proof of our claim.

Consider now two distinct elements u, v from {1, 2, . . . , n}. As was seen
above, there are (not necessarily distinct) connected components H and H ′

of G0 such that 1, 2, u ∈ V (H ) and 1, u, v ∈ V (H ′). If H and H ′ coincide
then (6.3.25) is an immediate consequence of (6.3.24). Otherwise, (6.3.24)
gives

h
(
ε1u/ε1,2

)
≤ C26C∗ and h (εuv/ε1u) ≤ C26C∗,

whence (6.3.25) follows.
There remains the case when N = L · L(i) for some i and [N : L] > n−1

2 . We
show that G0 has a connected subgraph H ′ such that V (H ′) = {1, 2, . . . , n}.
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The ξ(i) is of degree ≥ n/2 over L. Put ξ(1) = ξ, and denote by ξ(i1), . . . , ξ(ih)

the distinct conjugates of ξ(i) over L. Then for each distinct ik and il from
{1, i1, . . . , ih} there is a σ ∈ G such that σ(1) = 1 and σ(ik) = il. Hence G0

has a complete subgraph, say H , whose vertex set consists of all subsets of
two elements of {1, i1, . . . , ih}. If h = n−1, then H = G0 and (6.3.25) follows in
the same way as above. When h < n − 1, consider an arbitrary j ∈ {1, 2, . . . , n}
which is not contained in {1, i1, . . . , ih}. Then j = τ(1) for some τ ∈ G. But
2(h + 1) ≥ n + 2, hence H and τH have at least one common vertex, that is
any two vertices of H and τH are connected by a path in G0. Repeating this
procedure, there is a subset G0 of G such that the subgraphs τH with τ ∈ G0

are connected by paths in G0. Denoting by H ′ the subgraph spanned in G0 by
the τH for each τ ∈ G0, our claim is proved. Now (6.3.25) follows again from
(6.3.24).

We deduce from (6.3.15), (6.3.16) and (6.3.25) that

h(ε1,2) ≤ 2H + C27C∗, (6.3.26)

provided that h(ε1,2) > C24RH. This implies that

h(ε1,2) ≤ C29R
(
log∗ R

)
H, (6.3.27)

where C29 = C28 log C28 with C28 = 2C23C27. This is obviously true in the
case h(ε1,2) ≤ C24RH as well. Now (6.3.25) and (6.3.27) give

h(εuv) ≤ 3C29R
(
log∗ R

)
H, (6.3.28)

for every distinct u, v ∈ {1, 2, . . . , n}. Since C22 ≤ 3C29, (6.3.28) implies
(6.3.21). In other words, (6.3.28) holds independently of the fact that N is
‘small’ or ‘large’.

Together with (6.3.14), (6.3.15) and (6.3.17), (6.3.28) gives

h
(̃
luv(y)

)
≤ 4C29R

(
log∗ R

)
H. (6.3.29)

With the notation luv(X) = l(u)(X)−l(v)(X) we deduce from (6.3.11) and (6.3.29)
that for the solutions x, y under consideration

luv(x) ≤ l̃uv(y) ≤ exp
{
nh

(̃
luv(y)

)}
≤ exp

{
C30R

(
log∗ R

)
H

}
, (6.3.30)

where C30 = 4nC29.
We now proceed as at the end of the proof of Theorem 6.1.1. Recall that in

(6.3.8), λ ji is the quotient of the ( j, i)-cofactor of the matrix A , and det A . The
houses of the entries of A do not exceed 2A and then Hadamard’s inequality
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applied to the cofactors of A gives that these cofactors have houses bounded
above by (m − 1)(m−1)/2(2A)m−1. Together with (6.3.8) this implies

det A · |xi| ≤ m(m − 1)(m−1)/2(2A)m−1 max
2≤i≤m+1

l1i(x)

for i = 1, . . . ,m. Since det A is a non-zero algebraic integer of N, its house is
at least 1. Together with (6.3.30) this yields

max
1≤i≤m

|xi| ≤ C31Am−1 exp
{
C30R

(
log∗ R

)
H

}
,

with C31 = 2m−1m(m+1)/2, whence, after some computation, (6.1.3) follows.
We deduce now (6.1.4) from (6.1.3). If N is ‘large’, consider the number

field Li j for which R = RLi j . Let

M =

N if N is “small”,

Li j if N is “large”.

Denote by dM , DM and ωM the degree, the discriminant and the number of
roots of unity of M. Then dM ≤ n2 and (3.1.6) give

R ≤ |DM |
1/2 (

log |DM |
)dM−1 . (6.3.31)

If N is ‘small’, (3.1.10) implies that

DM |D
2dM/n
L . (6.3.32)

For ‘large’ N, we infer from (3.1.11) that the discriminant of L(i)L( j) is divis-
ible by D[L(i)L( j):M]

M . On the other hand, by (3.1.10) the discriminant of L(i)L( j)

divides D2[L(i)L( j):Q]/n
L . Hence we obtain again (6.3.32). Now, after some careful

computation, (6.1.4) follows from (6.1.3), (6.3.31), (6.3.32) and dM ≤ n2. �

Proof of Corollary 6.1.3 In view of Proposition 5.2.1 we have

DL/Q (ω2X2 + · · · + ωnXn) = I2 (X2, . . . , Xn) DO. (6.3.33)

Hence every solution of (6.1.6) is also the solution of the discriminant form
equation

DL/Q (ω2x2 + · · · + ωnxn) = I2DO in (x2, . . . , xn) ∈ Zn−1.

Now Corollary 6.1.3 is an immediate consequence of Theorem 6.1.2. �

Proof of Corollary 6.2.1 Consider a primitive integral element ξ in L with the
property ξ ≤ |DL|

1/2. Let α be a solution of (6.2.1). Then I(ξ)α ∈ Z[ξ], where
I(ξ) denotes the index of ξ in OL. We can write

I(ξ)α = y0 + ξy1 + · · · + ξn−1yn−1
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with rational integers y0, . . . , yn−1 which are uniquely determined. Together
with (6.2.1) this gives

DL/Q

(
ξy1 + · · · + ξn−1yn−1

)
= D′, (6.3.34)

where D′ = D (I(ξ))n(n−1). Using the fact that

I(ξ) ≤ |D(ξ)|1/2 ≤
(
2|DL|

1/2
)n(n−1)/2

,

we deduce that

|D′| ≤ |D|
(
2|DL|

1/2
)(n(n−1))2/2

. (6.3.35)

By applying the estimate (6.1.4) of Theorem 6.1.2 to (6.3.34) with the choice
A = |DL|

(n−1)/2 and using (6.3.35) we get

max
1≤i≤n−1

|yi| < exp
{
C32|DL|

n2/n (
log |DL|

)2n2−1
(
|DL|

n2/n + log |D|
)}
,

where C32 = (n(n − 1))2C4.
There are rational integers a and t such that

y0 = I(ξ)a + t with 0 ≤ t < I(ξ).

Putting τ := ξy1 + · · ·+ ξn−1yn−1 and α∗ := (τ+ t)/I(ξ), we infer that α = α∗ + a
and (6.2.2) follows. �

Proof of Corollary 6.2.2 For given D , 0, the finiteness of the number of
strong Z-equivalence classes of algebraic integers in L with discriminant D
immediately follows from Corollary 6.2.1 and Theorem 3.5.2. To prove the ef-
fectiveness, we shall use Theorem 6.1.2. By assumption, L is effectively given,
hence one can apply the algorithms quoted in Section 3.7. Namely, one can
determine an integral basis of the form {1, ω2, . . . , ωn} and can give an upper
bound for maxi ωi , Further, the discriminant DL of L can be effectively deter-
mined.

Every algebraic integer α in L with discriminant D is strongly Z-equivalent
to an α∗ = x2ω2 + · · ·+ xnωn in L with rational integers x2, . . . , xn satisfying the
discriminant form equation D(x2ω2 + · · · + xnωn) = D. By (6.1.4) in Theorem
6.1.2 one can give an effectively computable upper bound for maxi |xi|. From
among the tuples (x2, . . . , xn) ∈ Zn−1 under this bound one can select, at least
in principle, all the solutions of the above discriminant form equation.

Different solutions (x2, . . . , xn) yield strongly Z-inequivalent elements α∗ =

x2ω2 + · · · + xnωn, which can be computed. These α∗ provide a full set of
representatives of the strong Z-equivalence classes in question. �
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Proof of Corollary 6.2.4 Since O = Z[α], α ∈ O, is equivalent to (6.2.3)
with I = 1, Corollary 6.2.3 together with Theorem 3.5.2 implies that up to
translation by elements of Z, there are only finitely many α inOwithO = Z[α].

If O is effectively given, a Z-basis of the form {1, ω2, . . . , ωn} of O can be
effectively determined; see Section 3.7. Then each α under consideration is
strongly Z-equivalent to an α∗ which can be represented in the form α∗ =

x2ω2 + · · ·+ xnωn with appropriate rational integers x2, . . . , xn. These x2, . . . , xn

must satisfy equation (6.1.6) with I = 1. Hence Corollary 6.1.3 provides an
explicit upper bound for maxi |xi|. The parameters occurring in this bound and
thus the bound itself can be computed. Indeed, an upper bound for maxi ωi

can be computed. Further, by means of some well-known algorithms the dis-
criminants DL of L and DO of O can also be computed; see again Section 3.7.
One can now select from among the tuples (x2, . . . , xn) ∈ Zn−1 under consider-
ation all tuples which satisfy (6.1.6) with I = 1 or, equivalently, the equation
D(x2ω2 + · · · + xnωn) = DL. Thus the α∗ ∈ O in question can be determined.
Note that these α∗ are pairwise strongly Z-inequivalent. �

Proof of Corollary 6.2.5 If L is effectively given then so is OL. Hence, in
view of Proposition 5.3.1, Corollary 6.2.5 immediately follows from Corollary
6.2.4. �

6.4 Algebraic integers of arbitrary degree

We now present some generalizations. For an algebraic integer α, we denote by
D(α) the discriminant DL/Q(α), where L = Q(α). This discriminant coincides
with that of the minimal polynomial of α over Z and is independent of the
choice of the conjugate of α over Q.

We have the following general explicit result.

Theorem 6.4.1 Let D be a non-zero rational integer. If α is an algebraic
integer of degree n ≥ 2 with D(α) = D, then α is strongly Z-equivalent to an
α∗ for which

H(α∗) ≤ exp
{
C33

(
|D|

(
log |D|

)n)n−1} (6.4.1)

where C33 = n 926(n2+10)n3(n2+1)
2 with n2 = n(n − 1)/2. Further, we have

n ≤
2

log 3
log |D| (6.4.2)

and equality holds if and only if n = 2 and D = −3.
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We note that (6.4.2) and, with a weaker bound, (6.4.1) were proved in [Győry
(1974)]. Further, observe that (6.4.1) is more general but less sharp in terms of
|D| than (6.2.2) in Corollary 6.2.1.

In the corollaries below, let Q be an effectively given algebraic closure of Q;
see Section 3.7. The following consequence of Theorem 6.4.1 is a generaliza-
tion of Corollary 6.2.2.

Corollary 6.4.2 For any given integer D , 0, there are only finitely many
strong Z-equivalence classes of algebraic integers α ∈ Q with D(α) = D, and
a full set of representatives of these classes can be effectively determined.

This finiteness assertion was proved in [Birch and Merriman (1972)] in an
ineffective form and, independently, in [Győry (1973)] in an effective form.
This confirmed a conjecture of [Nagell (1967)] in an effective and more general
form.

For any algebraic integer α, let N(α) denote the norm NL/Q(α), where L =

Q(α).
For n = 3 resp. n = 4 Tartakowski (see [Delone and Faddeev (1940)]) and

Nagell [Nagell (1930, 1965, 1968)] proved in an ineffective form the finiteness
of the number of algebraic integers of degree n with given non-zero discrimi-
nant and given non-zero norm. The following corollary gives a generalization
to arbitrary n ≥ 2 in an effective form with an explicit bound.

Corollary 6.4.3 Let D and N be non-zero rational integers. If α is an alge-
braic integer of degree n ≥ 2 with D(α) = D and N(α) = N, then

H(α) ≤ |N |1/n exp
{
3C33

(
|D|

(
log∗ |D|

)n)n−1}
, (6.4.3)

where C33 denotes the same constant as in (6.4.1).

If in particular ε is an algebraic unit of degree n ≥ 2 with D(ε) = D, then
(6.4.3) implies

|D(ε)| > C34
(
log H(ε)

)1/n (6.4.4)

with an effectively computable positive constant C34 which depends only on n.
This was proved in [Győry (1976)] in a weaker form.

Both (6.4.2) and (6.4.4), and Corollary 6.4.2 imply the following.

Corollary 6.4.4 For given non-zero rational integer D, there are only finitely
many units with discriminant D in the ring of all algebraic integers in Q, and
all of them can be determined effectively.

This corollary, due to Győry ([Győry (1973)], see also [Győry (1974, 1976)]),
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provided a solution to Problem 19 in [Narkiewicz (1974), cf. pp. 130 and 468]
in a more general and effective form.

If in particular ε is a unit in a number field L of degree n, then
{
1, ε, . . . , εn−1

}
is a power integral basis in L if and only if DL/Q(ε) = DL, where DL is the
discriminant of L. Now Corollary 6.4.4 implies that there are only finitely many
power integral bases in L consisting of units, and all of them can be effectively
determined.

6.5 Proofs

Proof of Theorem 6.4.1 Let α be an algebraic integer of degree n ≥ 2 with
D(α) = D. Denote by DL the discriminant of the number field L = Q(α). Then,
by (5.3.3), we have D(α) = I2DL with a non-zero rational integer I. Hence

|D| ≥ |DL|. (6.5.1)

Now (6.4.1) follows from Corollary 6.2.1 and (6.5.1).
By Minkowski’s inequality (3.1.9)

|DL| >
(
π

4

)n
(

n n

n!

)2

. (6.5.2)

In view of Stirling’s formula we have n!en/n n ≤ e
√

n. Except for the case
n = 2, DL = −3, we deduce from (6.5.2) that

log |DL|

n
>

log 3
2

. (6.5.3)

Together with (6.5.1) this implies (6.4.2) with a strict inequality, unless the
case n = 2, D(α) = −3 when in (6.4.2) equality holds. This completes the
proof of the second statement. �

Proof of Corollary 6.4.2 Let Q be an effectively given algebraic closure of
Q. Notice that every rational integer has discriminant 1 and that Z is a single
strong Z-equivalence class. Henceforth, consider the algebraic integers α of
degree ≥ 2 with D(α) = D. By Theorem 6.4.1 each of these α is strongly
Z-equivalent to an α∗ for which degα∗ ≤ C35 := 2 log |D|

log 3 and H(α∗) ≤ C36,
where C36 is an effectively computable number depending only on D. These
numbers α∗ belong to an effectively computable finite set G depending only on
D. Compute for every element of G its monic minimal polynomial over Q and
check if this minimal polynomial has integer coefficients and discriminant D.
In this way, we can select from G all algebraic integers of discriminant D. By
checking for any two of such numbers whether their difference lies in Z, one
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can select a maximal set of numbers that are pairwise strongly Z-inequivalent.
Clearly, this set is a full system of representatives for the collection of strong
Z-equivalence classes of algebraic integers of degree ≥ 2 with D(α) = D. �

Proof of Corollary 6.4.3 Let α be an algebraic integer of degree n ≥ 2 with
D(α) = D and N(α) = N. It follows from Theorem 6.4.1 that there are α∗ and
a rational integer a such that α = α∗ + a and H(α∗) ≤ C37, where C37 denotes
the upper bound occurring in (6.4.1).

Denote by f and f ∗ the minimal polynomials of α and α∗ over Z, and by C38

the maximum of the absolute values of the coefficients of f ∗. Then, by (3.5.3),
C38 ≤ 2C37. Now N := N(α) = N(α∗ + a) implies that

|N| = | f (0)| = | f ∗(−a)| ≥ |a|n − nC38|a|n−1 = |a|n−1(|a| − nC38) ≥
1
2
|a|n

if |a| ≥ 2nC38. But then |a| ≤ (2|N |)1/n and so

|a| ≤ max
(
2nC38, (2|N |)1/n

)
.

Finally, in view of h(α) = log H(α) and Lemma 3.5.1, it follows that

H(α) ≤ 2H(α∗)|a|,

whence we obtain (6.4.3). �

Proof of Corollary 6.4.4 We deduce the assertion from Corollary 6.4.2. Let
again Q be the effectively given algebraic closure of Q we have chosen. Let
ε ∈ Q be an algebraic unit of degree ≥ 2 with D(ε) = D. By (6.4.2) we have
n ≤ C35 := 2 log |D|

log 3 and by Corollary 6.4.3 we have h(ε) ≤ C39, where C39 is an
effectively computable number depending on D only. Thus, the set of algebraic
units ε ∈ Q with D(ε) = D belongs to an effectively computable, finite set G

depending only on D. We can now determine all ε under consideration by
computing for every element of G its monic minimal polynomial over Q and
check if this minimal polynomial has integer coefficients, constant term ±1,
and discriminant D. �

6.6 Monic polynomials of given discriminant

In this section we deal with discriminant equations of the form

D( f ) = D in monic polynomials f ∈ Z[X], (6.6.1)

where D is a given non-zero rational integer. If f is a solution of (6.6.1) then
so is (±1)deg f f (±X +a) for any rational integer a. Recall that such polynomials
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f (X), (±1)deg f f (±X + a) are called Z-equivalent, while the polynomials f (X),
f (X + a) are called strongly Z-equivalent. The Z-equivalence class represented
by f is the union of the strong Z-equivalence classes represented by f (X) and
(−1)deg f f (−X), respectively. Therefore the results of this section can be for-
mulated both in terms of Z-equivalence and in terms of strong Z-equivalence.

We denote by H( f ) the height of a polynomial f ∈ Z[X], i.e. the maximum
of the absolute values of the coefficients of f . Following the method of proof
of Theorem 6.1.1, one can prove the following.

Theorem 6.6.1 Let f be a monic polynomial of degree n ≥ 2 which satisfies
(6.6.1). Then f is strongly Z-equivalent to a polynomial f ∗ with

H( f ∗) ≤ C40|D|C41 , (6.6.2)

where C40 and C41 are effectively computable positive constants which depend
only on n and the discriminant of the splitting field of f .

For n = 2, Theorem 6.6.1 easily follows from Corollary 6.2.1. The case
n ≥ 3 will be proved in Chapter 8 in a more general form, over algebraic
number fields; see e.g. Corollary 8.2.6.

We note that the absolute value of the discriminant of the splitting field of
f can be estimated from above in terms of n and |D|. Hence (6.6.2) yields
an upper bound which depends only on n and |D|. Further, the degree of the
polynomials f with discriminant D , 0 can be bounded above in terms of
|D| only. The following theorem provides such bounds in completely explicit
form.

Theorem 6.6.2 Let f be a monic polynomial of degree n ≥ 2 with discrim-
inant D , 0. Then it is strongly Z-equivalent to a polynomial f ∗ for which

H( f ∗) ≤ exp
{
C42

(
|D|

(
log∗ |D|

)n)n−1}
, (6.6.3)

where C42 = n1226(n2+10)n3(n2+1)
2 with n2 = n(n − 1)/2. Further, we have

n ≤ 2 +
2

log 3
log |D|. (6.6.4)

Theorem 6.6.1 and the first part of Theorem 6.6.2 were proved with weaker
bounds in [Győry (1974)]. The bound in (6.6.4) is also due to Győry [Győry
(1974)] where it was proved that the inequality is strict unless f is Z-equivalent
to X(X − 1) or X(X − 1)(X2 − X + 1). For non-monic polynomials, Theorem
14.1.2 gives a similar result.
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The following finiteness result was established in [Győry (1973)] in an ef-
fective form. It provided a solution in a more general form for a problem of
[Delone and Faddeev (1940)].

Corollary 6.6.3 There are only finitely many strong Z-equivalence classes
of monic polynomials with integral coefficients and given non-zero discrimi-
nant, and a full system of representatives of these classes can be determined
effectively.

This may be viewed as a generalization of Corollary 6.4.2 which corre-
sponds to the irreducible case of Corollary 6.6.3. Similarly, Theorem 6.6.2 can
be regarded as a generalization of Theorem 6.4.1, with slightly weaker upper
bounds.

6.7 Proofs

Proof of Theorem 6.6.2 Let f ∈ Z[X] be a monic polynomial of degree n ≥ 2
which satisfies the equation (6.6.1). Consider the factorization

f = f1 · · · fr (6.7.1)

of f into irreducible monic polynomials f1, . . . , fr in Z[X]. In view of (6.6.1)
these polynomials are pairwise distinct. First we prove (6.6.3). We reduce the
proof to the irreducible case, and then we apply Corollary 6.2.1.

It follows from (1.4.6) that

0 < |D( fi)| ≤ |D| for i = 1, . . . , r. (6.7.2)

Assume first that fi is not linear for some i, and let αi be a zero of fi in Q. Then
putting Ki := Q(αi), we have D( fi) = DKi/Q(αi). Further DKi , the discriminant
of Ki, divides D( fi) in Z. It follows from Corollary 6.2.1 and (6.7.2) that there
is an ai ∈ Z such that for α∗i := αi + ai we have

h(α∗i ) < C43
(
|D|

(
log∗ |D|

)n)n−1
=: C44, (6.7.3)

where

C43 :=

 n826(n2+10)n3(n2+1)
2 with n2 =

n(n−1)
2 if r = 1,

n826(n2+10)n3(n2+1)
2 with n2 =

(n−1)(n−2)
2 if r > 1.

Denoting by f ∗i the defining polynomial of α∗i , we have fi(X) = f ∗i (X + ai) and,
by (3.5.3),

H( f ∗i ) ≤ 2 exp {C44} =: C45. (6.7.4)
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If fi is linear for some i, then we may choose f ∗i = X and (6.7.4) trivially holds.
For r = 1 we are done. Next consider the case r > 1. If fi and f j are strongly

Z-equivalent, then we may choose f ∗i and f ∗j to be the same. We fix a system
of polynomials f ∗i with the above properties. Denote by R( fi, f j) the resultant
of fi and f j. It follows from (6.6.1) and (1.4.6) that

0 < |R( fi, f j)| ≤
√
|D|. (6.7.5)

Let Ki j denote the number field generated by αi − α j over Q, and let

fi j(X) = XN + b1XN−1 + · · · + bN ∈ Z[X]

be the minimal polynomial of α∗i −α
∗
j . Since αi−α j = (α∗i −α

∗
j)−(ai−a j), Ki j is

of degree N over Q, where N ≤ n2/4. Further, (6.7.3) implies that h(α∗i −α
∗
j) ≤

2C44 + log 2, whence

H( fi j) ≤ 2 exp {2C44} =: C46.

Clearly αi − α j divides R( fi, f j) in the ring of integers of Ki j. Taking norms in
Ki j and using (6.7.5), we infer that

| fi j(ai − a j)| = |NKi j/Q(αi − α j)| ≤ |D|n
2/8. (6.7.6)

We prove that

|ai − a j| ≤
n2

4
C46 + |D|n

2/8 =: C47. (6.7.7)

Indeed, in the opposite case we would have

| fi j(ai − a j)| ≥ |ai − a j|
N−1

(
|ai − a j| − (|b1| + · · · + |bN |)

)
> |a j − ai| −

n2

4
C46 > |D|n

2/8,

which contradicts (6.7.6).
Finally, we take the polynomial f ∗(X) = f (X − a1) which is strongly Z-

equivalent to f . Then we have

f ∗ =

r∏
i=1

f̃i, (6.7.8)

where

f̃i(X) = f ∗i (X + (ai − a1)), i = 1, . . . , r.

Putting ni := deg fi for i = 1, . . . , r and combining the expansion

f̃i(X) =

ni∑
s=0

f ∗(s)
i (ai − a1)

s!
Xs
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with (6.7.4) and (6.7.7), we deduce that

H( f̃i) ≤ C45Cni
47, i = 1, . . . , r.

Together with (6.7.8) this gives

H( f ∗) ≤
r∏

i=1

(
niC45Cni

47

)
≤ Cr

45Cn
47

(n1 + · · · + nr

r

)r
<

(nC45C47

2

)n

,

whence (6.6.3) follows.
Next we prove (6.6.4). Let again f ∈ Z[X] be a monic polynomial of degree

n ≥ 2 with discriminant D( f ) , 0. First consider the case when f is irreducible
over Q, and let α denote a zero of f . Then the degree and discriminant of α
coincide with those of f . Further, by Theorem 6.4.1 we have

n ≤
2

log 3
log |D( f )| (6.7.9)

which implies (6.6.4).
Consider now the case when f is reducible over Q, and let (6.7.1) be the

factorization of f into irreducible factors with coefficients in Z. If fi is linear
for some i, we set D( fi) = 1. First assume that f has no rational zero. Then
deg fi ≥ 2 and so

log |D( fi)| ≥
log 3

2
deg fi for i = 1, . . . , r.

Using (1.4.6), we infer that

log |D( f )| =
r∑

i=1

log |D( fi)| +
∑
i> j

log R( fi, f j)2

≥
log 3

2

r∑
i=1

deg fi =
log 3

2
n,

which proves again (6.6.4).
Next assume that f has only rational zeros. Then we can write

f = (X − b1) · · · (X − bn) with distinct bi ∈ Z.

It is easy to see that

|D( f )| ≥
∏

1≤i< j≤n

|i − j|2 ≥ ((n − 1)!)2. (6.7.10)

Using Stirling’s formula, we infer that

((n − 1)!)2 > 2π
(n − 1)2n−1

e2(n−1) .
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But it is easily checked that

2π
(n − 1)2n−1

e2(n−1) > e(log 3)(n−2)/2

which, together with (6.7.10), implies (6.6.4).
Consider now the case when

f = g1g2,

where g1, g2 ∈ Z[X] are non-constant polynomials such that all irreducible
factors of g1 in Z[X] are non-linear, and those of g2 are linear. Then it follows
that

2
log 3

|D(g)| + 2 =
2

log 3
log |D(g1)| +

(
2

log 3
log |D(g2)| + 2

)
+

+
4

log 3
log |R(g1, g2)| ≥ deg g1 + deg g2 = n,

which proves (6.6.4).
Finally, as the examples f = X(X − 1) and f = X(X − 1)(X2 − X + 1) show,

inequality (6.6.4) is sharp. �

Proof of Corollary 6.6.3 It follows from Theorem 6.6.2 that every monic poly-
nomial f ∈ Z[X] of given discriminant D , 0 is strongly Z-equivalent to a
polynomial f ∗ in Z[X] which belongs to a finite and effectively computable set
of monic polynomials in Z[X] and this set depends only on D. From this set
one can select, as in the irreducible case, in the proof of Corollary 6.4.2, a full
set of representatives of strong Z-equivalence classes of monic polynomials in
Z[X] with discriminant D. �

6.8 Notes
In this section we mention without proof some related results, generalizations and
further applications over Z. Other generalizations and applications over more general
ground rings will be discussed in Chapters 8 and 10.

6.8.1 Some related results
Let L be an algebraic number field of degree n with ring of integers OL and discriminant
DL.
• If OL = Z[α] for some α, then determining for a given prime number p the factoriza-
tion of (p) = pOL as product of powers of prime ideals is an easy task. Namely, by a
theorem of [Dedekind (1878)], if f (X) denotes the monic minimal polynomial of α and

f (X) ≡ f1(X)e1 · · · ft(X)et (mod p)
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is the factorization of f (X) (mod p) into irreducible factors, then pi = ( fi(α), p) (i =
1, . . . , t) are distinct prime ideals of OL and (p) = p

e1
1 · · · p

et
t . For some generalizations

and references, see [del Corso, Dvornicich and Simon (2015)] and Chapter 16.
• Denote by m(L) the minimal index of L, i.e. the minimum of the indices of the prim-
itive integral elements of L. Clearly, for the index equations (6.4) and (6.1.6) to have
a solution it is necessary that I ≥ m(L). Further, L has a power integral basis if and
only if m(L) = 1. By Proposition 3.5.6, the field L has a primitive integral element α
with α ≤ |DL|

1/2, whence m(L) ≤ I(α) ≤ (2|DL|
1/2)n(n−1)/2. In [Thunder and Wolfskill

(1996)], the authors proved the sharper estimate

m(L) < (n2 log2 n)n(n−1)/2|DL|
(n−2)/2. (6.8.1)

Further, they showed that for n ≥ 4, there are infinitely many number fields L of degree
n such that

m(L) � |DL|
(n−2)/2, (6.8.2)

where the implicit constant depends only on n.
• Another important field parameter of L is the field index i(L) which is by definition
the greatest common divisor of the indices of all integers in L. A necessary condi-
tion for the solvability of index equations (6.4) and (6.1.6) is that i(L) divides I. As
was shown in [Hall (1937)] for n = 3 and in [Pleasants (1974)] for every n ≥ 4 for
which n + 1 is a prime, this condition is not sufficient in general. When i(L) > 1, the
prime divisors of i(L) are called common index divisors (or sometimes common non-
essential discriminant divisors). There exists a criterion for a rational prime to divide
i(L), and this implies that each common index divisor is less than n; see [Hasse (1980)]
or [Narkiewicz (1974)].
• Pleasants [Pleasants (1974)] gave an effectively computable formula for the minimal
number of ring generators of OL over Z. However, this formula has the drawback that
when it yields “one”, two generators may be needed. Corollary 6.2.4 makes it possible,
at least in principle, to decide whether the minimal number of ring generators is one or
not. See also Section 8.4.2 for a generalization to the case where the ground field is a
number field other than Q, and Section 11.2 for an even more general and more precise
result.

6.8.2 Generalizations over Z
• Theorem 6.1.1 has been generalized to more general decomposable form equations,
see e.g. [Győry and Papp (1978)], [Győry (1981a)] and [Evertse and Győry (1988b)].
• Generalizations to the so-called ”inhomogeneous” case were given by Gaál, see e.g.
[Gaál (1986)].
• Theorem 6.6.1 concerning equation (6.6.1) was extended to the case when D( f ) is
not necessarily different from zero. Then considering the equation D( f0) = D for fixed
D , 0 where f0 is the maximal squarefree divisor of f in Z[X], one can get an effective
finiteness result of the same type as in the case D( f ) , 0; such results can be found in
more general forms in [Győry (1978a, 1981c, 1998)].
• As another generalization of equation (6.6.1), in [Győry (1976)] the system of equa-
tions D( f ( j)) = D j, D( f ) = · · · = D( f ( j−1)) = 0 (when j > 0) was considered in monic
polynomials f ∈ Z[X] of degree n ≥ 2, where j is an integer with 0 < j ≤ n − 2, and
D j , 0 a given integers. It was proved in an effective form that there are only finitely
many Z-equivalence classes of such monic polynomials F of degree n with coefficients
in Z.
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6.8.3 Other applications
• Let f ∈ Z[X] be a monic polynomial of degree n ≥ 3 with discriminant D( f ) , 0,
and m ≥ 2 an integer. Consider the solutions x, y ∈ Z of the equation f (x) = ym. Using
various variants of Theorem 6.6.1, Trelina [Trelina (1985)] and, for n = 3, m = 2, Pintér
[Pintér (1995)] derived effective upper bounds for |y| that depend on m, n and D( f ), but
not on the height of F. It should be remarked that the height of f can be arbitrarily
large with respect to |D( f )|. Further, in [Brindza, Evertse and Győry (1991)], [Haristoy
(2003)] and [Győry and Pintér (2008)] upper bounds depending on n and D( f ) were
given even for the exponent m.
• Denote by D(X1, . . . , Xn) the discriminant of f (X) = Xn + X1Xn−1 + . . . + Xn as a
polynomial in X, and consider the equation

D(x1, . . . , xn) = D in x1, . . . , xn ∈ Z, (6.8.3)

where D is a given non-zero integer. D(X1, . . . , Xn) is a polynomial in X1, . . . , Xn with
integral coefficients, and hence (6.8.3) is a polynomial Diophantine equation. If (6.8.3)
has a solution (x1, . . . , xn) then it has infinitely many ones. Namely, if f0(X) := Xn +
x1Xn−1 + · · · + xn, then for every a ∈ Z, the tuple (x∗1, . . . , x

∗
n) ∈ Zn given by

f ∗0 (X) := Xn + x∗1Xn−1 + · · · + x∗n = f0(X + a)

is also a solution and

(x∗1, . . . , x
∗
n) =

 f (n−1)
0 (a)

(n − 1)!
, . . . , f0(a)

 .
Such a set of solutions of (6.8.3) is called a family of solutions. Using his earlier versions
of Theorem 6.6.1 and Corollary 6.6.3, Győry [Győry (1976)] proved in an effective
form that equation (6.8.3) has only finitely many families of solutions, with explicit
upper bounds for the sizes of representatives for the families. In particular this implies
that for given n ≥ 3 and k , 0, the superelliptic equation xn − yn−1 = k has only finitely
many integral solutions x, y and all of them can be, at least in principle, effectively
determined. For n = 3, this latter equation is just the so-called Mordell equation.
• As a consequence of an earlier version of Theorem 6.6.1, Győry [Győry (1976)]
showed that if f ∈ Z[X] is a monic polynomial of degree n with non-zero discriminant
D( f ), then there exists a ∈ Z such that

| f (i)(a)| ≤ exp {c1|D( f )|c2 } , i = 0, 1, . . . , n − 1,

where c1, c2 are effectively computable numbers which depend only on n.
• In [Győry (1976)], Győry proved a more general version of Theorem 6.6.1 for non-
monic polynomials and as a consequence he showed that if f (X) = a0Xn + a1Xn−1 +
· · · + an ∈ Z[X] with non-zero discriminant D and 0 < |a0| = A, |ai| = Ai for some
1 ≤ i ≤ n, then the height of f can be effectively estimated from above in terms of n,
D, A and Ai. See also [Ribenboim (2006)].
• For a primitive integral element α of L, denote by Nα the set {0, 1, . . . , |NL/Q(α)| − 1

}
.

We say that (α,Nα) is a canonical number system in L if every element β of OL can be
represented uniquely in the form

β = a0 + a1α + · · · + akα
k with a0, . . . , ak ∈ Nα

and with a non-negative integer k (depending on β). Kovács [Kovács (1981)] proved
that in L there exists a canonical number system if and only if L has a power integral
basis. Further, using an earlier version from [Győry (1976)] of Corollary 6.2.5, [Kovács
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and Pethő (1991)] gave an algorithm for determining all canonical number systems in
L. A detailed treatment can be found in Section 11.1.
• Let f , g ∈ Z[X] be monic irreducible polynomials of respective degrees p and n ≥ 2
where p is a prime, and suppose that the splitting field of f is real and the splitting
field of g is a totally imaginary quadratic extension of a totally real number field. Using
his first version of Theorem 6.6.1, Győry [Győry (1972)] proved that for fixed p and
g, there are only finitely many Z-equivalence classes of f with the properties specified
above such that g( f (X)) is reducible over Q. Moreover, he gave explicit upper bounds
for the heights of such f so that these can be, at least in principle, effective determined.
For the polynomials g considered above, this gave an answer in a more general form
for a problem of [A. Brauer, R. Brauer and H. Hopf (1926)].
• Various variants of the arithmetic graphs involved in the proofs of Theorems 6.1.1
and 6.1.2 were used by Győry to studying among others polynomials of given discrim-
inant, pairs of polynomials of given resultant, irreducible polynomials and decompos-
able form equations; for surveys see [Győry (1980c, 2008b)].
• For an application of an earlier version (see [Győry (1976)]) of Corollary 6.2.2 to
integral-valued polynomials over the set of algebraic integers of bounded degree, see
[Peruginelli (2014)].
• For an applications of Corollary 6.4.2 to so-called binomially equivalent numbers, see
[Yingst (2006)].



7
Algorithmic resolution of discriminant form and

index form equations

To give explicit upper bounds for the solutions of discriminant and index equa-
tions over Z, in Chapter 6 we reduced these equations to discriminant form and
index form equations. The bounds obtained make it possible, at least in princi-
ple, to solve the equations under consideration. However, these bounds are too
large for practical use.

In this chapter we deal with the resolution of concrete discriminant form
equations of the form

DL/Q (ω2x2 + · · · + ωnxn) = D in x2, . . . , xn ∈ Z, (7.1)

where D is a given non-zero integer and {1, ω2, . . . , ωn} is an integral basis in
an algebraic number field L of degree n ≥ 3. Equivalently, we consider also
the index form equation

I(x2, . . . , xn) = ±I in x2, . . . , xn ∈ Z, (7.2)

where I(X2, . . . , Xn) is the index form corresponding to the integral basis under
consideration. Further, we may assume that I is a positive integer such that
D = I2DL holds, where DL denotes the discriminant of L.

Having a method for solving equations (7.1) resp. (7.2) enables one to solve
other discriminant and index equations as well, treated in the previous chapter.
For example, one can find all integral elements of L with a given non-zero
discriminant resp. with given index, and in particular all power integral bases.
Moreover, it enables one to determine the minimal index m(L) of L for which
(7.2) is solvable, and find all integral elements in L with minimal index. Indeed,
all I under the upper bound given in (6.8.1) for m(L) are candidates for the
minimal index of L. Thus one can consider the values I = 1, 2, . . . until one
obtains a solution of (7.2).

For cubic and quartic number fields L and for certain special number fields

114



7.1 Solving via unit equations 115

of degree 6, 8 resp. 9 having a proper subfield, there are methods for solv-
ing discriminant form and index form equations via cubic and quartic Thue
equations. Recall that a Thue equation of degree n is an equation of the type
F(x, y) = m with unknowns x, y ∈ Z, where F ∈ Z[X,Y] is a binary form of
degree n and m is a non-zero integer. From an algorithmical point of view this
approach is particularly efficient, because there exist easily applicable compu-
tational methods for the resolution of Thue equations of low degree. However,
the methods involving Thue equations cannot be applied in general to number
fields of degree > 4, for example to quintic fields.

A combination of the methods presented in Chapter 6 and the algorithmic
resolution of unit equations explained in [Evertse and Győry (2015), chap.
5] provides a general approach for solving discriminant form and index form
equations. As in Chapter 6, equations (7.1) resp. (7.2) can be reduced to equa-
tion systems consisting of unit equations in two unknowns. Then these unit
equations can be solved using the algorithm described in [Evertse and Győry
(2015), Chap. 5], provided that the number of unknown exponents in these
equations viewed as exponential equations is within the applicability of the
enumeration procedure.

In the present chapter we first present the general approach involving unit
equations. Following [Gaál and Győry (1999)], we give a detailed treatment of
the general algorithm in case of quintic fields, and illustrate the method with
some numerical examples. Then we shall briefly deal with the resolution of
index form equations in cubic and quartic number fields and in certain other
special fields when (7.2) can be reduced to Thue equations of degree at most
4. Finally, in the last section we give a brief survey on some special number
fields L and special integers I for which equation (7.2) is solvable, resp. not
solvable. Our presentation will be self-contained, i.e., we will work out the ar-
guments from [Evertse and Győry (2015), chap. 5], specialized to the situation
considered here.

Further details and related results for relative extensions, parametric families
of number fields, p-adic versions and examples can be found in [Smart (1993,
1996, 1998)], [Wildanger (1997, 2000)], [Gaál (2002)], [Bilu, Gaál and Győry
(2004)] and [Gaál and Nyul (2006)].

7.1 Solving discriminant form and index form equations via
unit equations, a general approach

Smart [Smart (1993, 1995, 1996)] was the first to solve discriminant form
equations via unit equations. Using the method of proof of Theorem 6.1.1,



116 Algorithmic resolution

Smart and later Wildanger [Wildanger (1997, 2000)] reduced equation (7.1)
resp. (7.2) to unit equations of the form

δ jkε jk + δkiεki + δi jεi j = 0 (7.1.1)

in the normal closure N of L overQ, resp. in the field L(i)L( j)L(k), where εi j, ε jk,
εki are unknown units and L(i), L( j), L(k) are conjugates of L over Q for distinct
i, j, k with 1 ≤ i, j, k ≤ n. Representing ε jk/εi j, εki/εi j in an appropriate system
of fundamental units η1, . . . , ηr in N, resp. in L(i)L( j)L(k), (7.1.1) can be written
in the form

δ′jkη
b1
1 · · · η

br
r + δ′kiη

b′1
1 · · · η

b′r
r = −δi j (7.1.2)

with suitable δ′jk, δ′ki, where bp, b′p, p = 1, . . . , r, are unknown integer expo-
nents. Smart and Wildanger diminished the number of the arising equations
(7.1.1) to be solved by using the action of the Galois group G of N/Q on these
equations. Further, by means of Baker’s method and the reduction techniques
discussed in [Evertse and Győry (2015), chap. 5] they gave relatively small
upper bounds for the absolute values of bp and b′p. Finally Smart applied a
sieving process, while Wildanger utilized his enumeration algorithm described
in [Evertse and Győry (2015), chap. 5] for finding the solutions bp, b′p under
the obtained bounds. Wildanger used his algorithm to solve index form equa-
tions in normal number fields L with unit rank not exceeding 10. In particular,
he completely solved equation (7.2) for I = 1 in all cyclotomic fields of degree
at most 12.

It was pointed out in [Evertse and Győry (2015), chap. 5] that to solve equa-
tions of the form (7.1.2) the size of r, that is the unit rank of N resp. L(i)L( j)L(k),
is crucial. Combining the method of proof of Theorem 6.1.1 with the general
algorithm described in [Evertse and Győry (2015), chap. 5], equation (7.1)
resp. (7.2) can be solved if the unit rank of N resp. L(i)L( j)L(k) is not greater than
12. However, this unit rank can attain the values n!− 1 and n(n− 1)(n− 2)− 1,
according as (7.1.2) is considered in N or in L(i)L( j)L(k). For n > 3, these values
are, however, beyond the applicability of the enumeration algorithm for finding
the small solutions of (7.1.2).

The proof of Theorem 6.1.2 provides a considerable refinement of the gen-
eral approach by reducing equation (7.1) resp. (7.2) to unit equations having
much fewer unknown exponents. The first step is to transform (7.1) resp. (7.2)
into another, more convenient form. Then, if N is ‘small’ in the sense defined in
Section 6.1, Dirichlet’s unit theorem implies that, in (7.1.2), r ≤ n(n− 1)/2− 1
holds. When N is ‘large’, then for each distinct i, j with 1 ≤ i, j ≤ n, εi j in
(7.1.1) is a unit in the subfield Li j of L(i)L( j), defined in Section 6.1. We recall
that Li j is of degree at most n(n−1)/2 overQ. It was shown in the proof of The-
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orem 6.1.2 that in this case it suffices to deal with those equations (7.1.1) for
which there is a σ ∈ G such that σ(εi j) = εik. First assume that Li j and L jk are
not conjugate. Then taking appropriate systems of fundamental units µ1, . . . , µs

and ν1, . . . , νt in Li j and L jk, respectively, we can write equation (7.1.1) in the
form

δ′′ki

s∏
p=1

(
σ(µp)/µp

)bp
+ δ′′jk

 s∏
p=1

µ
−bp
p


 t∏

q=1

ν
b′q
q

 = −δi j

with suitable δ′′ki, δ
′′
jk and with unknown exponents bp, b′q. Then it follows from

(6.3.13) that s + t ≤ n(n−1)/2−2, that is the number of unknown exponents is
indeed much fewer than in the proofs of Smart, Wildanger and in that of The-
orem 6.1.1. This situation becomes even simpler if Li j and L jk are conjugate,
say τ(Li j) = L jk for some τ ∈ G. This is always the case when G is doubly
transitive. Then we infer from (7.1.1) that

δ′′ki

s∏
p=1

(
σ(µp)/µp

)bp
+ δ′′jk

s∏
p=1

(
τ(µp)/µp

)bp
= −δi j

where s ≤ n(n − 1)/2 − 1. This means that independently of the fact that N is
‘large’ or not, it suffices to solve unit equations having at most n(n − 1)/2 − 1
unknown exponents.

In concrete cases one can use the corresponding argument from the proof
of Theorem 6.1.2 to find a minimal set of unit equations which have to be
solved. If in particular n ≥ 5 and G = S n or An then it is enough to solve
a single unit equation of the form (7.1.1) because in these cases there is only
one Galois orbit of the unit equations under consideration. If the corresponding
unit equations are already solved, then we can determine the possible values
of εi j/ε1,2 for each distinct i and j. Then ε1,2 can be easily determined from
(7.1) resp. (7.2) and the solutions x2, . . . , xn of (7.1) resp. (7.2) can be found
by solving the arising systems of linear equations as in the proofs of Theorems
6.1.1 and 6.1.2.

The combination of the above-presented refinement of the general approach
and the general method described in [Evertse and Győry (2015), chap. 5]) pro-
vides a general algorithm for solving (7.1) resp. (7.2) in any number field L
for which n ≤ 5 or the unit rank of N is at most 12, provided that |DL| and |D|
resp. I are not too large. Following [Gaál and Győry (1999)], we give below a
detailed presentation of this algorithm in quintic number fields.

In [Bilu, Gaál and Győry (2004)], the authors extended the applicability of
the general algorithm by refining the enumeration procedure for finding the
small solutions of the arising unit equations. This refinement enabled them to
solve equation (7.2) for n = 6, even in the most difficult case when L is totally
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real and the Galois group is S 6. In this case the corresponding equations of the
form (7.1.2) have 14 unknown exponents while the unit rank of N is 6! − 1.
Then the CPU time was, however, far longer than in the lower degree cases, it
was about 5 months. For n = 7, in the most difficult situation the number of
unknown exponents can attain 20 which is already beyond the applicability of
the presently known algorithms for solving unit equations.

7.1.1 Quintic number fields

Let L be a quintic number field and N the normal closure of L over Q. Then
the general index form equation (7.2) takes the form

I(x2, . . . , x5) = ±I in x2, . . . , x5 ∈ Z, (7.1.3)

where I is a positive integer and I(X2, . . . , X5) is the index form corresponding
to an integral basis {1, ω2, . . . , ω5} of L.

The possible Galois group of L is C5 (the cyclic group), D5 (the dihedral
group of order 10), M20 (the metacyclic group of degree 5), A5 or S 5; cf. [Co-
hen (1993)]. By a theorem of M. N. Gras [Gras (1986)], (7.1.3) has no solution
for I = 1 and for Galois group C5, except for the case when L is the maximal
real subfield of the 11th cyclotomic field. The cardinalities of the groups C5

and D5 do not exceed 10, hence in these cases equation (7.1.3) leads, in the
normal closure of L, to unit equations of the form (7.1.2) with r ≤ 9. Then the
algorithm presented in [Evertse and Győry (2015), chap. 5] can be applied to
find all solutions of the unit equations under consideration, whence the com-
plete solution of (7.1.3) easily follows.

Following [Gaál and Győry (1999)] we consider (7.1.3) in the most diffi-
cult case when L is totally real and has Galois group M20, A5 or S 5. With the
terminology of Chapter 6 this means that N is “large”. As an illustration of
the method all solutions of the corresponding index form equation (7.1.3) are
calculated for I = 1 in a totally real quintic field with Galois group S 5.

Reduction to unit equations. In what follows, we suppose that L is a totally
real quintic field with ring of integers OL, discriminant DL and with Galois
group M20, A5 or S 5. Let ξ be an integral generator of L with conjugates ξ(1) =

ξ, ξ(2), . . . , ξ(5) over Q. We set L(i) = Q
(
ξ(i)

)
for i = 1, . . . , 5.

As in the proof of Theorem 6.1.2, we first transform (7.1.3) into a more
convenient form using Lemma 6.3.1. We recall that for l(X) = ω2X2+· · ·+ω5X5

DL/Q(l(X)) = I2(X2, . . . , X5)DL (7.1.4)
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holds. We set I0 = I(ξ). For each solution x = (x2, . . . , x5) of (7.1.3), we have

I0l(x) = y1 + ξy2 + · · · + ξ4y5 = l̃(y) (7.1.5)

with some y = (y1, y2, . . . , y5) ∈ Z5. We are going to determine y2, . . . , y5.
After having all solutions y2, . . . , y5, the corresponding x2, . . . , x5 can be easily
determined by using the representations

ωi =
ai1 + ai2ξ + · · · + ai5ξ

4

I0
, i = 2, . . . , 5,

where ai j are appropriate rational integers. Putting

l̃i j(Y) = l̃(i)(Y) − l̃( j)(Y)

for distinct i, j with 1 ≤ i, j ≤ 5 and using (7.1.4), (7.1.5), equation (7.1.3)
leads to the equation∏

1 ≤ i, j ≤ 5
i , j

l̃i j(y) = I20
0 I2DL in y = (y2, . . . , y5) ∈ Z4. (7.1.6)

Consider the subfield Li, j = Q
(
ξ(i) + ξ( j), ξ(i)ξ( j)

)
of L(i)L( j). The groups M20,

A5 and S 5 being doubly transitive, the field L(i)L( j) is of degree 5 · 4 = 20 over
Q. The elements of Li, j remain fixed under the action (i, j) → ( j, i) of the
Galois group. Hence Li, j is a proper subfield of L(i)L( j). Since Q

(
ξ(i), ξ( j)

)
is a

quadratic extension of Li, j, in our case Li, j is of degree 10 over Q. But Li, j is
totally real, thus the unit rank of Li, j is 9.

Let λ(i, j) denote the conjugate of any λ = λ(1,2) ∈ L1,2 corresponding to
ξ(i) + ξ( j), ξ(i)ξ( j) (1 ≤ i < j ≤ 5), and for simplicity let λ( j,i) = λ(i, j). We infer
from (7.1.5) that for each solution y = (y2, . . . , y5) of (7.1.6)

δ =
l̃1,2(y)

ξ(1) − ξ(2) (7.1.7)

is an integer in the field L1,2. In view of (7.1.5), equation (7.1.6) can be written
in the form ∏

1≤i< j≤5

δ(i, j) = ±I9
0 I.

This is a norm equation in L1,2. Thus there exists an integer γ of norm ±I9
0 I

and a unit η in L1,2 such that

δ(i, j) = γ(i, j)η(i, j) (7.1.8)

for any i, j with 1 ≤ i < j ≤ 5. We note that the following computations must
be performed for a complete set of non-associate elements γ of norm ±I9

0 I.
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For any distinct i, j, k we have

l̃i j(Y) + l̃ jk(Y) + l̃ki(Y) = 0. (7.1.9)

Put

α(i jk) =
γ(i, j)

(
ξ(i) − ξ( j)

)
γ(i,k) (ξ(i) − ξ(k)) . (7.1.10)

Let {ε1, . . . , ε9} be a set of fundamental units in L1,2. Then there are rational
integer exponents b1, . . . , b9 such that

η(i, j) = ±
(
ε

(i, j)
1

)b1
· · ·

(
ε

(i, j)
9

)b9

for any (i, j) with 1 ≤ i < j ≤ 5. Let

ν
(i jk)
r = ε

(i, j)
r /ε(i,k)

r for r = 1, . . . , 9. (7.1.11)

Then, using (7.1.5), (7.1.7), (7.1.8), (7.1.10) and (7.1.11) we deduce from
(7.1.9) that

α(i jk)
9∏

r=1

(
ν

(i jk)
r

)br
+ α(k ji)

9∏
r=1

(
ν

(k ji)
r

)br
= 1. (7.1.12)

We shall now adapt the algorithm presented in [Evertse and Győry (2015),
chap. 5] for equation (7.1.12), using the special feature of (7.1.12).

Application of Baker-type estimates. We follow [Gaál and Győry (1999)].
Their approach is based on the following estimate of Baker and Wüstholz
[Baker and Wüstholz (1993), Theorem]. We choose the principal value of the
logarithm, with |Im log z| ≤ π for z ∈ C \ {0}.

Theorem 7.1.1 Let α1, . . . , αn (n ≥ 2) be non-zero complex algebraic num-
bers with [Q(α1, . . . , αn) : Q] = d, and let b1, . . . , bn be rational integers such
that

Λ := b1 logα1 + · · · + bn logαn , 0.

Then

log |Λ| ≥ −C(n, d)h′(α1) · · · h′(αn) log B,

where

h′(αi) := max
(
h(αi),

1
d
| logαi|,

1
d

)
for i = 1, . . . , d,

B := max(|b1|, . . . , |bn|, e),

C(n, d) := 18(n + 1)! · nn+1(32d)n+2 log(2nd).
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Matveev [Matveev (2000)] obtained a sharper lower bound, with C(n, d) of
the shape (cd)c′n where c, c′ are effectively computable absolute constants. This
sharper version does not lead to a speed-up of our algorithm.

We keep the notation from the previous section. Putting

µ(i jk) =

9∏
r=1

(
ν

(i jk)
r

)br
, (7.1.13)

we infer that
9∑

r=1

br log
∣∣∣∣ν(i jk)

r

∣∣∣∣ = log
∣∣∣µ(i jk)

∣∣∣ . (7.1.14)

The column vectors of the 60 × 9 matrix(
log

∣∣∣∣ν(i jk)
r

∣∣∣∣)
1≤i, j,k≤5,1≤r≤9

(7.1.15)

are linearly independent, where all distinct indices i, j, k between 1 and 5 are
considered. This follows by using the facts that all 9th order minors of the

10 × 9 matrix
(
log

∣∣∣∣ε(i, j)
r

∣∣∣∣)
1≤i< j≤5,1≤r≤9

are different from zero and that the sum

of the row vectors of this matrix is the zero vector. We can now select nine
triples (i, j, k) such that the left hand sides of the corresponding linear equations
in (7.1.14) are linearly independent. Let M be the 9 × 9 matrix composed of
these coefficients. Let (i0, j0, k0) denote the triple (i, j, k) for which

∣∣∣log
∣∣∣µ(i jk)

∣∣∣∣∣∣
attains its maximum. Then multiplying by the inverse M−1 of M we can express
b1, . . . , b9 and we conclude that

B = max
1≤r≤9

|br | ≤ c1
∣∣∣log

∣∣∣µ(i0 j0k0)
∣∣∣∣∣∣ , (7.1.16)

where c1 is the row norm of M−1, that is the maximum sum of the absolute
values of the elements in the rows of M−1. Note that the nine equations should
be selected so that c1 becomes as small as possible. Now if

∣∣∣µ(i0 j0k0)
∣∣∣ < 1 then

log
∣∣∣µ(i0 j0k0)

∣∣∣ ≤ −B/c1, and if
∣∣∣µ(i0 j0k0)

∣∣∣ > 1 then the same holds for µ(i0k0 j0) =

1/µ(i0 j0k0). Thus we conclude that
∣∣∣µ(i0 j0k0)

∣∣∣ is small for a certain triple (i0, j0, k0).
In what follows, for simplicity we omit the subindices, that is we assume that

log
∣∣∣µ(i jk)

∣∣∣ ≤ −B/c1. (7.1.17)

Set c2 =
∣∣∣α(i jk)

∣∣∣. Then using (7.1.14), (7.1.16) and the inequality
∣∣∣log z

∣∣∣ ≤
2 |z − 1| which holds for |z − 1| < 0.795 we deduce from (7.1.12) that∣∣∣∣∣∣∣log

∣∣∣α(k ji)
∣∣∣ +

9∑
r=1

br log
∣∣∣∣ν(k ji)

r

∣∣∣∣
∣∣∣∣∣∣∣ ≤ 2c2 exp (−B/c1) , (7.1.18)

provided that the right hand side is < 0.795. This may be assumed because
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otherwise we get a much better upper bound for B. In our example the terms
in the above linear form in logarithms are linearly independent over Q, and in
[Gaál and Győry (1999)] Theorem 7.1.1 was used to get a lower estimate of
the form ∣∣∣∣∣∣∣log

∣∣∣α(k ji)
∣∣∣ +

9∑
r=1

br log
∣∣∣∣ν(k ji)

r

∣∣∣∣
∣∣∣∣∣∣∣ > exp

{
−C0 log B

}
(7.1.19)

with a large constant C0. Comparing the upper and lower estimates for the
above linear form we obtain an upper bound B0 for B.

We note that here, instead of Theorem 7.1.1, we could have used the estimate
from [Matveev (2000)] to prove (7.1.19) with a constant C1 which is smaller
than C0. Together with (7.1.12) and (7.1.17) this would yield a slightly better
upper bound for B. This improvement would be, however, irrelevant for our
purpose because in numerical cases B can be drastically reduced by means of
the LLL-algorithm.

Reduction of the bounds. We first explain the notion of an LLL-reduced basis,
and then discuss our reduction method.

Here, a lattice in Rn is an additive subgroup of Rn of the shape

L = {z1a1 + · · · + ztat : z1, . . . , zt ∈ Z}

where 1 ≤ t ≤ n and a1, . . . , at are linearly independent vectors in Rn. We
call t the dimension of L and a1, . . . , at a basis of L (here the ordering of
these vectors matters). A.J. Lenstra, H.W. Lenstra Jr. and L.Lovász introduced
in [Lenstra, Lenstra and Lovász (1982)] what is nowadays called an LLL-
reduced basis of a lattice. They proved that every lattice in Rn has such a basis.
Further, they developed a very practical algorithm (nowadays called the LLL-
algorithm), which from any lattice given by a basis computes a reduced basis
of this lattice. (In fact, Lenstra, Lenstra and Lovász formally stated their results
only for lattices of maximal rank n, but the generalization to arbitrary lattices
is implicit in their proof; see also [Pohst (1993)]. For extensive details, with
a description of the algorithm and a run-time analysis, we refer to [Lenstra,
Lenstra and Lovász (1982)].

We recall the definition of an LLL-reduced basis of a lattice. We use the
standard inner product and Euclidean norm on Rn, given by

〈a,b〉 :=
n∑

i=1

aibi, ‖a‖ := 〈a, a〉1/2

for a = (a1, . . . , an), b = (b1, . . . , bn) ∈ Rn.
Let L be a t-dimensional lattice in Rn with basis a1, . . . , at. By means of
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the Gram-Schmidt orthogonalization process one obtains an orthogonal basis
a∗1, . . . , a

∗
t of the vector space spanned by a1, . . . , at which is defined induc-

tively by

a∗i = ai −

i−1∑
j=1

µi ja∗j , 1 ≤ i ≤ t, (7.1.20)

where

µi j = 〈ai, a∗j〉 / ‖a
∗
j‖

2, 1 ≤ j < i ≤ t. (7.1.21)

Definition 7.1.2 A basis a1, . . . , at of a lattice L inRn is called LLL-reduced
if a1, . . . , at and the vectors a∗1, . . . , a

∗
t of the corresponding orthogonal basis

satisfy

|µi j| ≤
1
2
, 1 ≤ j < i ≤ t (7.1.22)

and

‖a∗i + µi,i−1a∗i−1‖
2 ≥

3
4
‖a∗i−1‖

2, 1 < i ≤ t. (7.1.23)

�

Clearly, (7.1.23) can be rewritten as

‖a∗i ‖
2 ≥

(
3
4
− µ2

i,i−1

)
‖a∗i−1‖

2.

LLL-reduced bases have several useful properties. What is of particular im-
portance is that the first vector a1 of an LLL-reduced basis of a lattice L is not
much larger than the shortest non-zero vector in L .

Proposition 7.1.3 Let a1, . . . , at be an LLL-reduced basis of a lattice L in Rn

with associated orthogonal basis a∗1, . . . , a
∗
t defined in (7.1.20). Then we have

‖a1‖
2 ≤ 2t−1‖x‖2 for every x ∈ L \ {0}.

Proof See [Lenstra, Lenstra and Lovász (1982)] for t = n, and [Pohst (1993)]
in the case 2 ≤ t ≤ n. �

We now explain our method to reduce the upper bound for B in (7.1.18).
Notice that (7.1.18) is of the form

|b1ϑ1 + · · · + btϑt | < c3 exp {−c4B} , (7.1.24)

where ϑ1, . . . , ϑt are logarithms of some non-zero algebraic numbers, c3, c4 are
given explicit positive constants, and b1, . . . , bt are unknown rational integers
such that

0 < max (|b1|, . . . , |bt |) ≤ B and B ≤ B0
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with some explicit constant B0.
We want to substantially reduce this upper bound B0 in the following way.

Consider the inequality (7.1.24), where ϑ1, . . . , ϑt are real or complex numbers.
Denote by L the t-dimensional lattice spanned by the columns of the (t+2)× t
matrix



1 0 · · · 0
0 1 · · · 0
...

...
...

0 0 · · · 1
CRe(ϑ1) CRe(ϑ2) · · · CRe(ϑt)
CIm(ϑ1) CIm(ϑ2) · · · CIm(ϑt)


where C is a large constant to be specified in numerical cases. The last row can
be omitted if ϑ1, . . . , ϑt are all reals. Using the LLL-algorithm we can compute
an LLL-reduced basis of L . Let a1 denote the first vector of this basis.

Lemma 7.1.4 If in (7.1.24) maxi |bi| ≤ B ≤ B0 and

‖a1‖ ≥
√

(t + 1)2t−1B0, (7.1.25)

then

B ≤
log C + log c3 − log B0

c4
. (7.1.26)

This is a slight extension of a result of [Gaál and Pohst (2002)] where it is
assumed that maxi |bi| = B instead of ≤ B. Our version is more conveniently
applicable to (7.1.18).

Proof Following the proof of [Gaál and Pohst (2002), Lemma 1], we denote
by a0 the shortest non-zero vector in L . Then it follows from Proposition 7.1.3
that ‖a1‖

2 ≤ 2t−1‖a0‖
2. Using (7.1.24) and the assumptions of our lemma, we

infer that

21−t
(
(t + 1)2t−1B2

0

)
≤ 21−t‖a1‖

2 ≤ ‖a0‖
2 ≤ tB2

0 + C2c2
3 exp {−2c4B} .

This gives

B0 ≤ Cc3 exp {−c4B} ,

whence (7.1.26) follows. �

We note that if in (7.1.24) the numbers ϑ1, . . . , ϑt are linearly dependent over
Q, then the number of unknowns can be reduced and we can apply Lemma
7.1.4 to a lower dimensional lattice.
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We expect our Lemma 7.1.4 to reduce our upper bound B0 for B, because it
is believed that the logarithms of algebraic numbers behave as random complex
numbers. To ensure (7.1.25) we have to choose C sufficiently large. A suitable
value of C is usually of magnitude Bt

0. Then the bound B0 is reduced almost to
its logarithm. If Lemma 7.1.4 does not reduce our upper bound, a larger C can
be chosen and we repeat the procedure.

We apply Lemma 7.1.4 to (7.1.18) as follows. Consider the lattice L spanned
by the columns of the 11 × 10 matrix

1 0 · · · 0
0 1 · · · 0
...

... · · ·
...

0 0 · · · 1
C log

∣∣∣α(k ji)
∣∣∣ C log

∣∣∣∣ν(k ji)
1

∣∣∣∣ · · · C log
∣∣∣∣ν(k ji)

9

∣∣∣∣


where C is a large constant which will be specified later. Denote by a1 the first
vector of an LLL-reduced basis of L . Then Lemma 7.1.4 gives that if

‖a1‖ >
√

11 · 29/2B0, (7.1.27)

then for all solutions (b1, . . . , b9) ∈ Z9 of the inequality (7.1.18) we have

B ≤ c1
(
log C + log(2c2) − log B0

)
.

We note that if in the linear form in (7.1.18) the terms are linearly dependent
over Q then, as was remarked above on (7.1.24), we have to use Lemma 7.1.4
for a lower dimensional lattice and we can reduce the number of variables.

The reduction procedure has to be performed for all possible triples (k, j, i).
Since (k, j, i) and (k, i, j) give the same linear form, we have to consider 30
cases.

To ensure (7.1.27) we have to take C large enough, usually B10
0 is suitable.

We apply Lemma 7.1.4 repeatedly. After 4 − 5 steps the procedure does not
yield an improvement anymore. In our example the final reduced bound was
133. It was especially hard to perform the first reduction step, where it was
needed to take C = 10900 and use an accuracy of 1300 digits.

Final enumeration. In this section we present an enumeration method to find
those solutions (b1, . . . , b9) ∈ Z9 of the unit equation (7.1.12) for which B =

maxr |br | ≤ BR. Here BR denotes the reduced bound obtained in the last step of
the reduction algorithm.

For a triple I = (i, j, k) of distinct indices 1 ≤ i, j, k ≤ 5 set

α(I) = α(i jk), µ(I) = µ(i jk), ν(I)
r = ν

(i jk)
r for r = 1, . . . , 9. (7.1.28)
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Further, let

β(I) = α(I) · µ(I). (7.1.29)

Then the unit equation (7.1.12) can be written in the form

β(I) + β(I′) = 1 (7.1.30)

where I′ = (k, j, i).
Let I = (I1, . . . , Iq) be a set of triples I with the following properties:

1. if (i, j, k) ∈ I then either (k, i, j) ∈ I or (k, j, i) ∈ I ,
2. if (i, j, k) ∈ I then either ( j, k, i) ∈ I or ( j, i, k) ∈ I ,

3. the vectors er =

(
log

∣∣∣ν(I1)
r

∣∣∣ , . . . , log
∣∣∣∣ν(Iq)

r

∣∣∣∣)T
for r = 1, . . . , 9 are linearly in-

dependent.

Since the matrix (7.1.15) is of rank 9, taking sufficiently many triples, the
last condition can be satisfied. Note that choosing a minimal set of triples sat-
isfying the above conditions reduces the amount of necessary computations
considerably. Set

a =
(
log

∣∣∣α(I1)
∣∣∣ , . . . , log

∣∣∣α(Iq)
∣∣∣)T

, b =
(
log

∣∣∣β(I1)
∣∣∣ , . . . , log

∣∣∣β(Iq)
∣∣∣)T

.

By our notation we have

b = a + b1e1 + · · · + b9e9. (7.1.31)

Recalling that BR denotes the reduced bound obtained in the previous sec-
tion, we set

log H0 = max
I∈I

∣∣∣log
∣∣∣α(I)

∣∣∣∣∣∣ + BR

9∑
r=1

∣∣∣log
∣∣∣ν(I)

r

∣∣∣∣∣∣ .
Then in view of our notation (7.1.13), (7.1.28) and (7.1.29), we have

1/H0 ≤
∣∣∣β(I)

∣∣∣ ∈ H0 (7.1.32)

for any triple I = (i, j, k) ∈ I .
The following lemma (cf. [Gaál and Pohst (2002)]) describes how we can

replace H0 in (7.1.32) by a smaller constant.

Lemma 7.1.5 Let 2 < h < H be given constants and assume that

1/H ≤
∣∣∣β(I)

∣∣∣ ≤ H for all I ∈ I .

Then either

1/h ≤
∣∣∣β(I)

∣∣∣ ≤ h for all I ∈ I (7.1.33)
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or there is an I = (i, j, k) ∈ I with∣∣∣β(I) − 1
∣∣∣ ≤ 1/(h − 1).

Since our notation is somewhat different from that of [Gaál and Pohst (2002)]
we repeat here the proof of this lemma.

Proof Assume that the triple (i, j, k) ∈ I violates (7.1.33). Then either 1/H ≤∣∣∣β(i jk)
∣∣∣ ≤ 1/h, which by (7.1.30) implies∣∣∣β(k ji) − 1

∣∣∣ ≤ 1/h, (7.1.34)

or h ≤
∣∣∣β(i jk)

∣∣∣ ≤ H, whence∣∣∣β( jki) − 1
∣∣∣ =

∣∣∣β(ik j)
∣∣∣ =

∣∣∣1/β(i jk)
∣∣∣ ≤ 1/h.

Note that if the triple (k, j, i) is not in I , but (k, i, j) ∈ I , then using β(ki j) =

1/β(k ji), by (7.1.34) we have∣∣∣β(ki j) − 1
∣∣∣ ≤ 1/(h − 1),

and we can proceed similarly if the triple ( j, k, i) is not in I , but ( j, i, k) ∈
I . �

Summarizing, the constant H can be replaced by the smaller constant h if
for each q0 (1 ≤ q0 ≤ q) we enumerate directly the set Hq0 of those exponents
b1, . . . , b9 for which

1/H ≤
∣∣∣β(I)

∣∣∣ ≤ H for all I ∈ I and
∣∣∣β(Iq0 ) − 1

∣∣∣ ≤ 1/(h − 1). (7.1.35)

We now describe the enumeration of the set Hq0 in detail, this being the critical
step of the algorithm. Assume that 2 < h < H and set

λp =

{
1/ log H for p , q0, 1 ≤ p ≤ q,
1/ log h−1

h−2 for p = q0.

Further, set

ϕq0 (b) =
(
λ1 log

∣∣∣β(I1)
∣∣∣ , . . . , λq log

∣∣∣β(Iq)
∣∣∣)T

,

ϕq0 (a) =
(
λ1 log

∣∣∣α(I1)
∣∣∣ , . . . , λq log

∣∣∣α(Iq)
∣∣∣)T

,

ϕq0 (er) =

(
λ1 log

∣∣∣ν(I1)
r

∣∣∣ , . . . , λq log
∣∣∣∣ν(Iq)

r

∣∣∣∣)T
for r = 1, . . . , 9.

Since e1, . . . , e9 are linearly independent, so are the images ϕq0 (e1), . . . , ϕq0 (e9)
as well, and (7.1.31) implies that

ϕq0 (b) = ϕq0 (a) + b1ϕq0 (e1) + · · · + b9ϕq0 (e9).
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We deduce from (7.1.35) that

∣∣∣log
∣∣∣β(Ip)

∣∣∣∣∣∣ ≤ {
log H if p , q0,

log h−1
h−2 if p = q0.

Consequently, for the Euclidean norm of the vector ϕq0 (b) we have

‖ϕq0 (a) + b1ϕq0 (e1) + · · · + b9ϕq0 (eq)‖2

= ‖ϕq0 (b)‖2 =

q∑
p=1

λ2
p log2

∣∣∣β(Ip)
∣∣∣ ≤ q. (7.1.36)

Thus we have shown that for any (b1, . . . , b9) ∈ Hq0 the inequality (7.1.36)
holds. This inequality defines an ellipsoid. The lattice points contained in this
ellipsoid can be enumerated by using the “improved” version of the algorithm
of [Fincke and Pohst (1983)] which is usually very fast.

We note that if the vector a is linearly dependent on e1, . . . , e9 over R, that
is if

a = d1e1 + · · · + d9e9

for certain real numbers d1, . . . , d9, then in view of (7.1.36) we have to enu-
merate the solutions of the form yr = br + dr (1 ≤ r ≤ 9) in the ellipsoid

‖y1ϕq0 (e1) + · · · + y9ϕq0 (e9)‖2 ≤ q,

and from the values of yr the br can be determined. This makes a bit more
complicated some process involved in the Fincke-Pohst algorithm.

Applying the above procedure we choose suitable constants H0 > H1 >

· · · > Hk. In each step we take H = Hi, h = Hi+1 and enumerate the lat-
tice points in the corresponding ellipsoids. The initial constant is given by the
reduced bound (7.1.32). The last constant Hk should be made as small as pos-
sible, so that the exponents with

1/Hk ≤
∣∣∣β(I)

∣∣∣ ≤ Hk for all I ∈ I (7.1.37)

can be easily enumerated. Observe that the set defined by (7.1.37) is also con-
tained in an ellipsoid, namely, by (7.1.31) we have in Rq

‖a + b1e1 + · · · + b9e9‖
2 = ‖b‖2 ≤ q

(
log Hk

)2 . (7.1.38)

In applications H0 is usually very large, it is about 101000. By experience in
the first step H1 can be much smaller than H0; see also our Example 7.1.1.

Sieving and test. As we shall see in the next section, in our example the num-
ber of exponent vectors (b1, . . . , b9) we have to enumerate is still very large.
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Hence it seems to be economical to insert a very simple modular test to elimi-
nate almost all of these vectors.

First a prime p, relatively prime to I and DL/Q(ξ) can be calculated such that
the defining polynomial f (X) of the generator ξ of L splits completely mod p,
that is

f (X) = (X − t1)(X − t2)(X − t3)(X − t4)(X − t5) (mod p)

with rational integers t1, . . . , t5. Hence t1, . . . , t5 can be indexed so that for some
prime ideal p above p of the ring of integers of N, the normal closure of L over
Q, the congruence

ξ(i) ≡ ti (mod p)

holds for each conjugate ξ(i) of ξ (1 ≤ i ≤ 5). Then one can calculate rational
integers m(i jk), n(i jk)

r (r = 1, . . . , 9) for each triple (i, j, k) of distinct indices
1 ≤ i, j, k ≤ 5 such that

α(i jk) ≡ m(i jk) (mod p)

and

ν
(i jk)
r ≡ n(i jk)

r (mod p) (1 ≤ r ≤ 9).

Now equation (7.1.12) implies

m(i jk)
9∏

r=1

(
n(i jk)

r

)br
+ m(k ji)

9∏
r=1

(
n(k ji)

r

)br
≡ 1 (mod p),

a congruence which is easy and fast to test even for large exponents. In our
example only very few exponent vectors survived this test, and usually they
were solutions of (7.1.12).

Finding the solutions of (7.1.3). In our case the Galois group is doubly tran-
sitive. Hence it is enough to solve a single unit equation (7.1.12), say for i = 1,
j = 2, k = 3. Indeed, if (7.1.12) is already solved in b1, . . . , b9 for this choice
of i, j, k, then we consider the system of linear equations

l̃1 j(y) = ±
(
ξ(1) − ξ( j)

)
γ(1, j)

9∏
r=1

(
ε

(1, j)
r

)br
(7.1.39)

in y = (y2, . . . , y5) for j = 2, 3, 4 and 5. These linear equations are conjugate
to each other over Q. The linear forms l̃1 j(Y), j = 2, . . . , 5, being linearly
independent, (7.1.39) enables us to determine the unknowns y = (y2, . . . , y5)
from the exponent vectors (b1, . . . , b9) obtained, and hence equation (7.1.3)
can be completely solved via (7.1.5) and its conjugates over Q.
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7.1.2 Examples

Using the algorithm presented above, in [Gaál and Győry (1999)] the authors
solved equation (7.1.3) for I = 1, that is, they computed all power integral
bases in two totally real quintic fields with Galois group S 5. The method was
implemented in MAPLE. The defining polynomials, integral bases and fun-
damental units were computed by the KANT package; see [Daberkow et al.
(1997)]. In this section we first present one of these examples and reproduce
the computational experiences.

Example 7.1.1 [Gaál and Győry (1999)]. Consider the totally real quintic field
L = Q(ξ) where ξ is defined by the polynomial

f (x) = x5 − 5x3 + x2 + 3x − 1.

This field has discriminant DL = 24217 = 61 · 397, Galois group S 5, and

ω1 = 1, ω2 = ξ, ω3 = ξ2, ω4 = ξ3, ω5 = ξ4 (7.1.40)

is an integral basis. The element ξ(1) + ξ(2) is defined by the polynomial

g(x) = x10 − 15x8 + x7 + 66x6 + x5 − 96x4 − 7x3 + 37x2 + 12x + 1.

The field L1,2 = Q
(
ξ(1) + ξ(2), ξ(1)ξ(2)

)
is generated by % = ξ(1) + ξ(2) only. An

integral basis of L1,2 is{
1, %, %2, %3, %4, %5, %6, %7, %8,

(9 + 27% + 43%2 + 20%3 + 37%4 + 5%5 + 32%6 + 3%7 + 26%8 + %9)/47
}

and the discriminant of L1,2 is DL1,2 = 613 · 3973. The coefficients of the funda-
mental units of L1,2 with respect to the above integral basis are

(21, 107, 192, −5, −120, −40, 84, 20, 30, −60)
(16, 99, 139, −56, −113, −7, 56, 9, 14, −30)
(10, 4, 65, 197, 85, −110, 56, 34, 50, −90)
(21, 35, 196, 346, 94, −206, 129, 66, 97, −177)

(0, −53, −31, 200, 145, −90, 14, 24, 35, −60)
(8, 24, 40, 33, −1, −27, 25, 10, 15, −28)

(15, 13, 118, 248, 78, −143, 84, 45, 66, −120)
(0, 1, 0, 0, 0, 0, 0, 0, 0, 0)
(4, 19, 42, 0, −26, −8, 17, 4, 6, −12)

Note that the element ξ(1)ξ(2) has coefficients

(−26,−26,−197,−410,−130, 238,−140,−75,−110, 200)
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in the above integral basis of L1,2.
Baker’s method gave the bound B0 = 1082 for B. This bound was reduced

according to the following table:

Step B0 C New bound

I 1082 10900 3196
II 3196 1055 205
III 205 1043 163
IV 163 2 · 1040 153
V 153 2 · 1035 133

In the first reduction step 1300 digits accuracy was used, in the following steps
100 digits were enough. As mentioned before, it was needed to perform the
reduction in 30 possible cases for the indices (k, j, i). The CPU time for the
first step was about 10 hours. The following steps took only some minutes.
The final reduced bound 133 gave H0 = 10691 (cf. (7.1.32)) to start the final
enumeration.

For the final enumeration the set of 15 ellipsoids defined by

I∗ = {(1, 2, 3), (2, 1, 3), (3, 1, 2), (1, 2, 4), (2, 1, 4), (4, 1, 2), (1, 2, 5),

(2, 1, 5), (5, 1, 2), (1, 3, 4), (3, 1, 4), (4, 1, 3), (3, 4, 5), (4, 5, 3), (5, 3, 4)}

was used. Parallel to the enumeration, sieving modulo p = 3329 was carried
out, which was suitable since

f (x) ≡ (x + 1752)(x + 1067)(x + 1695)(x + 379)(x + 1765) (mod 3329).

In the following table we summarize the final enumeration using the ellip-
soid method. In the table we display H, h, the approximate number of expo-
nent vectors (b1, . . . , b9) enumerated in the 15 ellipsoids, and the number of
the exponent vectors that survived the modular test. The last line represents
the enumeration of the single ellipsoid (7.1.38)

Step H h Enumerated Survived

I 10691 1050 0 0
II 1050 1020 0 0
III 1020 1010 15 · 5000 94
IV 1010 108 15 · 1900 39
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Step H h Enumerated Survived

V 108 106 15 · 30000 532
VI 106 105 15 · 30000 563
VII 105 104 15 · 72000 1413
VIII 10000 2500 15 · 50000 946
IX 2500 500 15 · 66000 1300
X 500 100 15 · 53000 1032
XI 100 0 1792512 2135

Steps I-II were very fast, then III-IV took about one hour, V-X about two
hours each. The last step XI was again very time consuming, taking about 8
hours CPU time. It is likely that using a finer splitting of the interval the CPU
time can be slightly improved, but at least 8 hours of CPU time is necessary.

From the surviving exponent vectors all the solutions of the index form
equation corresponding to the basis (7.1.40) were calculated:

(x2, x3, x4, x5) = (0, 1, 0, 0), (0, 2, 1,−1), (0, 4, 0,−1), (0, 5, 0,−1),

(1,−5, 0, 1), (1,−4, 0, 1), (1,−1, 0, 0), (1, 0, 0, 0),

(1, 1,−2,−1), (1, 4, 0,−1), (2,−1,−1, 0), (2, 4,−1,−1),

(2, 9,−1,−2), (2, 15,−1,−3), (2, 10,−1,−2), (3, 4,−1,−1),

(3, 5,−1,−1), (3, 9,−1,−2), (3, 10,−1,−2), (3, 14,−1,−3),

(3, 18,−2,−4), (4,−1,−1, 0), (4, 0,−1, 0), (4, 5,−1,−1),

(4, 24,−2,−5), (4, 29,−2,−6), (5,−4,−1, 1), (5, 8,−2,−2),

(5, 33,−2,−7), (7, 5,−2,−1), (7, 9,−2,−2), (7, 14,−2,−3),

(9, 18,−3,−4), (11,−13,−2, 3), (12, 27,−4,−6), (17, 28,−6,−6),

(33, 30,−51,−26), (83, 170,−25,−39), (124, 246,−40,−55).

Note that if (x2, x3, x4, x5) is a solution, then so also is (−x2,−x3,−x4,−x5) but
we list only one of them.

Example 7.1.2 [Wildanger (2000)]. Using the general approach involving unit
equations of the form (7.1.2) in normal number fields, Wildanger [Wildanger
(2000)] solved equation (7.2) for I = 1 in a number of cyclotomic fields as well
as in their maximal real subfields. His algorithm was implemented in KANT,
[cf. Daberkow et al. (1997)].

Denote by Lm the m-th cyclotomic field and by L+
m its maximal real subfield.
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It suffices to consider the case when m . 2 (mod 4). It is known that for
these number fields equation (7.2) is solvable when I = 1. Moreover, the rings
of integers of Lm and L+

m are generated over Z by ζ = e2πi/m and ζ + ζ−1,
respectively. When m is an odd prime, each of α = ζ, ζ + ζ2 + · · ·+ ζ(m−1)/2 and
their conjugates generates the ring of integers of Lm over Z. Bremner [Bremner
(1988)] conjectured that up to Z-equivalence, there are no further integers
α in Lm having this property. Further, he showed that this is indeed the case
when m = 7. The conjecture is trivial for m = 3, and is proved in [Nagell
(1967)] for m = 5. Robertson [Robertson (1998)] established a criterion for
verifying Bremner’s conjecture for a regular prime m and used it to prove the
conjecture for odd primes m ≤ 23, m , 17. In [Robertson and Russel (2015)]
the conjecture was verified for the primes m = 29, 31 and 41.

Further, Robertson [Robertson (2001)] proved that the conjecture is true if m
is a power of 2. This provided the first example of number fields of arbitrarily
large degree for which all power integral bases are known. For a survey of
other partial results, we refer to [Ranieri (2010)] and [Robertson (2010)].

Combining the method of proof of Theorem 6.1.1 and a variant of the algo-
rithm described in [Evertse and Győry (2015), chap. 5], Wildanger [Wildanger
(2000)] confirmed Bremner’s conjecture, independently of Robertson, for each
prime m ≤ 23. Further, in case of Lm and L+

m he determined all the solutions of
(7.2) for I = 1 and for the below values of m. In all these cases the unit rank r
involved in the arising unit equations of the form (7.1.2) is at most 10.

For Lm and L+
m, denote by ILm (1) and IL+

m (1), respectively, the set of solu-
tions of (7.2) when I = 1, and let

∣∣∣ILm (1)
∣∣∣ and

∣∣∣IL+
m (1)

∣∣∣ be their cardinalities.
The following table given by Wildanger contains the values of

∣∣∣ILm (1)
∣∣∣ and∣∣∣IL+

m (1)
∣∣∣ for those m with m . 2 (mod 4) for which [Lm : Q] ≤ 12.

m [L+
m : Q]

∣∣∣IL+
m(1)

∣∣∣ [Lm : Q]
∣∣∣ILm(1)

∣∣∣
1 1 1 1 1
3 1 1 2 1
4 1 1 2 1
5 2 1 4 6
7 3 9 6 9
8 2 1 4 2
9 3 6 6 9

11 5 25 10 15
12 2 1 4 4
13 6 36 12 18
15 4 12 8 16
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m [L+
m : Q]

∣∣∣IL+
m(1)

∣∣∣ [Lm : Q]
∣∣∣ILm(1)

∣∣∣
16 4 6 8 4
20 4 10 8 8
21 6 30 12 24
24 4 6 8 8
28 6 15 12 12
36 6 15 12 12

7.2 Solving discriminant form and index form equations via
Thue equations

In this section we deal with the resolution of equations (7.1) and (7.2) in cubic
and quartic number fields. We recall that these equations are equivalent. As
will be seen, in the cubic case equation (7.1) resp. (7.2) can be reduced to a
cubic Thue equation while, in the quartic case, to a cubic and some quartic
Thue equations, that is to equations of the form

F(x, y) = m in x, y ∈ Z, (7.2.1)

where m is a non-zero integer and F ∈ Z[X,Y] is a binary form of degree 3
or 4 with pairwise non-proportional linear factors over Q. For solving concrete
Thue equations, general practical methods were developed in [Pethő and Schu-
lenberg (1987)] for m = 1, and in [Tzanakis and de Weger (1989)] for arbitrary
m. Later, these methods were made even more efficient in [Bilu and Hanrot
(1996, 1999)] and [Hanrot (1997)]. Their algorithms are based on Baker’s
method and certain reduction techniques. They have been implemented in cer-
tain subroutines of MAGMA (cf. [Bosma, Cannon and Playoust (1997)]) and
PARI (cf. [The PARI Group (2004)]). Nowadays it is a routine matter to solve
cubic and quartic Thue equations. Hence we possess an efficient algorithm
for solving discriminant form and index form equations in cubic and quartic
number fields. As was remarked earlier, this algorithm cannot be applied in
general to number fields L of degree n > 4, except for n = 6, 8, 9 when L has
a quadratic or cubic subfield; then (7.1) resp. (7.2) leads to relative cubic or
relative quartic Thue equations.

7.2.1 Cubic number fields

For cubic fields L, the index form equation (7.2) takes the form

I(x2, x3) = ±I in x2, x3 ∈ Z, (7.2.2)
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which is just a cubic Thue equation.
Gaál and Schulte [Gaál and Schulte (1989)] were the first to solve equation

(7.2.2) for I = 1 and for a great number of cubic fields. They determined all
power integral bases of cubic fields L with discriminants −300 ≤ DL ≤ 3137.
Their computations were later extended in [Schulte (1989, 1991)]. For further
numerical results, generalizations (e.g. to arbitrary I and the relative case) and
references, we refer to [Gaál (2002)].

7.2.2 Quartic number fields

For quartic fields an efficient and simple algorithm has been developed in
[Gaál, Pethő and Pohst (1993, 1996)]. They first reduced the problem to a cu-
bic Thue equation and a pair of ternary quadratic equations. Then the quadratic
equations were themselves reduced to quartic Thue equations. As was men-
tioned above, the arising Thue equations can be solved without difficulties.

Let L = Q(ξ) be a quartic number field, ξ an integral element of L, and
{1, ω2, ω3, ω4} an integral basis of L. Consider the index form equation

I(x2, x3, x4) = ±I in x2, x3, x4 ∈ Z, (7.2.3)

where I is a positive integer and I(X2, X3, X4) is the index form corresponding
to the integral basis under consideration. Denote by I0 the index of ξ. Then

I0(ω2, ω3, ω4)T = A
(
1, ξ, ξ2, ξ3

)T

for some 3×4 matrix A with rational integer entries. For any solution (x2, x3, x4)
of (7.2.3) put 

a
x
y
z

 = AT


x2

x3

x4

 . (7.2.4)

Then, by Lemma 6.3.1 and (7.2.4) we infer that equation (7.2.3) and the index
equation

I
(
xξ + yξ2 + zξ3

)
= ±I′ in x, y, z ∈ Z (7.2.5)

are equivalent, where I′ = I6
0 I.

It suffices to give an algorithm for solving equation (7.2.5). Then (7.2.4)
enables one to determine the solutions (x2, x3, x4) of (7.2.3). Further, if (x, y, z)
is a solution of (7.2.5) and g = gcd(x, y, z), then (x, y, z) = g(x′, y′, z′) with
relatively prime integers x′, y′, z′ and g6 divides I′. In this case (x′, y′, z′) is a
solution of (7.2.5) with I′/g6 instead of I′. Hence we may restrict ourselves to
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give an algorithm for solving (7.2.5) in relatively prime integers x, y, z, where
I′ is a given positive integer.

The resolvent equation. Let f (X) = X4 + a1X3 + a2X2 + a3X + a4 ∈ Z[X] be
the minimal polynomial of ξ, and let

mI′ = I5
0 · I

′.

Set

F(U,V) := U3 − a2U2V + (a1a3 − 4a4)UV2 + (4a2a4 − a2
3 − a2

1a4)V3. (7.2.6)

We remark that F(U, 1) is the cubic resolvent of the polynomial f (X). The
discriminants of F(U, 1) and f (X) coincide, hence F(U,V) has three pairwise
non-proportional linear factors over Q. Consider further the ternary quadratic
forms

Q1(X,Y,Z) = X2 − a1XY + a2Y2 + (a2
1 − 2a2)XZ+

+ (a3 − a1a2)YZ + (−a1a3 + a2
2 + a4)Z2

and

Q2(X,Y,Z) = Y2 − XZ − a1YZ + a2Z2.

The following result was proved in [Gaál, Pethő and Pohst (1993)].

Proposition 7.2.1 The triple (x, y, z) ∈ Z3 with gcd(x, y, z) = 1 is a solution of
(7.2.5) if and only if there is a solution (u, v) ∈ Z2 of the cubic Thue equation

F(u, v) = ±mI′ (7.2.7)

such that (x, y, z) satisfies

Q1(x, y, z) = u, Q2(x, y, z) = v. (7.2.8)

We note that F(U,V) is irreducible over Q when the Galois group of L is A4

or S 4; see [Kappe and Warren (1989)].

Proof Let (x, y, z) be a solution of (7.2.5) with gcd(x, y, z) = 1 and put

α = xξ + yξ2 + zξ3.

Denote by ξ(i) and α(i) the corresponding conjugates of ξ and α over Q, for
i = 1, 2, 3, 4. Dividing (7.2.5) by I(ξ), the equation can be written in the form∏

(i, j,k,l)

(
α(i) − α( j)

ξ(i) − ξ( j)

) (
α(k) − α(l)

ξ(k) − ξ(l)

)
= ±mI′ , (7.2.9)
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where the product is taken for (i, j, k, l) = (1, 2, 3, 4), (1, 3, 2, 4) and (1, 4, 2, 3).
Let

ξi jkl = ξ(i)ξ( j) + ξ(k)ξ(l).

It follows that

α(i) − α( j)

ξ(i) − ξ( j) ·
α(k) − α(l)

ξ(k) − ξ(l) = Q1(x, y, z) − ξi jklQ2(x, y, z) (7.2.10)

for each (i, j, k, l) under consideration. Multiplying these relations, we infer
that (7.2.9) takes the form

(u − ξ1234v) (u − ξ1324v) (u − ξ1423v) = ±iI , (7.2.11)

where u = Q1(x, y, z), v = Q2(x, y, z). In (7.2.11) the left hand side is a cubic bi-
nary form in u, v whose coefficients are symmetric polynomials of ξ(1), . . . , ξ(4).
Expressing them by the coefficients of f (X), it follows that (7.2.11) is just the
equation (7.2.7). This completes the proof. �

Solving the system of equations (7.2.8). The solutions (u, v) of the cubic Thue
equation (7.2.7) can be found by means of MAGMA or PARI. It remains to
solve, for each solution (u, v) of (7.2.7), the system of equations (7.2.8) in
relatively prime integers x, y, z.

We present the algorithm of [Gaál, Pethő and Pohst (1996)] for solving
(7.2.8). Fix a solution (u, v) ∈ Z2 of (7.2.7). Any relatively prime solution
(x, y, z) of (7.2.8) satisfies the equation

Q(x, y, z) = 0, (7.2.12)

where

Q(X,Y,Z) = uQ2(X,Y,Z) − vQ1(X,Y,Z)

is a quadratic form with integral coefficients. It can be easily decided whether
(7.2.12) has a non-trivial solution, and if so a non-trivial relatively prime solu-
tion (x0, y0, z0) of (7.2.12) can be found by rewriting the form Q(X,Y,Z) as a
sum of three squares and using Theorems 3 and 5 of [Mordell (1969), chap. 7].
We assume that z0 , 0. If x0 , 0 or y0 , 0 we can proceed in a similar manner.

Following [Mordell (1969)], for every relatively prime solution (x, y, z) of
(7.2.12) we can write

x = rx0 + p, y = ry0 + q, z = rz0, (7.2.13)

where p, q, r are rational parameters. If p = q = 0, then r and x, y, z can be
easily determined from (7.2.8) and (7.2.13). Hence it suffices to consider the
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case when at least one of p, q is not zero. Substituting the expressions (7.2.13)
into (7.2.12) we get

rL(p, q) = Q(p, q, 0) (7.2.14)

where L(p, q) is a linear form and Q(p, q, 0) is a quadratic form in p, q with
integral coefficients which can be easily computed.

Multiply (7.2.13) by L(p, q) and by the square of the common denominator
of p and q. Calling the resulting new variables p and q, we obtain

tx = fx(p, q) = b11 p2 + b12 pq + b13q2

ty = fy(p, q) = b21 p2 + b22 pq + b23q2

tz = fz(p, q) = b31 p2 + b32 pq + b33q2,

 (7.2.15)

where p, q, t and the coefficients bi j are rational integers, and the bi j are easily
calculable. In view of gcd(x, y, z) = 1 we may assume that both the coefficients
bi j and p and q are relatively prime.

We now substitute the expressions occurring in (7.2.15) into (7.2.8) to obtain

F1(p, q) = Q1

(
fx(p, q), fy(p, q), fz(p, q)

)
= t2u, (7.2.16)

F2(p, q) = Q2

(
fx(p, q), fy(p, q), fz(p, q)

)
= t2v. (7.2.17)

Here F1 and F2 are quartic binary forms with integral coefficients which can
be easily calculated.

Next we prove that t may assume only finitely many values which can be
easily determined. We write B = (bi j) where bi j are the integers from (7.2.15).
Using a computer algebra system, e.g. MAPLE [Char et al. (1988)], one can
show that

|z0|
−3 · |det(B)| = 4|det(Q)| = |F(u, v)| = mI′ , 0,

where Q denotes the matrix of the coefficients of the quadratic form Q(X,Y,Z);
see [Gaál, Pethő and Pohst (1996)].

Consider (7.2.15) as a system of equations in p2, pq, q2. Using Cramer’s
rule, it follows from (7.2.15) that t must divide p2det(B), pqdet(B) and q2det(B).
But gcd(p, q) = 1, thus t divides det(B). Hence t , 0. However, the number of
such possibilities for t could still be large. The number of possible values can
be diminished further by checking whether the system of equations (7.2.15) is
solvable (mod t) such that the greatest common divisor of the residue classes
of p and q is relatively prime to t.

We have to solve at least one of the equations (7.2.16) and (7.2.17) for all
possible values of u, v and t. The following result makes it possible to apply
MAGMA or PARI to solve these equations.

We recall a result from [Gaál, Pethő and Pohst (1996)].
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Proposition 7.2.2 If v = 0, then the binary form F1, in case v , 0 the binary
form F2 is irreducible over Q.

In fact Gaál, Pethő and Pohst proved more, they showed that under the above
assumptions the corresponding binary form is, up to a non-zero constant factor,
a norm form of L over Q in p, q. Hence to solve the corresponding Thue equa-
tion (7.2.16) resp. (7.2.17) it is enough to know the basic data (integral basis,
fundamental units) in a single number field, namely in the field L = Q(ξ).

Finally, if the potential values of p and q are already known, the values of the
unknowns x, y and z can be obtained from (7.2.15). Then we can test whether
x, y, z satisfy (7.2.5).

7.2.3 Examples.

In a previous series of papers Gaál, Pethő and Pohst [Gaál, Pethő and Pohst
(1991a, 1991b, 1991c, 1993, 1995)] have developed computational algorithms
for solving equation (7.2.3) in various quartic number fields and have made ex-
tensive computations. In particular, they determined in [Gaál, Pethő and Pohst
(1995)] the minimal index in all 196 totally real bicyclic biquadratic number
fields with discriminant < 106, and listed all integral elements with minimal
index. Further, in [Gaál, Pethő and Pohst (1991c, 1993, 1995)] they elaborated
an efficient algorithm for determining in any quartic number field the minimal
value of I for which the index form equation (7.2.3) has a solution x2, x3, x4

with |x2|, |x3|, |x4| < 1010. They computed this value of I in totally real quar-
tic fields with discriminant < 106 and Galois group C4 (59 fields), D8 (4486
fields), V4 (196 fields) or A4 (31 fields) and in totally complex quartic fields
with discriminant < 106 and Galois group A4 (90 fields) or S 4 (44122 fields).
The values they obtained for I are very likely the exact minimal indices of the
number fields under consideration. The enormous amount of numerical data
enabled the authors to make some interesting observations on the distribution
and the average behaviour of the minimal indices, and in particular on quartic
number fields having power integral bases.

The algorithms mentioned above do not make it possible to solve equation
(7.2.3) in case of totally real quartic number fields with Galois group S 4. By
means of the latter algorithm described in Section 7.2.2, equation (7.2.3) can be
solved in any quartic number field (whose discriminant is not too large in ab-
solute value). We illustrate this process by computing the minimal index m(L)
and all integral elements of minimal index in two totally real quartic number
fields L having Galois group S 4 resp. A4. We recall that if ξ is a primitive in-
tegral element of L with index I(ξ), then each integer I with 1 ≤ I ≤ I(ξ) is a
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candidate for the minimal index m(L). Considering these values I in increasing
order until we obtain a solution of (7.2.3) we get the value of m(L).

To give an impression of the use of this algorithm, we present in the case
I = m(L) the cubic equation (7.2.7) and all corresponding quartic equations
(7.2.16), (7.2.17) with all occurring right hand sides. Then we list up to sign
all the solutions of the index form equation in question.

We note that the input data required in the below examples were taken from
the tables of [Buchmann and Ford (1989)].

Example 7.2.1 [Gaál, Pethő and Pohst (1996)]. Let L = Q(ξ), where

f (X) = X4 − 4X2 − X + 1

is the minimal polynomial of ξ. Then L is a totally real quartic number field
with discriminant DL = 1957 and Galois group S 4. Further,

ω1 = 1, ω2 = ξ, ω3 = ξ2, ω4 = ξ3

is an integral basis in L. Then I(ξ) = 1 and hence m(L) = 1 is the minimal
index in L. Applying now the algorithm to equation (7.2.3) with I = 1, the
equations (7.2.7) resp. (7.2.16), (7.2.17) take the form

F(u, v) = u3 + 4u2v − 4uv2 − 17v3 = ±1

and

F1(p, q) = p4 − 4p2q2 − pq3 + q4 = ±1,
F2(p, q) = p4 + 8p3q + 18p2q2 + 7pq3 − 3q4 = ±1
F2(p, q) = p4 + 15p3q + 76p2q2 + 154pq3 + 101q4 = ±1
F2(p, q) = p4 − p3q − 12p2q2 + 6pq3 + 37q4 = ±1.

Solving the corresponding equations for p, q we obtain up to sign all the solu-
tions of (7.2.3):

(−12, 1, 3), (−8, 1, 2), (−5, 0, 1), (−4, 0, 1), (−4, 1, 1), (−3, 0, 1), (0, 1, 0),

(0, 2, 1), (1, 0, 0), (1, 2,−1), (2, 1,−1), (3, 1,−1), (4, 1,−1), (4, 9,−5),

(4, 33, 16), (8, 1,−2), (14, 3,−4).

These provide all integral elements of minimal index in L, that is all power
integral bases.

Example 7.2.2 [Gaál, Pethő and Pohst (1996)]. Let L = Q(ξ), where now

f (X) = X4 − 13X2 − 2X + 19
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is the minimal polynomial of ξ. Then L is again a totally real quartic number
field with discriminant DL = 157609 and Galois group A4. Further,

ω1 = 1, ω2 = ξ, ω3 = (ξ2 + ξ + 1)/2, ω4 = (ξ3 + 1)/2

is an integral basis of L and I(ξ) = 4. Using the algorithm presented in Section
7.2.2 we can see that equation (7.2.3) has no solution for I = 1, 2 and 3. Then
in view of m(L) ≤ I(ξ) we get that m(L) = 4. Then solving (7.2.3) with I = 4,
the corresponding equations (7.2.7), (7.2.16), (7.2.17) take the form

F(u, v) = u3 + 13u2v − 76uv2 − 992v3 = ±64

and

F1(p, q) = p4 − 13p2q2 − 2pq3 + 19q4 = ±1,±4
F2(p, q) = p4 + 26p3q + 188p2q2 + 96pq3 − 1792q4 = ±1,±4,±16,

±64,±256
F2(p, q) = 11p4 + 100p3q + 262p2q2 + 172pq3 − 81q4 = ±1,±4,±16.

Then solving the corresponding equations for p, q we get up to sign all solu-
tions of (7.2.3) for I = 4:

(−6, 1, 1), (−1, 1, 0), (0,−3, 1), (0, 1, 0), (1, 0, 0), (5, 1,−1), (24, 7,−5).

These give all integral elements of minimal index of L.

7.3 The solvability of index equations in various special
number fields

In this section we give a survey on various special number fields L and inte-
gers I for which equation (7.2) is solvable. We recall that for I = 1, (7.2) is
equivalent to the equation

I(α) = 1 (α ∈ OL)⇔ OL = Z[α]⇔{
1, α, . . . , αn−1

}
is an integral basis in L,

 . (7.3.1)

where n denotes the degree and OL the ring of integers of L. We make here a
mention to the most important results only. For generalizations and other re-
sults we refer the reader to the books [Hensel (1908)], [Hasse (1980)], [Narkie-
wicz (1974)] as well as to the original papers quoted below and the references
given there.

As before, m(L) denotes the minimal index of L. Further, i(L) denotes the
field index of L, i.e., the greatest common divisor of the indices of the integers
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of L. As was mentioned in Section 6.8, the divisibility of I by i(L) is a necessary
but not sufficient condition for the solvability of (7.2).

Equation (7.3.1) is solvable precisely if m(L) = 1. Hasse proposed the fol-
lowing problem: give an arithmetic characterization of those number fields
that have a power integral basis.

In various special number fields L, several interesting results have been es-
tablished on the solvability of (7.2) and (7.3.1). Set ζN := exp {2πi/N}.

Case n = 3. In [Hall (1937)] it was shown that there are infinitely many pure
cubic extensions L of Q with i(L) = 1 and m(L) > 1. In the cyclic case, var-
ious conditions for the solvability of (7.3.1) were given in [Gras (1973)] and
[Archinard (1974)]. Dummit and Kisilevsky [Dummit and Kisilevsky (1977)]
proved that there are infinitely many cyclic cubic fields L for which m(L) = 1.
This was generalized by Huard [Huard (1979)] who showed that for any given
positive integer I there are infinitely many cyclic cubic fields L for which (7.2)
is solvable. Later, it was shown in [Spearman and Williams (2001)] that there
are infinitely many non-cyclic cubic number fields having a power integral ba-
sis.

Case n = 4. Nakahara [Nakahara (1982, 1987)] proved that m(L) is unbounded
as L runs through cyclic quartic fields with i(L) = 1. In [Nakahara (1983)] he
proved the same assertion for non-cyclic but abelian quartic fields. Further,
he showed that there exist infinitely many biquadratic number fields L with
m(L) = 1. The same has been shown for pure quartic fields and dihedral quartic
fields in [Funakura (1984)]. It is not known whether there exist infinitely many
cyclic quartic fields L with m(L) = 1. These fields were characterized in [Gras
(1980)]. Only two of them are non-real, namely Q(ζ5) and Q(ζ16 − ζ

−1
16 ). For

a characterization of non-real biquadratic fields L with m(L) = 1, see [Gras
and Tanoe (1995)]. In [Jadrijević (2009a,2009b)] the author determined the
minimal index and all integral elements with minimal index in an explicitly
given infinite families of biquadratic fields. [Pethő and Ziegler (2011)] gives
a criterion to decide whether a biquadratic field has a power integral basis
consisting of units.

Case n ≥ 5. Cyclotomic fields and their maximal real subfields are monogenic;
see [Liang (1976)]. In contrast with the case n ≤ 4, it is rare for an abelian
number field of degree n ≥ 5 to have a power integral basis. M. N. Gras [Gras
(1983-84, 1986)] showed that if n is relatively prime to 6 then there are only
finitely many abelian number fields L of degree n with m(L) = 1. In particular,
if n is a prime then m(L) > 1, except in the case when 2n + 1 is also a prime
and L is the maximal real subfield of the cyclotomic field Q(ζ2n+1). Ranieri
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[Ranieri (2010)] proved that if n > 1 and n is relatively prime to 6 then there
are only finitely many imaginary abelian number fields L of degree 2n with
m(L) = 1. In [Motoda and Nakahara (2004)], the authors characterized those
Galois extensions L of Q of degree ≥ 8 whose Galois group is 2-elementary
abelian and m(L) = 1. It is shown in [Bardestani (2012)] that for a prime n, the
density of primes p such that L = Q( n

√
p) and m(L) = 1 is at least (n − 1)/n.

When n + 1 is a prime, Pleasants [Pleasants (1974)] constructed an infinite
family of pure extensions L over Q with degree n and i(L) = 1 for which the
minimal indices m(L) are unbounded. As was seen in (6.8.2), in [Thunder and
Wolfskill (1996)] it was proved in a quantitative form that for every n ≥ 4,
m(L) is unbounded if L runs through the number fields of degree n.

Pethő and Pohst [Pethő and Pohst (2012)] studied the field index of mul-
tiquadratic number fields. For octic fields, they calculated all potential field
indices and characterized the corresponding fields. They also showed that any
prime power pk divides the field index if the degree of the number field is
sufficiently large compared with p and k.

7.4 Notes
• The algorithms for solving equation (7.2) or, equivalently, (7.1) can be extended to
the equations (6.2) D(α) = D in algebraic integers α of degree n, and (6.1) D( f ) = D in
monic polynomials f ∈ Z[X] of degree n as well. Indeed, if α is a solution of (6.2) and
Q(α) =: L, then the discriminant DL of L divides D. But there are only finitely many
number fields L of degree n with given discriminant, and there is an algorithm to find all
such fields; see [Pohst (1982)]. Hence, considering appropriate integral bases in these
fields L, equation (6.2) leads to a finite number of equations of the type (7.1) resp. (7.2).
Further, equation (6.1) can be reduced to the irreducible case, i.e., to equations (6.2).
For suppose f ∈ Z[X] is a monic polynomial of degree n satisfying (6.1), and that f =
f1 · · · fq with distinct irreducible monic factors fi ∈ Z[X] and with deg fi =: ni, D( fi) =:
Di for i = 1, . . . , q. Then

∑q
i=1 ni = n and, by (1.4.6),

∏q
i=1 Di divides D in Z. For fixed

q, n1, . . . , nq, D1, . . . ,Dq we have q equations of the form (6.1) with irreducible fi, i.e.,
q equations of the form (6.2). Having already a full system of pairwise Z-inequivalent
representatives fi for the solutions of these equations for each i, the general solution of
(6.1) can be looked for in the form f (X) =

∏r
i=1 fi(X + ai) with rational integers ai. We

may take a1 = 0, and then the other, finitely many possible ai can be determined by
means of (1.4.6). See [Merriman and Smart (1993a, 1993b)] for examples of finding
monic polynomials with given discriminant.



8
Effective results over the S-integers of a number

field

In this chapter we deal with generalizations, with less precise bounds and al-
gorithms, of the results of Chapter 6 to the number field case when the ground
ring is the ring of integers of a number field K or, more generally, the ring of
S -integers of K, where S is any finite set of places in K containing all infinite
ones. The first such generalizations were obtained in [Győry (1978a, 1978b)]
to polynomials and algebraic numbers, in [Győry and Papp (1977, 1978)] to
discriminant form and index form equations, and in [Trelina (1977a, 1977b)] to
algebraic numbers and index form equations overQ. Improvements and further
generalizations were later established in [Győry (1980a, 1980b, 1981b, 1981c,
1984, 1998, 2006)]. We present here the most important generalizations and
their applications, with much better and completely explicit bounds for the
heights of the solutions. Our main results are about discriminants of monic
polynomials and, equivalently, of integral elements in finite étale K-algebras.
In contrast with the rational case considered in Chapter 6, in this generality
no upper bound exists for the degrees of polynomials and integral elements in
question. The results concerning étale algebras are new. Our proofs are based
on some effective results from Chapter 4 on S -unit equations.

In Section 8.1, our most important results and some of their applications are
presented in a classical situation, for monic polynomials and algebraic integers
over rings of S -integers of Q. The general results over rings of S -integers of
an arbitrary number field are formulated for monic polynomials in Section 8.2,
and for elements of étale algebras in Section 8.4. In Section 8.4 we give some
applications to integral elements in a number field and to algebraic numbers
of given degree. Some other applications are also established to index equa-
tions, monogenic orders and about the arithmetical properties of discriminants
and indices of integral elements. The proofs can be found in Section 8.3 and
Section 8.5.

144
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In Section 18.2, a further application will be given in an effective proof of
Shafarevich’ conjecture for hyperelliptic curves.

8.1 Results over ZS

Let {p1, . . . , pt} be a finite, possibly empty set of primes, S = {∞, p1, . . . , pt},
ZS = Z[(p1 · · · pt)−1] the ring of S -integers and Z∗S the group of S -units in Q.
Recall that two monic polynomials f , f ∗ ∈ ZS[X] of degree n are called ZS-
equivalent if f ∗(X) = ε−n f (εX + a) for some ε ∈ Z∗S and a ∈ ZS. Then, apart
from an S -unit factor, f and f ∗ have the same discriminant.

Let s = t + 1, and put

PS := max
1≤i≤t

pi, QS := p1 · · · pt if t > 0,

PS = QS := 1 if t = 0.

We define the height of a polynomial f (X) = Xn + a1Xn−1 + · · · + an ∈ ZS [X]
by

H( f ) :=
∏

v∈MQ

max(1, |a1|v, . . . , |an|v),

where MQ denotes the set of places of Q. If in particular S = {∞}, then f (X) ∈
Z[X] and H( f ) is just the maximum of the absolute values of the coefficients
of f .

Let

n3 := n(n − 1)(n − 2) if n > 3, n3 := 0 if n = 2.

Theorem 8.1.1 Let D ∈ Z \ {0}, and let f ∈ ZS [X] be a monic polynomial
of degree n ≥ 2 with discriminant D( f ) ∈ DZ∗S . Then f is ZS -equivalent to a
monic polynomial f ∗ ∈ ZS [X] for which

H( f ∗) ≤ exp
{
n3n2t(10n3s)16n2 sPn3+1

S (Qn
S |D|)

3n−1
}
. (8.1.1)

This is a special case of Theorem 8.2.3 from Section 8.2. For S = {∞}, The-
orem 8.1.1 gives that if f ∈ Z[X] is monic with degree n ≥ 2 and discriminant
D , 0, then there exists a ∈ Z such that the polynomial f ∗(X) = f (X + a) has
height

H( f ∗) ≤ exp
{
(10n3)16n2

|D|3n−1
}
. (8.1.2)

Theorem 8.1.1 has several consequences. For example, it implies that there
are only finitely many ZS -equivalence classes of monic polynomials f ∈ ZS [X]
of degree n with D( f ) ∈ DZS , and a full set of representatives of these classes
can be effectively determined.
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For an algebraic number α, we denote by D(α) the discriminant of α relative
to the extension Q(α)/Q. If L is an algebraic number field and α ∈ L with
L = Q(α), then obviously D(α) is just DL/Q(α).

Two algebraic numbers α, β, integral over ZS , are called ZS -equivalent if
β = εα + a with some ε ∈ Z∗S and a ∈ ZS . In this case D(β) ∈ D(α)Z∗S . Then
Theorem 8.1.1 implies that for given n ≥ 2 and D ∈ Z \ {0}, there are only
finitely many and effectively determinable ZS -equivalence classes of algebraic
numbers α, integral over ZS , with degree n and discriminant D(α) ∈ DZ∗S . This
follows from Theorem 8.1.1 in the following explicit form. We recall that H( · )
denotes the (absolute) height of an algebraic number.

Corollary 8.1.2 Let D ∈ Z \ {0}, and let α be an algebraic number with
degree n ≥ 2 and discriminant D(α) ∈ DZ∗S which is integral over ZS . Then α
is ZS -equivalent to an algebraic number α∗ such that

H(α∗) ≤ exp
{
2n3n2t+1(10n3s)16n2 s(Pn(n+t)

S |D|)3n
}
.

In terms of D, a much better bound can be obtained if we restrict ourselves
to the elements of a fixed number field. Let L be an algebraic number field of
degree n ≥ 2 with discriminant DL.

Theorem 8.1.3 Let D ∈ Z\{0}, and let α be a primitive element of L, integral
over ZS , such that DL/Q(α) ∈ DZ∗S . Then α is ZS -equivalent to an α∗ for which

H(α∗) ≤ exp
{
(10n3s)16n2 sPn3+1

S |DL|
2n−1(|DL|

n + log∗ |D|)
}
.

This is a special case of Theorem 8.4.1.
Denote by OS ,L the integral closure of ZS in L. There exist a ZS -basis of the

form {1, ω2, . . . , ωn} of OS ,L. Then every ZS -equivalence class of elements of
OS ,L contains a representative of the shape x2ω2 + · · · + xnωn with x2, . . . , xn ∈

ZS , and DL/Q(α) ∈ DZ∗S can be rewritten as the discriminant form equation

DL/Q(x2ω2 + · · · + xnωn) ∈ DZ∗S in x2, . . . , xn ∈ ZS . (8.1.3)

Clearly, if x = (x2, . . . , xn) is a solution of (8.1.3) then so is εx for every ε ∈ Z∗S .
Suppose that

H(ωi) ≤ H for i = 2, . . . , n.

The next corollary is in fact a special case of Corollary 8.4.4 with explicit
absolute constants. It can be deduced from Theorem 8.1.3.

Corollary 8.1.4 For every solution x = (x2, . . . , xn) of (8.1.3) there is an
ε ∈ Z∗S such that

max
2≤i≤n

H(εxi) ≤ exp
{
2n(10n3s)16n2 sPn3+1

S |DL|
2n−1(|DL|

n + log∗(|D|H))
}
.
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We note that similar results follow for the corresponding index equations
and index form equations.

Recall that OS ,L is called monogenic if OS ,L = ZS [α] for some α ∈ OS ,L.
Then we have also OS ,L = ZS [α∗] for every α∗ ∈ OS ,L which is ZS -equivalent
to α. In this case

{
1, α, . . . , αn−1

}
is a power basis of OS ,L over ZS .

The following corollary is an immediate consequence of Corollary8.1.4.

Corollary 8.1.5 If OS ,L is monogenic, then every α with OS ,L = ZS [α] is
ZS -equivalent to an element α∗ such that

α∗ = x2ω2 + · · · + xnωn with x2, . . . , xn ∈ ZS

and

max
2≤i≤n

H(xi) ≤ exp
{
2n(10n3s)16n2 sPn3+1

S |DL|
2n−1(|DL|

n + log∗ H)
}
.

Corollary 8.1.4 implies that apart from a proportional factor ε ∈ Z∗S , equa-
tion (8.1.3) has only finitely many solutions. Further, if L and ω2, . . . , ωn are
effectively given, all the solutions can be effectively determined. Similarly, it
follows form Corollary 8.1.5 that there are only finitely many ZS -equivalence
classes of α ∈ OS ,L with OS ,L = ZS [α], and a full set of representatives of these
classes can be found.

Corollaries 8.1.2–8.1.5 are more general versions of the corresponding re-
sults of Chapter 6, but with less precise bounds.

Let OL denote the ring of integers of L. Theorem 8.1.6 below enables us
to get some information about the arithmetical properties of those non-zero
rational integers that are discriminants of elements of OL. In particular, we are
interested in the problem whether such discriminants can be estimated from
above in terms of their largest prime divisor. This is in general not true. For
instance, if α = aβ with α, β ∈ OL and a a rational integer different from
±1 then, in general, |DL/Q(α)| cannot be estimated from above in terms of its
largest prime factor. We say that D ∈ Z \ {0} is a reduced element discriminant
with respect to L/Q, if it is the discriminant of some α ∈ OL, but is not the
discriminant of any aβ with β ∈ OL and rational integer a , ±1.

We denote by P(m) the greatest prime factor of a non-zero rational integer
m. As a special case of Corollary 8.4.9 we get the following.

Theorem 8.1.6 Let D ∈ Z\{0} be a reduced element discriminant with respect
to L/Q. Then

P(D) > C(log2 |D|)(log3 |D|)/(log4 |D|),

provided that |D| ≥ D0, where C, D0 are effectively computable positive num-
bers which depend only on n and DL.
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Roughly speaking this means that if D is a reduced element discriminant
with respect to L/Q and |D| is large enough, then D must have a large prime
factor.

8.2 Monic polynomials with S-integral coefficients

In case of monic polynomials of given degree we generalize in this section
the results of Section 6.6 to monic polynomials with S-integral coefficients in
algebraic number fields. In terms of certain parameters, the upper bounds in the
theorems below improve upon the corresponding bounds from [Győry (1981c,
1984, 1998, 2006)].

Let K be an algebraic number field, S a finite set of places of K containing
the infinite places, OS the ring of S-integers and O∗S the group of S-units in K.
For a square-free monic polynomial f (X) ∈ K[X] of degree n, the K-algebra

Ω ( f ) := K[X]/( f ) (8.2.1)

is a finite étale K-algebra of degree n over K, called étale K-algebra associated
with f . We know from Proposition 1.3.1, that Ω( f ) is the direct product of the
finite extensions Li := K[X]/( fi) (i = 1, . . . , q) of K, where f1, . . . , fq denote
the monic irreducible factors of F over K. We denote by DΩ( f ) the discriminant
of Ω( f ) viewed as a finite étale Q-algebra. In view of (2.10.2),

DΩ( f ) = DL1 · · ·DLq , (8.2.2)

where DLi denotes the discriminant of the number field Li. If in particular f
has its coefficients in Z, then by (5.3.4) DΩ( f ) divides D( f ) in Z.

We recall that two monic polynomials f , f ∗ ∈ OS [X] of degree n are called
OS -equivalent if

f ∗(X) = ε−n f (εX + a) for some ε ∈ O∗S and a ∈ OS .

In this case D( f ∗) = εn(n−1)D( f ), and if f , f ∗ are separable then DΩ( f ) = DΩ( f ∗).
We prove in an effective and explicit form that there are at most finitely many
OS-equivalence classes of monic polynomials in OS[X] with degree n ≥ 2 and
with discriminant contained in δO∗S , where δ ∈ OS \ {0}.

We introduce some parameters. Let s denote the cardinality of S and p1,. . .,pt

the prime ideals of OK corresponding to the finite places in S . Put

PS :=
{

max1≤i≤t NK(pi) if t > 0,
1 if t = 0,
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and

WS :=
{ ∏t

i=1 log NK(pi) if t > 0.
1 if t = 0.

In our results we shall use the (inhomogeneous) height of a polynomial f =

a0Xn + · · · + an ∈ K[X] defined by

H( f ) :=

∏
v∈MK

max(1, |a0|v, . . . , |an|v)

1/[K:Q]

.

Notice that H(ai) ≤ H( f ) for i = 0, . . . , n. In the proofs it will be more conve-
nient to work with the logarithmic height of f given by h( f ) := log H( f ).

Let

n3 := n(n − 1)(n − 2) if n ≥ 3, n3 := 0 if n = 2.

The following theorem is the main result of this chapter.

Theorem 8.2.1 Let δ ∈ OS \ {0}, and let f ∈ OS [X] be a monic polynomial
of degree n ≥ 2 with discriminant D( f ) ∈ δO∗S . Then f is OS -equivalent to a
monic polynomial f ∗ ∈ OS [X] for which

H( f ∗) ≤ exp
{
C1Pn3+1

S |DΩ( f )|
2n−1

(
|DΩ( f )|

n + log NS(δ)
)}
, (8.2.3)

where C1 = (10n3s)16n2 s. Further, if t > 0 and n ≥ 3, then there is a monic
polynomial f ∗ ∈ OS [X], OS -equivalent to f , such that

H( f ∗) ≤ exp
{
Ct+1

2 Pn3+1
S Wn3

S log∗ NS(δ)
}
, (8.2.4)

where C2 is an effectively computable positive number which depends only on
d, n and DΩ( f ).

If t > log PS , then ss is greater than PS and WS . Hence, in terms of S , (8.2.4)
provides a better bound than (8.2.3).

Theorem 8.2.1 has an immediate consequence for the equation

D(x1, . . . , xn) ∈ δO∗S in x = (x1, . . . , xn) ∈ On
S , (8.2.5)

where D(X1, . . . , Xn) =
∏

1≤i< j≤n(Xi − X j)2 denotes the decomposable form of
discriminant type defined in Subsection 5.4.1. We recall that the solutions x,
x′ ∈ On

S are called OS -equivalent if x′ = εx + (a, . . . , a) with some ε ∈ O∗S ,
a ∈ OS . By applying Theorem 8.2.1 to the monic polynomials f =

∏n
i=1(X−xi)

with x1, . . . , xn ∈ OS and combining this with (3.5.5) and Corollary 3.5.5, we
get the following.
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Corollary 8.2.2 Every solution x of (8.2.5) is OS -equivalent to a solution x′

for which

H(x′) ≤ exp
{
2nC1Pn3+1

S
(
1 + log NS(δ)

)}
.

Let f be as in Theorem 8.2.1, M the splitting field of f over K, m the degree
of M over K, and DM the discriminant of M over Q. Then it follows from
(3.1.10), (3.1.11) and (2.10.2) that

Dm
Ω( f )|D

n
M and DM |Dm

Ω( f ) in Z.

This implies that DΩ( f ) and DM have the same prime factors and

|DΩ( f )|
m/n ≤ |DM | ≤ |DΩ( f )|

m. (8.2.6)

Hence, in (8.2.3), (8.2.4) and throughout this chapter, |DΩ( f )| can be estimated
from above in terms of |DM | and n. Further, it will be clear from the proofs that
n3 can be replaced everywhere by m. This makes it easier to compare Theorem
8.2.1 and its consequences below with their earlier versions in which m and
DM were used in place of n3 and DΩ( f ), respectively; cf. [Győry (1981c, 1984,
1998, 2006)]. Together with (8.2.6), each of Theorem 8.2.1 and Corollaries
8.2.6, 8.2.8 gives Theorem 6.6.1 in the special case K = Q, OS = Z.

Let d and DK denote the degree and discriminant of K, and let

QS :=
{

NK(p1 · · · pt) if t > 0,
1 if t = 0.

In the next theorem we give an upper bound for H( f ∗) which, in contrast with
(8.2.3) and (8.2.4), does not depend on DΩ( f ) or DM .

Theorem 8.2.3 Let δ ∈ OS \ {0}, and let f ∈ OS [X] be a monic polynomial
of degree n ≥ 2 with discriminant D( f ) ∈ δO∗S . Then f is OS -equivalent to a
monic polynomial f ∗ in OS [X] such that

H ( f ∗) ≤ exp
{
C3Pn3+1

S

(
Qn

S |DK |
nNS (δ)

)3n−1
}
, (8.2.7)

where C3 = n3n2dt(10n3s)16n2 s.

Theorem 8.2.3 will be deduced from Theorem 8.2.1. An application of The-
orem 8.2.3 is given in Section 18.2.

Let Q be an effectively given algebraic closure of Q; see Section 3.7. An
element α ∈ Q is said to be given/effectively computable if a representation
of α of the type (3.7.1) is given/can be computed. We recall that K is said to
be effectively given if α1, . . . , αr ∈ Q are given such that K = Q(α1, . . . , αr).
Further, we say that S is effectively given if the prime ideals p1, . . . , pt are given
in the way described in Section 3.7.
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Theorem 8.2.3 implies the following.

Corollary 8.2.4 Let n ≥ 2 be an integer, and δ ∈ OS \ {0}. Then there are
only finitely many OS -equivalence classes of monic polynomials f in OS [X] of
degree n with D( f ) ∈ δO∗S . Further, there exists an algorithm that for any n ≥ 2
and any effectively given K, S and δ computes a full set of representatives of
these classes.

Corollary 6.6.3 shows that in the case K = Q, S = {∞}, Corollary 8.2.4 is
valid without fixing the degree n. In the general case such a finiteness assertion
is not true. For instance, suppose that S contains all prime ideals lying above a
given rational prime number p and consider the polynomials Xpk

− ε with k =

1, 2, . . . and ε ∈ O∗S . The polynomial Xpk
− u has discriminant pkpk

εpk−1 ∈ O∗S .
Hence there are monic polynomials in OS [X] of arbitrarily large degree having
discriminant in O∗S . However, it follows from Theorem 10.1.2 in Chapter 10
and in a more precise form from Theorem 9.2.1 of Chapter 9, that we can
bound the degree of f if we assume that its zeros lie in a prescribed finite
extension of K. The following is an immediate consequence of Theorem 9.2.1.

Theorem 8.2.5 Let G be a finite extension of K of degree g, suppose that
the set S has cardinality s, and let δ be a non-zero S -integer in K such that
there are at most ω prime ideals corresponding to places outside S in the
factorization of (δ). If f ∈ OS [X] is a monic polynomial with D( f ) ∈ δO∗S all
whose zeros lie in G, then

deg f ≤ 216g(s+ω).

We state a further corollary of Theorem 8.2.1.

Corollary 8.2.6 Let δ ∈ OS \ {0}, and let f ∈ OS [X] be a monic polynomial
of degree n ≥ 2 with discriminant D( f ) = δ. Then f (X) = f ∗(X + a) for some
a ∈ OS and monic polynomial f ∗ ∈ OS [X] such that

H ( f ∗) ≤ exp
{
C s

4Pn3+1
S Wn3

S max (h(δ), 1)
}
, (8.2.8)

where C4 is an effectively computable positive number which depends only on
d, n and DΩ( f ).

In some applications it happens that D( f ) ∈ O∗S , but the coefficients of f
belong to a subring of OS . We state now a result for this situation. Let T be
a subset of S containing the infinite places, and denote by OT the ring of T -
integers in K. Then obviously OT ⊆ OS .

Theorem 8.2.7 Let δ ∈ OT \ {0}, and let f ∈ OT [X] be a monic polynomial of
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degree n ≥ 2 with discriminant D( f ) = δ. Then there are a ∈ OT and a monic
polynomial f ∗ ∈ OT [X] such that f (X) = f ∗(X + a) and

H( f ∗) ≤ H(δ) exp
{
C5Pn3+1

S

(
Qn

S |DK |
nNS (δ)

)3n−1
}
,

where C5 = n3n2dt(10n3s)16n2 s.

In the special case D( f ) ∈ O∗S , i.e. if δ ∈ OT ∩ O∗S , von Känel [von Känel
(2014a), Prop. 5.2, (i)], following the method of Győry, established a slightly
weaker version of Theorem 8.2.7. He used it to prove a former version of
Theorem 18.2.1 (i) of Chapter 18.

Let S = O∗S
⋂

OK . The following corollary will be deduced from Corollary
8.2.6.

Corollary 8.2.8 Let δ ∈ OK \ {0}, and let f ∈ OK[X] be a monic polynomial
of degree n ≥ 2 with discriminant D( f ) ∈ δO∗S . Then there are a ∈ OK , η ∈ S

and f ∗ ∈ OK[X] such that f (X) = ηn f ∗
(
η−1(X + a)

)
and

H ( f ∗) ≤ exp
{
C s

6(PS WS )n3+1 log∗ NS(δ)
}
, (8.2.9)

where C6 is an effectively computable positive number which depends only on
n, d and DΩ( f ).

From Theorem 8.2.3 one can deduce another version of Corollary 8.2.8 in
which the upper bound for H( f ∗) depends neither on DΩ( f ) nor on the splitting
field of f ; for a version of this kind see [Győry (1981c)].

For δ ∈ OK \ {0}, we denote by ωK(δ) and PK(δ) the number of distinct
prime ideal divisors of δ in OK and the greatest norm of these prime ideals,
respectively.

Corollary 8.2.8 enables us to get some information about the arithmetical
structure of those non-zero integers in K which are discriminants of some
monic polynomials with coefficients in OK . For a square-free monic f ∈ OK[X],
|NK/Q (D( f )) | cannot be estimated from above in general in terms of K and
PK(D( f )). This is the case if f (X) = ηng

(
η−1X

)
such that g ∈ OK[X] is

monic, n = deg f , η ∈ OK and |NK/Q (η) | is sufficiently large compared with
PK(ηD(G)).

Corollary 8.2.9 Let f ∈ OK[X] be a square-free monic polynomial of degree
n ≥ 2. Suppose that there are no monic g ∈ OK[X] and non unit η ∈ OK \ {0}
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for which f (X) = η−ng(ηX). Then there are effectively computable positive
constants C7, C8, C9, N0 which depend only on d, n and DΩ( f ) such that

P >

{
C7

(
log N

)C8 if t ≤ log P/ log2 P,
C9

(
log2 N

) (
log3 N

)
/ log4 N otherwise ,

(8.2.10)

provided that N ≥ N0, where

P = PK(D( f )), t = ωK(D( f )), N = |NK/Q (D( f )) |.

Corollary 8.2.9 motivates the following

Conjecture 8.2.10 Under the assumptions of Corollary 8.2.9,

PK(D( f )) > C10
(
log |NK/Q (D( f )) |

)C11 ,

where C10, C11 are effectively computable positive numbers which depend only
on K, n and DΩ( f ).

The next theorem will be deduced from Theorem 8.2.1 and Corollary 4.1.5.

Theorem 8.2.11 Let δ and µ be non-zero elements of OS , and let f ∈ OS [X]
be a monic polynomial of degree n ≥ 2 with D( f ) ∈ δO∗S and f (0) ∈ µO∗S .
Then f (X) = εn f ∗

(
ε−1X

)
, where ε ∈ O∗S and f ∗ is a monic polynomial in

OS [X] such that

H( f ∗) ≤ exp
{
(c1nd s)c2n2 s

(
Pn(n+t)

S |DK |
nNS(δ)

)4n−1
log∗ NS(µ)

}
, (8.2.11)

where c1, c2 are effectively computable positive absolute constants.

For f and f ∗ the theorem implies that

D( f ) = εn(n−1)D( f ∗) and f (0) = εn f ∗(0). (8.2.12)

If in particular D( f ) = δ or f (0) = µ, then, using (8.2.11) and (8.2.12), it is
easy to deduce an upper bound for h(ε) and hence for h( f ).

We note that in the special case K = Q, S = {∞}, that is for OS = Z, Theorem
8.2.3 and Theorem 8.2.11 imply slightly weaker and less explicit versions of
(6.4.1) in Theorem 6.4.1 and Corollary 6.4.3. Further, Corollary 8.2.4 gives
Corollary 6.6.3, but only for polynomials of bounded degree.

8.3 Proofs

We shall generalize the basic ideas of the proof of Theorem 6.1.1. Our main
tools are the effective results on equations in two unknowns from a finitely gen-
erated multiplicative group from Section 4.1.2, in particular Theorem 4.1.3 and
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Theorem 4.1.7. Further, we need effective estimates for S -units from Section
3.6, in particular Propositions 3.6.3 and 3.6.1, estimates for discriminants, class
numbers and regulators from Subsection 3.1.3, and the upper bound (3.4.8) for
the S -regulator.

We recall that the absolute height of an algebraic number β is defined by

H(β) :=
∏

v∈MG

max (1, |β|v)1/[G:Q] ,

and the absolute logarithmic height by h(β) := log H(β), where G is any num-
ber field containing β. Sometimes, in the proofs, it will be more convenient to
use the absolute logarithmic height. Further, we put n3 = n(n − 1)(n − 2) if
n ≥ 3.

Let f ∈ OS [X] be a monic polynomial of degree n ≥ 2 with discriminant
D( f ) ∈ δO∗S and with zeros α1, . . . , αn. Putting ∆i j := αi − α j,
we have ∏

1≤i< j≤n

∆2
i j ∈ δO

∗
S . (8.3.1)

Further, if n ≥ 3, then the identity

∆i j + ∆ jk + ∆ki = 0 for i, j, k ∈ {1, . . . , n} (8.3.2)

holds.
The proof of Theorem 8.2.1 is based on the following lemma.

Lemma 8.3.1 Assume that n ≥ 3. For each triple of distinct indices i, j,
k ∈ {1, . . . , n} we have

H(∆i j/∆ik) ≤ C12 (8.3.3)

where

C12 = exp
{

C13Pn3+1
S |DΩ( f )|

2n−1
(
|DΩ( f )|

n +
1

2d
log NS (δ)

)}
,

and

C13 = (251n48s14)n2 s.

Further, if t > 0,

H(∆i j/∆ik) ≤ exp
{
Ct+1

14 Pn3+1
S Wn3

S log∗ NS (δ)
}
, (8.3.4)

where C14 is an effectively computable positive number depending only on d,
n and DΩ( f ).
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Proof Using (8.3.1), we reduce (8.3.2) to a two term S -unit equation, and
then we apply Theorem 4.1.3 and Theorem 4.1.7 to prove (8.3.3) and (8.3.4),
respectively.

Put Li = K(αi) for i = 1, . . . , n. Let Di denote the discriminant of Li over
Q. For distinct i, j = 1, . . . , n, denote by Li j the compositum of Li and L j, by
di j, Di j, hi j and Ri j the degree, discriminant, class number and regulator of Li j,
by Ti j the set of places of Li j lying above those in S, and by OTi j the ring of
Ti j-integers in Li j, i.e. the integral closure of OS in Li j. Then di j ≤ n2d where
n2 := n(n − 1).

Let i, j ∈ {1, . . . , n} be distinct indices. The numbers ∆i j and D( f )/∆i j are
contained in Li j and are integral over OS . Hence ∆i j ∈ OTi j and, by (8.3.1), ∆2

i j
divides δ in OTi j . Proposition 3.6.3 yields a decomposition ∆i j = βi jεi j with
βi j ∈ OTi j , εi j ∈ O∗Ti j

and with an effective upper bound for the height of βi j.
The first step of our proof is to compute such an upper bound. Denote by NTi j

the Ti j-norm in Li j. Using the fact that NTi j (δ) = NS(δ)di j/d, we deduce from
(8.3.1) that

NTi j

(
∆i j

)
≤ NS(δ)di j/2d. (8.3.5)

We can estimate |Di j| from above in terms of |Di|, |D j| by means of (3.1.10)
and then in terms of |DΩ( f )| and n, using (8.2.2) and [Li j : Li], [Li j : L j] ≤ n−1.
This gives

|Di j| ≤ |Di|
[Li j:Li]|D j|

[Li j:L j] ≤ |DΩ( f )|
2n−2. (8.3.6)

By inserting this into (3.1.8) we obtain for the class number and regulator of
Li j the estimates

max(hi j,Ri j, hi jRi j) ≤ 5|DΩ( f )|
n−1

(
2n log∗ |DΩ( f )|

)dn2−1
(8.3.7)

< (2n)n2d |DΩ( f )|
n−1

(
log∗ |DΩ( f )|

)n2d−1
=: C15.

Further, we have

C15 ≤ (n3d)n2d |DΩ( f )|
n =: C16. (8.3.8)

Here we have used the inequality (log X)B ≤ (B/2ε)BXε for X, B, ε > 0.
Lastly, we have the following bound for absolute norms of ideals

Qi j :=
∏
P

NLi j (P) ≤

∏
p

NK(p)

[Li j:K]

≤ Pn2t
S , (8.3.9)

where the products are taken for all prime ideals B corresponding to the finite
places in Ti j and p corresponding to the finite places in S , respectively. Ap-
plying now Proposition 3.6.3 to ∆i j (with Li j, Ti j instead of K, S ) and using
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(8.3.5), (8.3.7), (8.3.8), (8.3.9), we infer that there are βi j ∈ OTi j and εi j ∈ O∗Ti j

such that

∆i j = βi jεi j, h(βi j) ≤ C17 (8.3.10)

where

C17 :=
1

2d
log NS(δ) + 29e (n2d)n2d (t + 1)

(
log∗ PS

)
C16

≤
1

2d
log NS(δ) +

(
n5d2

)n2d
(t + 1)

(
log∗ PS

)
|DΩ( f )|

n.

For convenience, we assume that β ji = −βi j and ε ji = εi j for i , j.
Let now i, j, k be any three distinct indices from {1, . . . , n}. Denote by Li jk

the compositum of Li, L j and Lk, and by di jk, Di jk, hi jk ad Ri jk the degree,
discriminant, class number and regulator of Li jk over Q. Let Ti jk denote the
set of places of Li jk lying above those in S and OTi jk the ring of Ti jk-integers
in Li jk. Then O∗Ti jk

, the unit group of OTi jk has rank at most n3s − 1 where
n3 = n(n− 1)(n− 2). Denote by Γ the multiplicative subgroup of L∗i jk generated
by O∗Ti j

and O∗Tik
. Obviously, Γ is a subgroup of O∗Ti jk

.
We get from (8.3.2) and (8.3.9) that

βi jεi j + β jkε jk = βikεik,

whence (
βi j/βik

) (
εi j/εik

)
+

(
β jk/βik

) (
ε jk/εik

)
= 1. (8.3.11)

This is an equation in Li jk. Here εi j/εik, ε jk/εik are unknowns from Γ and O∗Ti jk
,

respectively, while the coefficients βi j/βik, β jk/βik have heights not exceeding
2C17.

We shall first prove (8.3.3). We apply Theorem 4.1.3 to the equation (8.3.11)
with unknowns from Γ. We first choose a system of generators {ξ1, . . . , ξm} for
Γ/Γtors and give a bound for

Θ := h(ξ1) · · · h(ξm).

We apply Proposition 3.6.1 to the group O∗Tpq
, where p, q are any two indices

from i, j, k. The cardinality tpq of Tpq does not exceed n2s. Then we infer that
there is an fundamental system

{
η1, . . . , ηtpq−1

}
of Tpq-units in Lpq such that

tpq−1∏
i=1

h(ηi) ≤ C18RTpq , (8.3.12)

where C18 = ((tpq − 1)!)2/2tpq−2dtpq−1
pq and RTpq denotes the Tpq-regulator. By

Stirling’s inequality m! ≤ e1/12(2πm)1/2(m/e)m for m ≥ 1 and tpq ≤ n2s, we
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have C18 ≤ (ns)2n2 s. Using the upper bound (3.4.8) for the S -regulator, applied
with Ti j instead of S , and (8.3.7), we get the upper bound

RTpq ≤ hpqRpq

∏
log NLpq (P) ≤ C15

∏
log NLpq (P),

where the product is taken over all prime ideals P corresponding to the finite
places in Tpq. Since each of these prime ideals has norm at most P[Lpq:K]

S ≤ Pn2
S

and since Tpq contains altogether at most n2t prime ideals, we have

RTpq ≤ C15

(
n2 log∗ PS

)n2t
. (8.3.13)

We choose as set of generators for Γ the union of the fundamental systems of
units for OTi j and OTik considered above. Then from (8.3.12) and (8.3.13) it
follows that

Θ ≤

(
C15(ns)2n2 s

(
n2 log∗ PS

)n2t
)2

≤ (2n)2n2d(ns)4n2 sn4n2t |DΩ( f )|
2(n−1) ×

×(log∗ |DΩ( f )|)2(n2d−1)(log∗ PS )2n2t =: C19. (8.3.14)

We now apply Theorem 4.1.3 to the equation (8.3.11) with H, m, d, s re-
placed by 2C17, 2(n2s − 1), n3d and n3s, respectively. Then we get

h(εi j/εik) ≤ 13C20
Pn3

S

log∗ PS
C19C17 ×

×max(log(C20n3sPn3
S ), log C19) =: C21,

where C20 = s2(16en3d)6n2 s. By (8.3.9) this implies

h(∆i j/∆ik) ≤ 2C17 + C21 < 2C21.

To estimate C21, we insert the expressions for C17,C19, use d ≤ 2s, t+1 ≤ s for
terms d, t occurring in the basis and 1

2 d + t ≤ s for terms d, t in the exponent.
Further, we estimate Pn3

S (log∗ PS )2n2t+1 from above by (n2s)2n2t+1Pn3+1
S and the

quantity |DΩ( f )|
2n−2(log∗ |DΩ( f )|)2n2d−2 by (n2d)2n2d |DΩ( f )|

2n−1 using (log X)B ≤

(B/2ε)BXε for X, B, ε > 0. Then after some simplifications we get (8.3.3).
Suppose now t > 0 and consider (8.3.11) as an equation in the Ti jk-units

εi j/εik, ε jk/εik. Applying Theorem 4.1.7 to (8.3.11) we shall get an upper
bound for the heights of these Ti jk-units. First we have to estimate from above
some parameters in terms of those involved in our lemma. We have di jk ≤ n3d.
This gives the same upper bound for the unit rank of Li jk. By a similar compu-
tation as in (8.3.6), we get an effective upper bound for |Di jk | in terms of n and
DΩ( f ). By susbstituting the latter in (3.1.8) we obtain effective upper bounds for
hi jk,Ri jk in terms of n, d and DΩ( f ). The number of prime ideals corresponding
to the finite places in Ti jk is at most n3t and the maximum of the norms of
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these prime ideals is at most Pn3
S . Together with (3.4.8), this implies that the

Ti jk-regulator in Li jk has an upper bound

hi jkRi jk

∏
P

log NLi jk (P) ≤ hi jkRi jk

(
n3tWS

)n3

where the product is taken over all prime ideals P corresponding to the finite
places in Ti jk. Further, in view of (8.3.10) and (8.3.8) we have

h(βi j/βik), h(β jk/βik) ≤ C22(t + 1)PS log NS (δ), (8.3.15)

where C22 and C23 below are effectively computable numbers which depend
only on d, n, and DΩ( f ). Applying Theorem 4.1.7 to (8.3.11), we obtain for
each distinct i, j and k, that

h
(
εi j/εik

)
≤ Ct+1

23 Pn3+1
S Wn3

S log∗ NS(δ). (8.3.16)

Together with (8.3.10) and (8.3.15) this gives (8.3.4). �

Proof of Theorem 8.2.1 Let again f ∈ OS [X] be a monic polynomial of de-
gree n ≥ 2 with discriminant D( f ) ∈ δO∗S and with zeros α1, . . . , αn. We recall
that (8.3.1) holds, where ∆i j = αi −α j. Using Proposition 3.6.3 and combining
it with the effective upper bound (3.1.8) for the class number and regulator of
K, we infer from (8.3.1) that there are ε ∈ O∗S and δ′ ∈ δO∗S such that

δ′ = εn(n−1)
∏

1≤i< j≤n

∆2
i j, h(δ′) ≤ C24, (8.3.17)

where

C24 :=
1
d

log NS(δ) + 29en2dd |DK |
1/2 (

log∗ |DK |
)d−1 (t + 1) log∗ PS .

So we have ∏
1≤i< j≤n

(ε∆i j)2 = δ′. (8.3.18)

First consider the case when n ≥ 3. We apply Lemma 8.3.1. It follows that
if at least one of distinct i, j ∈ {1, . . . , n} is 1 or 2 then

h(∆i j/∆12) ≤ C25,

while if i and j are different from 1 and 2 then

h(∆i j/∆12) ≤ h(∆i j/∆i2) + h(∆i2/∆12) ≤ 2C25.

Here C25 denotes the logarithm of the bound C12 in (8.3.3) or, if t > 0, the
logarithm of the bound occurring in (8.3.4). This implies that

h(ε∆i j/ε∆12) ≤ 2C25 for distinct i, j ∈ {1, . . . , n} . (8.3.19)
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Further, it follows that ∏
1≤i< j≤n

(ε∆i j/ε∆12) = δ′/(ε∆12)n(n−1)

whence, by (8.3.17) and (8.3.19) we get

h(ε∆12) ≤ 2C25 + C24/n(n − 1).

Together with (8.3.19) this gives

h(ε∆i j) ≤ 4C25 + C24 =: C26 (8.3.20)

for distinct i, j ∈ {1, . . . , n}.
Putting α′i := εαi, we have ε∆i j = α′i −α

′
j for each distinct i, j with 1 ≤ i, j ≤

n. Further, we obtain for i = 1, . . . , n that

α′i −
1
n

a =
1
n

n∑
j=1

(
α′i − α

′
j

)
,

where a = α′1 + · · · + α′n. Since a ∈ OS , by Proposition 3.5.7 and (3.5.11) there
is a ρ ∈ OK such that

h(ρ) ≤ log∗
(
dn|DK |

1/2
)

=: C27. (8.3.21)

and a − ρ ∈ nOS , that is,

a = nb + ρ with b ∈ OS .

Put α∗i := α′i − b for i = 1, . . . , n. Then α∗i = εαi − b. Further, we have

α∗i =
1
n

n∑
j=1

(
α′i − α

′
j

)
+

1
n
ρ for i = 1, . . . , n,

and together with (8.3.20) and (8.3.21) this implies

max
1≤i≤n

h(α∗i ) ≤ (n − 1) C26 + C27 + 4 log n.

Putting

f ∗(X) := (X − α∗1) · · · (X − α∗n),

f ∗ has its coefficients in OS, and is OS -equivalent to f . Further, in view of
Corollary 3.5.5 we infer that

h( f ∗) ≤
n∑

i=1

h(α∗i ) + n log 2.
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By (3.1.11) and (8.2.2), we have |DK | ≤ |DΩ( f )|. Thus, if in (8.3.4) C14 is large
enough, we get

h( f ∗) ≤ 4n2C25.

Substituting now the logarithms of the bounds in (8.3.3) and (8.3.4) into C25,
we obtain (8.2.3) and (8.2.4).

Finally, for n = 2 we infer from (8.3.18) and (8.3.17) the estimate (8.3.20)
with 1

2C24 in place of C26, and (8.2.3) and (8.2.4) follow as above, with Pn3+1
S Wn3

S
replaced by log∗ PS in (8.2.4). �

To deduce Theorem 8.2.3 from Theorem 8.2.1, it will be enough to estimate
DΩ( f ) from above in (8.2.3) in terms of the parameters involved. We shall need
the lemma below.

Let K be a number field of degree d and of discriminant DK , and let S be
a finite set of places of K consisting infinite places and of the finite places
corresponding to the prime ideals p1, . . . , pt of OK . Put

QS := NK(p1 · · · pt) with QS := 1 if t = 0.

Further, let Ω be a finite étale K-algebra with [Ω : K] = n and let DΩ be the
discriminant of Ω, viewed as étale Q-algebra, and dΩ/K = dOΩ/OK the relative
discriminant of Ω/K.

Lemma 8.3.2 With the above notation we have

|DΩ| ≤
(
ndt |DK | · QS

)n
NS

(
dΩ/KOS

)
. (8.3.22)

Proof We first consider the case that Ω = L is a finite extension of K of
relative degree n = [L : K]. By (3.1.4) we have

|DL| = NK(dL/K)|DK |
n.

Write

dL/K = p
k1
1 · · · p

kt
t a,

where k1, . . . , kt are non-negative rational integers and a is an ideal of OK

composed of prime ideals different from p1, . . . , pt. Then a has absolute norm
NK(a) = NS(dL/KOS ). It suffices to estimate from above the absolute norm
NK(pk1

1 · · · p
kt
t ). For i = 1, . . . , t, put ei := e(pi|pi), fi := f (pi|pi) where pi is the

prime number below pi. Then according to Proposition 2.8.3 (iii) we have for
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i = 1, . . . , t,

ki = ordpi (dL/K) ≤ n
(
1 + ei

log n
log pi

)
= n

(
1 + ei fi

log n
log NK(pi)

)
≤ n

(
1 +

d log n
log NK(pi)

)
.

This implies

NK(pk1
1 · · · p

kt
t ) ≤ NK(p1 · · · pt)nnndt = Qn

S nndt.

Now (8.3.22) easily follows in the case Ω = L.
We now consider the general case. We may assume that Ω = L1 × · · · × Lq

where L1, . . . , Lq are finite extensions of K. Let ni := [Li : K] for i = 1, . . . , q.
Then n = n1 + · · ·+nq. Further, from (2.10.2) and from Proposition 2.10.2 with
A = OK , we get

DΩ =

q∏
i=1

DLi , dΩ/K =

q∏
i=1

dLi/K .

We now obtain (8.3.22) in general by applying (8.3.22) with L1, . . . , Lq instead
of Ω, using nnidt

i ≤ nnidt and taking the product. �

Let K, S and QS be as above. Let f ∈ OS [X] be a monic polynomial of
degree n ≥ 2 with non-zero discriminant D( f ), and let DΩ( f ) be as in (8.2.2).

Lemma 8.3.3 Under the above assumptions and notation we have

|DΩ( f )| ≤
(
ndt |DK | · QS

)n
NS (D( f )) . (8.3.23)

Proof From (5.3.8) it follows that D( f ) ∈ DΩ( f )/KOS . Hence

NS (dΩ/KOS ) ≤ NS (D( f )).

By combining this with Lemma 8.3.2, inequality (8.3.23) easily follows. �

Theorem 8.2.3 follows from Theorem 8.2.1 by means of Lemma 8.3.3.

Proof of Theorem 8.2.3 Since by assumption D( f ) ∈ δO∗S , we have
NS(D( f )) = NS(δ). Now (8.2.3) and (8.3.23) give (8.2.7). �

Proof of Corollary 8.2.4 The finiteness assertion of Corollary 8.2.4 follows
immediately from Theorem 8.2.3 and Theorem 3.5.2.

Suppose now that K, S and δ ∈ K∗ are effectively given. We shall use several
algebraic number-theoretic algorithms collected in Section 3.7. We can decide
whether δ ∈ OS ; if δ < OS there is nothing to prove. So assume δ ∈ OS and let
f ∈ OS [X] be a polynomial of degree n ≥ 2 with D( f ) ∈ δO∗S . Then by The-
orem 8.2.3 f is OS -equivalent to a monic polynomial f ∗ ∈ OS [X] for which
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(8.2.7) holds. Here in the upper bound every parameter and hence the bound
itself can be computed. Indeed, d and DK can be determined. Further, S being
effectively given, t, s and PS can also be computed. Finally, in view of (3.5.1)
one can give an effective bound for NS(δ). Thus the heights of the coefficients
of f ∗ are bounded by an effectively computable constant, say C. All elements
of K of height ≤ C belong to a finite and effectively computable subset of K,
and by selecting the S-integers among them, one gets a finite and effectively
computable subset of OS . Considering the polynomials f ∗ ∈ OS [X] of degree
n with coefficients contained in this finite subset, one can determine their dis-
criminants D( f ∗), and then can determine those f ∗ for which D( f ∗)/δ ∈ O∗S .
Finally, it can be decided for any two remaining polynomials f ∗, f ∗∗ whether
they are OS -equivalent or not, i.e. whether f ∗∗(X) = ε−n f ∗ (εX + a) for some
ε ∈ O∗S and a ∈ OS . Indeed, denoting by a∗1 and a∗∗1 the coefficients of Xn−1 in
f ∗ and f ∗∗, respectively, we have a∗∗1 = ε(a∗1 + na), f ∗∗(0) = εn f ∗(a). We may
assume without loss of generality that a∗∗1 , 0. It follows that

f ∗(a) =
nn f ∗∗(0)

(a∗∗1 )n

(
a + a∗1/n

)n .

Then one has a polynomial equation for a with coefficients in K from which
one can determine a and can decide whether a ∈ OS , except for the case when
f ∗(X) =

(
X + a∗1/n

)n
which case is however excluded. From ε = a∗∗1 /

(
a∗1 + na

)
one can decide whether ε ∈ O∗S which completes the proof. �

Proof of Corollary 8.2.6 Let f (X) be a polynomial with properties specified
in Corollary 8.2.6. According to Theorem 8.2.1 we have f (X) = εn f̃

(
ε−1X + ã

)
with some ε ∈ O∗S , ã ∈ OS and f̃ ∈ OS [X] for which H( f̃ ) does not exceed the
upper bound occurring in (8.2.4). This bound will be denoted by C28.

We have

δ = D( f ) = εn(n−1)D( f̃ ). (8.3.24)

Further, h(D( f̃ )) ≤ 2n(n − 1) log C28. Together with (8.3.24) this implies that
h(ε) ≤ 2 log C28 + h(δ). Putting

f ∗(X) = εn f̃
(
ε−1X

)
,

we have f (X) = f ∗(X + a) with a = ε̃a ∈ OS and f ∗ ∈ OS [X] such that
h( f ∗) ≤ (2n + 1) log C28 + nh(δ). Finally, by (3.5.1) we have log NS(δ) ≤ dh(δ),
hence our assertion follows. �

Proof of Theorem 8.2.7 Let f ∈ OT [X] be a monic polynomial of degree n ≥
2 with discriminant D( f ) = δ , 0 and with zeros α1, . . . , αn. Using the notation
and following the arguments of the proof of Theorem 8.2.1, we infer that there
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is an ε ∈ O∗S such that for ∆i j = αi − α j, δ′ = εn(n−1)δ, (8.3.17) and (8.3.20)
hold. From (8.3.17) we deduce that

h(ε) ≤
1

n(n − 1)
h(δ) + C24,

and so (8.3.20) implies that

h(αi − α j) ≤
1

n(n − 1)
h(δ) + 4C25 + 2C24 =: C29 (8.3.25)

for each distinct i and j.
We obtain for i = 1, . . . , n, that

αi −
1
n

a =
1
n

n∑
j=1

(αi − α j), (8.3.26)

where a ∈ OT . We can now proceed in the same way as in the proof of Theorem
8.2.1. There are b ∈ OT and ρ ∈ OK such that a = nb + ρ and h(ρ) ≤ C27.
Then f (X) = f ∗(X − b) where f ∗ is a monic polynomial in OT [X] with zeros
α∗i := αi − b, i = 1, . . . , n. Further, we deduce from (8.3.26) and (8.3.25) that

h(α∗i ) ≤ (n − 1)C29 + C27 + 2 log n =: C30.

Finally, since f ∗ is monic we get by Corollary 3.5.5, that

h( f ∗) ≤
n∑

i=1

h(α∗i ) + n log 2 ≤ nC30 + n log 2,

whence, substituting the upper bound form (8.2.3) into C25 and using Lemma
8.3.3, the upper bound occurring in Theorem 8.2.7 easily follows. �

Proof of Corollary 8.2.8 Let h and R denote the class number and regulator
of K, and p1, . . . , pt the prime ideals corresponding to the finite places in S.
There are π j ∈ OK such that (π j) = ph

j and that, by Proposition 3.6.3 and
(3.1.8),

h(π j) ≤ C31t log∗ PS for j = 1, . . . , t, (8.3.27)

where C31 is an effectively computable number which depends only on d and
DK , the discriminant of K. Suppose that f ∈ OK[X] is a monic polynomial of
degree n ≥ 2 with discriminant D( f ) ∈ δO∗S . We may write

(D( f )) = ap
r1
1 · · · p

rt
t (πz1

1 · · · π
zt
t )n(n−1) = (δ1)(πz1

1 · · · π
zt
t )n(n−1)

where a is an ideal of OK composed of prime ideals corresponding to places
outside S and ri, zi are non-negative rational integers, with 0 ≤ ri < hn(n −
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1) for i = 1, . . . , t. Clearly, |NK/Q(δ1)| ≤ NS (δ)PthK n(n−1)
S . Then, using again

Proposition 3.6.3 and (3.1.8), we can write

D( f ) = δ0

(
επz1

1 · · · π
zt
t

)n(n−1)

where ε ∈ O∗K and δ0 is a non-zero element of OK such that

h(δ0) ≤ log NS(δ) + C32n2t log PS (8.3.28)

with an effectively computable positive number C32 depending only on d and
DK . But we have |DK | ≤ |DΩ( f )|. Hence the dependence on DK in C32 can be
replaced by that on DΩ( f ).

Let α1, . . . , αn denote the zeros of f . Putting

α′i := αi/
(
επz1

1 · · · π
zt
t

)
, i = 1, . . . , n

and f ′(X) = (X − α′1) · · · (X − α′n) we infer that f ′ ∈ OS [X] and D( f ′) = δ0.
Applying now Corollary 8.2.6 to f ′, we obtain that f ′(X) = f ′′(X + b) with
some b ∈ OS and f ′′ ∈ OS [X] such that

h( f ′′) ≤ C s
33Pn3+1

S Wn3
S max {h(δ0), 1} =: C34, (8.3.29)

where C33 > 1 and C35,C36 and C38 . . . ,C41 below are effectively computable
positive numbers which depend at most on d, n and DΩ( f ). Further, α′′i := α′i +b
are the zeros of f ′′, i = 1, . . . , n.

Since b ∈ OS , we can write b = b′/
(
πu1

1 · · · π
ut
t

)
, where b′ ∈ OK , u1, . . . , ut

are non-negative rational integers and none of the π j divides b′ in OK . Since α′′i
is integral over OS , there are non-negative rational integers k1, . . . , kt such that
with the notation κ = πk1

1 · · · π
kt
t , the number κα′′i is an algebraic integer for i =

1, . . . , n. Suppose that k1, . . . , kt are minimal with this property. Considering
the α′′i for which κα′′i is not divisible by π j and using the definition of the
height, we get

(k j − 1)h log NK(p j) ≤ dnh(α′′i ).

But by Corollary 3.5.5

h(α′′i ) ≤ n log 2 + h( f ′′)

whence, using (8.3.29), k j ≤ C35C34. Together with (8.3.27) this gives

h(κ) ≤ C36t2(log∗ PS )C34 =: C37.

Then γi = κα′′i is an algebraic integer and h(γi) ≤ C38C37 for i = 1, . . . , n.
It follows from α′i = α′′i − b that

αi

επz1
1 · · · π

zt
t

=
γi

πk1
1 · · · π

kt
t

−
b′

πu1
1 · · · π

ut
t
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where u j ≤ max
{
z j, k j

}
for each j. Consequently, there are non-negative ra-

tional integers k′1, . . . , k
′
t and z′1, . . . , z

′
t with the following properties: k′j = 0 or

z′j = 0 and k′j ≤ k j for each j, for λ := π
k′1
1 · · · π

k′t
t , ρ := π

z′1
1 · · · π

z′t
t and for some

τ ∈ OK

αiε
−1λ = ργi + τ, i = 1, . . . , n

holds, and h(λ) ≤ C37. Since λ and ρ are relatively prime in OK , there exists
a τ′ ∈ OK such that τ ≡ ρτ′ (modλ). Further, by Proposition 3.5.7 τ′ can be
chosen so that h(τ′) ≤ C39 + log |NK/Q(λ)| ≤ C40C37. Then α∗i = (τ′ + γi)/λ is
an algebraic integer and

h(α∗i ) ≤ C41C37 for i = 1, . . . , n. (8.3.30)

Further, with the notation η = ερ we have η ∈ S and αi = ηα∗i + a with some
a ∈ OK , i = 1, . . . , n. Putting f ∗(X) = (X − α∗1) · · · (X − α∗n), we infer that

f (X) = ηn f ∗(η−1(X + a))

and f ∗ ∈ OK[X]. Further, in view of (8.3.28)-(8.3.30), (8.2.9) follows. �

Proof of Corollary 8.2.9 Let f ∈ OK[X] be a separable monic polynomial of
degree n ≥ 2 for which there are no monic g ∈ OK[X] and η ∈ OK\O∗K∪{0} such
that f (X) = ηng(η−1X). Let S denote the minimal set of places of K, containing
the infinite places, for which D( f ) ∈ S := O∗S

⋂
OK . Then it follows from

Corollary 8.2.8 that f (X) = ηn f ∗
(
η−1(X + a)

)
with some a ∈ OK , η ∈ S and

monic f ∗ ∈ OK[X] such that, with the notation of Corollary 8.2.8 and Corollary
8.2.9,

h( f ∗) ≤ Ct+1
42 (PS WS )n3+1. (8.3.31)

Here C42 is an effectively computable positive number which depends only on
n, d and DΩ( f ). But by the assumption made on f , the number η must be a unit
of OK . Thus

N = |NK/Q(D( f ))| =
∣∣∣NK/Q(D( f ∗))

∣∣∣ ,
whence it is easy to deduce that

log N ≤ C43h( f ∗), (8.3.32)

where C43 and C46 below are effectively computable positive numbers which
depend at most on d and n. Using WS ≤

(
log∗ PS

)t we deduce from (8.3.31)
and (8.3.32) that

PS (log∗ PS )t ≥ C44(log N)C45 (8.3.33)

holds, provided that N ≥ N0

(
d, n,DΩ( f )

)
, where N0 is effectively computable
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and sufficiently large. Further, C44, C45 are effectively computable positive
numbers depending only on d, n and DΩ( f ). For t ≤ log PS / log2 PS , the first
inequality of (8.2.10) is an immediate consequence of (8.3.33). In the remain-
ing case we use the inequality t ≤ C46PS / log PS to derive from (8.3.33) the
second inequality of (8.2.10). �

Proof of Theorem 8.2.11 By Theorem 8.2.1 we can write

f (X) = εn f̃
(
ε−1X + a

)
with some ε ∈ O∗S , a ∈ OS and some monic f̃ ∈ OS [X] such that h( f̃ ) ≤ C47,
where C47 denotes the bound occurring in (8.2.3).

It follows from the assumption f (0) ∈ µO∗S that

f̃ (a) ∈ µO∗S . (8.3.34)

Denote by α1, . . . , αn the zeros of f̃ [X] in Q. Then, by Corollary 3.5.5,

h(αi) ≤ n log 2 + nC47 =: C48. (8.3.35)

Let Li = K(αi), Ti the set of places of Li lying above those in S, OTi the ring of
Ti-integers, O∗Ti

the group of Ti-units and NTi the Ti-norm in Li, i = 1, . . . , n.
Since f̃ is monic, we have αi ∈ OTi for each i. Further, (8.3.34) implies that
NTi (a − αi) divides NTi (µ) in Z for each i. But NTi (µ) = NS(µ)[Li:K], hence

NTi (a − αi) ≤ NS(µ)n for i = 1, . . . , n. (8.3.36)

The degree of Li over Q is at most dn. Let DLi denote the discriminant of Li.
We give now an upper bound for |DLi |. If f̃ = f1 · · · fq is the factorization of
f̃ into monic irreducible polynomials f1, . . . , fq over K, then, for each j with
1 ≤ j ≤ q, K[X]/( f j) as a number field over Q is isomorphic to one of the
number fields L1, . . . , Ln, say to L j. But {L1, . . . , Ln} consists of all conjugates
of L1, . . . , Lq over K. Hence, by (8.2.2), |DLi | ≤ |DΩ( f )| for i = 1, . . . , n. Thus,
in view of (3.1.8) the class number and the regulator of Li do not exceed

5|DΩ( f )|
1/2

(
log∗ |DΩ( f )|

)dn−1
=: C49.

We apply now Proposition 3.6.3 to a − αi in Li. Using (8.3.36) and the other
above estimates we infer that

a − αi = ηiβi, i = 1, . . . , n, (8.3.37)

where ηi ∈ O∗Ti
and βi ∈ OTi such that

h(βi) ≤ n2 log NS(µ) + c3(dn)c4dn2
(t + 1)

(
log∗ PS

)
C49 =: C50. (8.3.38)
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Here c3, c4 and c5, c6 below are effectively computable positive absolute con-
stants.

We get from (8.3.37) that

ηiβi − η1β1 = α1 − αi for i = 2, . . . , n. (8.3.39)

Let Li1 denote the number field K(αi, α1), DLi1 its discriminant, Ti1 the set of
places of Li1 lying above those in S and O∗Ti1

the group of OTi1 -units in Li1.
Then (8.3.39) is a Ti1-unit equation in the unknowns ηi and η1.

We are going to give an upper bound for the heights of ηi and η1. The degree
of Li1 is at most dn2 over Q, where n2 = n(n − 1). Hence, in view of (3.1.10)
we deduce that |DLi1 | ≤ |DΩ( f )|

2(n−1). By (3.1.8) the product of the class number
and regulator of Li1 is at most

(2n)dn2−1|DΩ( f )|
n−1

(
log∗ |DΩ( f )|

)dn2−1
=: C51.

The unit group O∗Ti1
has rank at most n2s−1. The maximum of the norms of the

prime ideals corresponding to the finite places in Ti1 is at most Pn2
S . Further,

the product of the logarithms of the norms of these prime ideals is at most(
n2tWS

)n2
=: C52. Hence, by (3.4.8), the RTi1 -regulator is at most C51C52. Now

applying Corollary 4.1.5 to (8.3.39), we obtain that

h(ηi) ≤ (c5ns)c6n2 sPn2+1
S (C50 + C48)C51C52 (8.3.40)

=: C53 for i = 1, . . . , n.

Putting α∗i = αi − a, we deduce from (8.3.37), (8.3.38) and (8.3.40) that

h(α∗i ) ≤ C50 + C53 =: C54, i = 1, . . . , n.

Putting f ∗(X) = (X − α∗1) · · · (X − α∗n), in view of Corollary 3.5.5 we infer that

h( f ∗) ≤ nC54 + n log 2.

Finally, using the fact that(
log∗ |DΩ( f )|

)κ
≤ (n/2ε)κ |DΩ( f )|

ε

and

WS ≤
(
log∗ PS

)t
≤

(
t/2ε′

)t Pε′

S

for any κ > 0, ε > 0 and ε′ > 0 and utilizing Lemma 8.3.3 to estimate from
above |DΩ( f )| in terms of the other parameters involved, after some straightfor-
ward computation (8.2.11) follows. �
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8.4 Integral elements over rings of S -integers

In this section we generalize the results of Sections 6.1 and 6.2 in three different
directions. Namely, we consider the corresponding discriminant equations and
index equations over a ring of S-integers of an arbitrary number field K instead
of Z and Q. At the same time we extend our results to the case of K-algebras
Ω in place of field extensions L/K, where Ω is a finite étale K-algebra, that
is a K-algebra which is isomorphic to a direct product of finitely many finite
field extensions of K. This latter extension has not yet been published. Finally,
we establish some general effective finiteness results for algebraic integers of
bounded degree.

8.4.1 Integral elements in étale algebras

Let K be an algebraic number field, S a finite set of places of K containing the
infinite places, OS the ring of S-integers and O∗S the group of S-units in K. Let
Ω be a finite étale K-algebra, isomorphic to L1×· · ·×Lq, say, where L1, . . . , Lq

are finite field extensions of K. We view K as a K-subalgebra of Ω. Let OS ,Ω

denote the integral closure of OS in Ω, and consider the equation

DΩ/K(α) ∈ δO∗S in α ∈ OS ,Ω, (8.4.1)

where δ is a given non-zero element of OS . If α is a solution of (8.4.1) then so
is α∗ = εα + a for every ε ∈ O∗S and a ∈ OS . Such elements α, α∗ of Ω will be
called OS -equivalent and for S = M∞K , i.e. for OS = OK , OK-equivalent.

Keeping the notation of Section 8.2, let d and DK denote the degree and
discriminant of K, s the cardinality of S, p1, . . . , pt the prime ideals of OK

corresponding to the finite places in S, PS the maximum of the norms and WS

the product of the logarithms of the norms of these prime ideals if t > 0, and
PS = WS = 1 if t = 0.

We denote by n the dimension of Ω over K, and by DΩ the discriminant of
Ω viewed as finite étale Q-algebra. Further, let

n3 = n(n − 1)(n − 2).

The absolute height of an element α of Ω is defined as

H(α) := max
(
H(α1), . . . ,H(αq)

)
,

where ϕ : Ω→∼ L1 × · · · × Lq denotes the K-algebra isomorphism and ϕ(α) =

(α1, . . . , αq). We shall also use the absolute logarithmic height of α ∈ Ω defined
as

h(α) := log H(α).
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From Theorem 8.2.1 we deduce the following.

Theorem 8.4.1 Let δ ∈ OS \ {0}. Every solution α of (8.4.1) is OS -equivalent
to a solution α∗ for which

H(α∗) ≤ exp
{
C1Pn3+1

S |DΩ|
2n−1 (

|DΩ|
n + log NS(δ)

)}
, (8.4.2)

where C1 = (10n3s)16n2 s.

It will be clear from (8.2.1) and from the proofs of Theorem 8.4.1 and Theo-
rem 8.2.1 that Theorem 8.4.1 and Theorem 8.2.1 with (8.2.3) are in fact equiv-
alent. In view of the close connection between the elements of Ω and their
characteristic polynomials, most results presented in Chapter 8 can be formu-
lated both in terms of monic polynomials and in terms of integral elements.

If G denotes the normal closure of the compositum of the number fields
L1, . . . , Lq over K, m is the degree of G over K and DG is the discriminant of
M over Q, then it follows from (3.1.10), (3.1.11) and (2.10.2) that DΩ and DG

have the same prime factors and

|DΩ|
m/n ≤ |DG | ≤ |DΩ|

m.

Hence, in (8.4.2) and throughout this chapter, |DΩ| can be estimated from above
in terms of |DG | and n. Further, it will be clear from the proofs that n3 can be
replaced everywhere by m.

Let O be an OS -order of Ω. Then O ⊆ OS ,Ω. As a consequence of Theorem
8.4.1 we prove the following.

Corollary 8.4.2 Let δ ∈ OS \ {0}, and let α ∈ O with discriminant DΩ/K(α) =

δ. Then α = α∗ + a for some a ∈ OS and α∗ ∈ O such that

H(α∗) ≤ exp
{
4dC1Pn3+1

S |DΩ|
2n−1 (|DΩ|

n + h(δ))
}
, (8.4.3)

where C1 = (10n3s)16n2 s.

Let dO/OS be the discriminant ideal of the OS -order O of Ω. If α ∈ OS ,Ω is
contained in O then the OS -equivalence class of α in OS ,Ω also belongs to O.
For α ∈ O with Ω = K[α], denote by IO(α) the index ideal [O : OS [α]]OS in
OS . Let I be a non-zero ideal of OS , and consider the index equation

IO(α) = I in α ∈ O. (8.4.4)

In view of (5.3.7) this equation is equivalent to the discriminant equation(
DΩ/K(α)

)
= I2
dO/OS in α ∈ O, (8.4.5)

where the left-hand side is the ideal of OS generated by DΩ/K(α). For O =
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OS ,Ω , (8.4.5) gives (8.4.1) with the choice (δ) = I2dOS ,Ω/OS , that is in (8.4.1) δ
must be divisible by dOS ,Ω/OS .

If α is a solution of (8.4.4) or (8.4.5) then so is every element of its OS -
equivalence class inO. Taking (δ) = I2dO/OS in (8.4.1), we obtain immediately
from Theorem 8.4.1 the following.

Corollary 8.4.3 Every solution of (8.4.4), (8.4.5) is OS -equivalent to a solu-
tion α∗ for which

H(α∗) ≤ exp
{
2C1Pn3+1

S |DΩ|
2n−1 (

|DΩ|
n + log NS

(
IdO/OS

))}
, (8.4.6)

where C1 = (10n3s)16n2 s.

We note that apart from the values of the numbers C1 and 2C1, Corollary
8.4.3 and Theorem 8.4.1 are equivalent.

Corollary 8.4.3 does not yet imply that the OS -equivalence classes of α with
(8.4.4) or (8.4.5) can be determined effectively. In addition we need a method
to determine whether an element α of OS ,Ω belongs to O. This is provided by
the following result.

Corollary 8.4.4 Let {ω1, . . . , ωk} be a set of OS -module generators for O.
Put

H := max (H(ω1), . . . ,H(ωk)) .

Then every solution of (8.4.4), (8.4.5) is OS -equivalent to a solution α∗ such
that

α∗ = x1ω1 + · · · + xkωk with x1, . . . , xk ∈ OS ,

max
1≤i≤k

H(xi) ≤ exp
{
(c7ks)c8n2 sPn3+1

S |DΩ|
2n−1 ×

×
(
|DΩ|

n + log H + log NS (I)
) }
,

 (8.4.7)

where c7 and c8 are effectively computable absolute constants.

We fix again an effectively given algebraic closure Q of Q. All number
fields below are subfields of Q. Following Section 3.7, we say that a finite
étale K-algebra Ω is effectively given if K is effectively given and if Ω is K-
algebra isomorphic to L1 × · · · × Lq, where L1, . . . , Lq are effectively given
as finite extensions of K. Further, an element α of Ω is said to be effectively
given/determinable if in ϕ(α) = (α1, . . . , αq) the element αi of Li is effectively
given/determinable for i = 1, . . . , q. Finally, we say that the non-zero ideal I of
OS is effectively given/determinable if a finite system of OS -module generators
of I is effectively given/determinable.

From Corollary 8.4.4 we deduce the following.
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Corollary 8.4.5 Suppose that K, S, Ω, the ideal I of OS and a finite system
of OS -module generators of the OS -order O of Ω are effectively given. Then
it can be decided effectively whether (8.4.4), (8.4.5) are solvable. Moreover,
if (8.4.4), (8.4.5) is solvable, then a full system of representatives for the OS -
equivalence classes of solutions can be determined effectively.

In view of Corollary 8.4.4, equation (8.4.5) can be reformulated as a discrim-
inant form equation and Corollary 8.4.4 can be used to give all its solutions.

Let again O be an OS -order of Ω, and suppose that O is a free module
over OS having a basis of the form {1, ω2, . . . , ωn}. Denote by I(X2, . . . , Xn) the
corresponding index form and let I ∈ OS \ {0}. Then together with Proposition
5.2.1, Corollary 8.4.4 gives immediately an upper bound for the heights of the
solutions of the index form equation I(x2, . . . , xn) = I in x2, . . . , xn ∈ OS . We
recall that if K = Q and O is an order of Ω, then O always has a Z-basis of
the form {1, ω2, . . . , ωn} and Corollary 8.4.4 applies to the corresponding index
form equation.

We recall that an OS -order O of Ω is called monogenic if O = OS [α] for
some α ∈ O. Then we have also O = OS [α∗] for every α∗ ∈ O that is OS -
equivalent to α. In this case O is a free OS -module having

{
1, α, . . . , αn−1

}
as

power basis over OS . Obviously, O = OS [α] holds for some α ∈ O if and only
if IO(α) = [O : OS [α]]OS = (1). Hence Corollary 8.4.3 gives immediately an
effective result for monogenic orders.

The following theorem immediately follows from Corollary 8.4.4.

Theorem 8.4.6 LetO be an OS -order of Ω, and {ω1, . . . , ωk} a system of OS -
module generators of O. If O is monogenic, then every α with O = OS [α] is
OS -equivalent to an element α∗ such that

α∗ = x1ω1 + · · · + xkωk with x1, . . . , xk ∈ OS

and

max
1≤i≤k

H(xi) ≤ exp
{
(c7ks)c8n2 sPn3+1

S |DΩ|
2n−1 (

|DΩ|
n + log H

)}
with the same effectively computable absolute constants c7, c8 as in Corollary
8.4.4.

The next corollary is an immediate consequence of Corollary 8.4.5.

Corollary 8.4.7 Let O be an OS -order of Ω. Suppose that a system of OS -
module generators of O is given. Then it can be decided effectively whether
O is monogenic or not. Further, if O is monogenic, then there are only finitely
many OS -equivalence classes of α ∈ O such that O = OS [α], and a full set of
representatives of these classes can be effectively determined.
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Since O = OS [α] for some α ∈ O if and only if {1, α, . . . , αn−1} is a power
OS -basis of O, Theorem 8.4.6 and Corollary 8.4.7 can be reformulated for
power OS -bases.

Theorem 8.4.8 and its Corollary 8.4.9 below will enable us to get some new
information about the arithmetical properties of those non-zero integers of K
which are discriminants of integral elements of Ω.

Let

S = O∗S
⋂

OK .

This is a multiplicative semigroup which consists of those non-zero integers of
K which are not divisible by prime ideals different from p1, . . . , pt. For t = 0,
S is just the unit group of K.

Denote by OΩ the integral closure of Z in Ω. It is at the same time the
integral closure of OK in Ω. Further, let O be an OK-order of Ω with index
ideal IO := [OΩ : O]OK in OK . We show that up to multiplication by elements
of S and translation by integers of K, there are only finitely many elements
in O with discriminants contained in S. We prove this in the following, partly
explicit form.

Theorem 8.4.8 Let δ ∈ OK \ {0}. If

DΩ/K(α) ∈ δO∗S , with α ∈ O, (8.4.8)

then there are η ∈ S, a ∈ OK , α∗ ∈ O such that α = ηα∗ + a and

H(α∗) ≤ exp
{
C s

55(PS WS )n3+1 log∗ (NS(δ)NK(IO))
}
, (8.4.9)

where C55 denotes an effectively computable positive number which depends
only on d, n and DΩ.

Theorem 8.4.8 is a consequence of Corollary 8.2.8.
We recall that PK(δ) denotes the greatest norm of the prime ideal divisors

of δ in OK . If α = ρβ with α, β ∈ OΩ and nonunit ρ ∈ OK \ {0} then, in
general,

∣∣∣NK/Q
(
DΩ/K(α)

)∣∣∣ cannot be estimated from above in terms of K, Ω

and PK
(
DΩ/K(α)

)
. We say that δ ∈ OK \ {0} is a reduced element discriminant

with respect to Ω/K, if it is the discriminant of some α ∈ OΩ, but is not the
discriminant of any ρβ with β ∈ OΩ and nonunit ρ ∈ OK \ {0}.

The next corollary is a consequence of Theorem 8.4.8.

Corollary 8.4.9 Let δ ∈ OK \ {0} be a reduced element discriminant with
respect to Ω/K. Then

P > C56
(
log2 N

) (
log3 N

)
/ log4 N,
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provided that N ≥ N0, where P = PK(δ), N =
∣∣∣NK/Q(δ)

∣∣∣ and C56, N0 are
effectively computable positive numbers which depend only on d, n and DΩ.

Roughly speaking this says that if δ is a reduced element discriminant with
respect to Ω/K then δ must be divisible by a prime ideal of large norm.

Let again O be an OK-order of Ω with index ideal IO := [OΩ : O]OK in OK .
For α ∈ O with K[α] = Ω, denote by IO(α) the index ideal [O : OK[α]]OK in
OK . Then, by (5.3.7), we have

(DΩ/K(α)) = (IO(α))2
dO/OK , (8.4.10)

where dO/OK denotes the discriminant ideal of O over OK . Let dΩ/K denote the
relative discriminant of Ω over K, that is the discriminant ideal dOΩ/OK . As a
further consequence of Theorem 8.4.8 we prove the following.

Corollary 8.4.10 Let I be a non-zero ideal in OK , and let α ∈ O \ {0} with
IO(α) = I. Then there are η ∈ S, a ∈ OK and α∗ ∈ O such that α = ηα∗ + a
and

H(α∗) ≤ exp
{
C s

57(PS WS )n3+1 log∗(NK(IO) · NS (I))
}
, (8.4.11)

where C57 is an effective computable positive number which depends only on
d, n and DΩ.

From Corollary 8.4.10 we deduce a result, similar to Corollary 8.4.9, on
arithmetical properties of indices of the OK-order O of Ω considered above. If
an integral ideal I of K is the index of some α in O, then

(ρ)n(n−1)/2
I = IO (ρα)

for every non-zero ρ ∈ OK . We say that I is a reduced index with respect to
O/K if it is the index of some α ∈ O, but is not the index of any ρβ with β ∈ O
and nonunit ρ ∈ OK \ {0}.

Corollary 8.4.11 Let I be a non-zero ideal of OK which is reduced index
with respect to O/K. Then

P > C58
(
log2 N

) (
log3 N

)
/ log4 N (8.4.12)

provided that N ≥ N1, where N = NK (I), P denotes the greatest prime factor
of N and C58, N1 are effectively computable positive numbers which depend
only on d, n, DΩ and NK(IO).

Finally we note that in the special case when K = Q, OS = Z and Ω is a num-
ber field, Corollary 8.4.2, Corollary 8.4.3 and Corollary 8.4.4 imply slightly
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weaker and less explicit versions of Corollary 6.2.3, Corollary 6.2.1 and Theo-
rems 6.1.1 and 6.1.2, respectively. Further, Corollary 6.2.4 and Corollary 6.2.6
are special cases of Corollary 8.4.7 and Corollary 8.4.13 below.

8.4.2 Integral elements in number fields

Of particular importance are the special cases of the results of Section 8.4.1
when Ω is a finite extension field, say L, of K with n = [L : K]. Then it suffices
to replace everywhere Ω by L and DΩ by DL, the discriminant of L over Q. We
present now some consequences in this important special case.

Keeping the notation of Section 8.4.1, let L/K be a field extension of de-
gree n ≥ 2 with relative discriminant dL/K , and OL, DL the ring of integers
and discriminant of L, respectively. Let O be an OK-order of L with index
ideal IO = [OL : O]OK in OK . For α ∈ O, denote by IO(α) the index ideal
[O : OK[α]] in OK . Then in the special case Ω = L Corollary 8.4.10 gives the
following.

Corollary 8.4.12 Let I be a non-zero ideal in OK , and let α ∈ O \ {0} with
IO(α) = I. Then there are η ∈ S, a ∈ OK and α∗ ∈ O such that α = ηα∗ + a
and

H(α∗) ≤ exp
{
C s

59 (PS WS )n3+1 log∗ (NK (IO) NS (I))
}
,

where C59 is an effectively computable positive number which depends only on
d, n and DL.

In the case O = OL, a prime ideal p of OK is called a common index divisor
of L/K if p divides IOL (α) for every primitive integral element α of L/K. The
number of common index divisors is finite and a theorem from [Hasse (1980)]
gives a characterization of these divisors. It is interesting to apply Corollary
8.4.12 to the case when I is composed of the prime ideals p1, . . . , pt which
are just the common index divisors of L/K. There are relative extensions of
arbitrarily high degree in which there exists no element α with index not divis-
ible by prime ideals different from the common index divisors; see [Pleasants
(1974)]. Corollary 8.4.12 provides an algorithm for deciding whether such an
element α exists and for determining all α having this property.

For t = 0, Corollary 8.4.12 provides a partly explicit result on monogenic
OK-orders O of L. However, in this special case Corollary 8.4.3 implies a fully
explicit version. In particular, for t = 0, Ω = L and O = OL Corollary 8.4.3
immediately gives Corollary 8.4.13.

Corollary 8.4.13 If OL = OK[α] for some α ∈ OL, then there is an α∗ ∈ OL
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which is OK-equivalent to α such that

H(α∗) ≤ exp
{
2C60|DL|

3n log∗ NK(dL/K)
}
, (8.4.13)

where C60 = (10n3d)16n2d.

Equivalently, if, for α ∈ OL, {1, α, . . . , αn−1} is a relative power integral basis
of L over K, then α is OK-equivalent to an α∗ for which (8.4.13) holds. Thus
Corollary 8.4.13 which is an improved version of [Győry (1978a), Cor. 3.3],
makes it possible, at least in principle, to decide whether L has a relative power
integral basis and to determine all α ∈ OL which generate relative integral
bases.

Pleasants [Pleasants (1974)] gave an explicit formula which enables one
to compute a positive integer m(OL,OK) such that if r(OL,OK) denotes the
minimal number of generators of OL as OK-algebra, then

m(OL,OK) ≤ r(OL,OK) ≤ max {m(OL,OK), 2} .

Pleasants proved that if K = Q, then m(OL,OK) <
[(

log n/ log 2
)

+ 1
]
. Further,

he showed that there are number fields L of arbitrarily high degree over Q such
that m(OL,OK) = 1 and OL is not monogenic. Consequently, his theorem does
not make it possible to decide whether the ring of integers of a number field is
monogenic. Together with Pleasants’ result, our Corollary 8.4.13 provides an
algorithm for determining the least number of elements of OL that generate OL

as an OK-algebra.
In Chapter 11 we consider more generally OS -orders of finite étale K-algebras,

and give a method to determine a set of OS -algebra generators of minimal car-
dinality of such an order.

8.4.3 Algebraic integers of given degree

In this subsection some general effective finiteness results are established on
algebraic integers of given degree which, in contrast to the assumption made
in Subsection 8.4.2, do not belong to a fixed number field. These are conse-
quences of our results obtained in Section 8.2 on monic polynomials of given
degree.

Keeping the notation of Subsection 8.4.2, let again K be an algebraic number
field and S a finite set of places of K containing the infinite places with the
parameters introduced in Subsection 8.4.1. Let OS and O∗S denote the ring of
S-integers and the group of S-units in K.

For an algebraic number α of degree n ≥ 2 over K, we denote by DK(α) the
discriminant of α relative to the extension K(α)/K. An immediate consequence
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of Corollary 8.2.4 is that for given n ≥ 2 and δ ∈ OS \ {0}, there are only
finitely many and effectively determinable OS -equivalence classes of algebraic
numbers α, integral over OS , with degree n and discriminant DK(α) ∈ δO∗S over
K. We deduce this from Theorem 8.2.3 in an explicit form.

Theorem 8.4.14 Let δ ∈ OS \ {0}, and let α be an algebraic number with
degree n ≥ 2 and discriminant DK(α) ∈ δO∗S over K which is integral over OS .
Then α is OS -equivalent to an algebraic number α∗ such that

H(α∗) ≤ exp
{
2C61

(
Pn(n+t)

S |DK |
nNS(δ)

)3n
}
,

where C61 = n3n2dt+1(10n3s)16n2 s.

Theorem 8.4.14 can be compared with Theorem 8.4.1 which provides a sim-
ilar result for algebraic numbers α, but only in the case when the α under con-
sideration belong to a fixed finite extension of K.

The next corollary is a consequence of Corollary 8.2.6. A partly explicit
version can be deduced from (8.2.8). We choose again an effectively given
algebraic closure Q of Q and agree that all algebraic numbers and number
fields considered below are contained in it. For definitions concerning effective
representations/computability of algebraic numbers, number fields and sets of
places we refer to Section 3.7.

Corollary 8.4.15 Let n ≥ 2 be an integer and let δ ∈ OS \ {0}. Then there are
only finitely many strong OS -equivalence classes of algebraic numbers in Q
with degree n and discriminant δ over K which are integral over OS . Further,
a full system of representatives for these equivalence classes can be effectively
determined, provided that K, S and δ are effectively given.

We recall that S = O∗S ∩ OK . The following corollary is a consequence of
Corollary 8.2.8; for a quantitative version see [Győry (1978b)].

Corollary 8.4.16 There is a finite set A such that the set of algebraic integers
α in Q with [K(α) : K] = n and DK(α) ∈ δO∗S is given by

{ηα∗ + a : α∗ ∈ A , η ∈ S , a ∈ OK}.

Such a set A can be effectively determined provided that K, S and δ are effec-
tively given.

We give now some consequences of Theorem 8.2.11 for algebraic numbers.
For any algebraic number α, we denote by NK(α) the norm of α relative to
the extension K(α)/K. Further, we recall that the discriminant of α relative to
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K(α)/K is denoted by DK(α). Let δ and µ be non-zero S-integers in K. If an
algebraic number α satisfies

DK(α) ∈ δO∗S and NK(α) ∈ µO∗S , (8.4.14)

then so does every element of the coset αO∗S . It is a consequence of Theorem
8.2.11 that there are only finitely many cosets αO∗S with α integral over OS

for which (8.4.14) holds. Further, a full set of representatives of these cosets
can be, at least in principle, effectively determined. This can be deduced from
Theorem 8.2.11 in the following partly explicit form.

Corollary 8.4.17 Let δ, µ ∈ OS \ {0}. If α is an algebraic number of degree
n ≥ 2 over K which is integral over OS and which satisfies (8.4.14), then

H(εα) ≤ exp
{
C62 (NS(δ))4n log∗ NS(µ)

}
(8.4.15)

with some ε ∈ O∗S , where C62 is an effectively computable number depending
only on n, s, PS and DK .

We note that from (8.2.11) one can derive (8.4.15) with the more explicit
bound occurring in (8.2.11). Further, if in particular in (8.4.14) DK(α) = δ or
NK(α) = µ then, as in the polynomial case, one can easily derive an upper
bound for h(α), too, by means of (8.4.15).

We recall that for K = Q, OS = Z, Theorem 6.4.1 and Corollary 6.4.3 are
more precise versions of Theorem 8.4.14 and Corollary 8.4.17, respectively.

Denote by OS ,Q the integral closure of OS in Q. It follows from Corollary
8.4.17 with the choice µ = 1 that if η ∈ O∗

S ,Q
with degree n ≥ 2 and with

DK(η) ∈ δO∗S over K, then there is an ε ∈ O∗S such that

NS(DK(η)) > C63(log H(εη))1/(4n+1).

Here C63 is an effectively positive number which depends only on n, s, PS and
DK . From Theorem 8.2.11 we deduce the following

Corollary 8.4.18 Let n ≥ 2. There is a finite subset E of O∗
S ,Q

such that the
set of η ∈ O∗

S ,Q
with [K(η) : K] = n and DK(η) ∈ δO∗S is given by

{εη∗ : ε ∈ O∗S , η
∗ ∈ E }.

Further, if K, S and δ are effectively given, such a set E can be effectively
determined.

Corollaries 6.4.2 and 6.4.4 show that in the special case K = Q, OS = Z,
Corollaries 8.4.15 and 8.4.18 are valid without fixing the degree of the ele-
ments in question. On the other hand, the example presented after Theorem
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8.2.4 implies that Corollary 8.4.18 is not valid without fixing the degree of the
elements under consideration.

Open problem. Does Corollary 8.4.15 remain valid without fixing the degree
of the algebraic numbers under consideration?

8.5 Proofs

In the proofs, it will be more convenient to use the absolute logarithmic height.

Proof of Theorem 8.4.1 We deduce Theorem 8.4.1 from Theorem 8.2.1.
Let α ∈ OS ,Ω be a solution of (8.4.1), and let α 7→ α(i) denote the K-

homomorphisms from Ω to K, i = 1, . . . , n. Then by Lemma 1.5.1 f (X) :=
(X − α(1)) · · · (X − α(n)) is the monic minimal polynomial of α over K and
Ω � Ω( f ), where Ω(F) = K[X]/( f ). Further, we have f (X) ∈ OS [X] (see
Lemma 1.6.1) and, in view of Corollary 1.5.2 we get DΩ/K(α) = D( f ). It fol-
lows now from Theorem 8.2.1 that

f (X) = εn f ∗(ε−1X + a)

for some f ∗ ∈ OS [X], ε ∈ O∗S and a ∈ OS such that (8.2.3) and (8.2.4) hold
with DΩ( f ) replaced by DΩ. Then

α∗ = ε−1α + a ∈ OS ,Ω

is OS -equivalent to α. Putting α∗(i) = ε−1α(i) + a, we have f ∗
(
α∗(i)

)
= 0 for

i = 1, . . . , n. Using Corollary 3.5.5, we infer that
n∑

i=1

h
(
α∗(i)

)
≤ n log 2 + h( f ∗). (8.5.1)

Together with (8.5.1) and h(α∗) ≤ h
(
α∗(1)

)
+ · · ·+h

(
α∗(n)

)
, Theorem 8.2.1 gives

Theorem 8.4.1. �

Remark The proof of Theorem 8.2.1 gives (8.2.3) in a slightly stronger form
in terms of s, namely with s14n2 s in place of s16n2 s. Using this stronger bound
in (8.2.3), the term n log 2 in (8.5.1) can be incorporated in the bound to get
(8.4.2).

Proof of Corollary 8.4.2 Let α ∈ O with DΩ/K(α) = δ. Then it follows from
Theorem 8.4.1 that α = εα̃ + a with some ε ∈ O∗S , a ∈ OS and α̃ ∈ OS ,Ω

such that h(α̃) does not exceed the logarithm of the upper bound occurring in
(8.4.2). By (3.5.1) we have

log NS (δ) ≤ dh (δ) .
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Replace log NS (δ) in the bound in (8.4.2) by dh (δ). Denote by C64 the upper
bound so obtained for h (α̃).

We have

δ = DΩ/K(α) = εn(n−1)DΩ/K(α̃).

Further, by (1.5.7) we have

h
(
DΩ/K(α̃)

)
≤ 2n(n − 1)C64.

Thus we obtain

h(ε) ≤ 2C64 + h(δ),

whence, putting α∗ = εα̃, it follows that

h(α∗) ≤ 3C64 + h(δ).

This gives (8.4.3).
�

To prove Corollary 8.4.4 we need some auxiliary results. We keep the no-
tation of Sections 8.2 and 8.3. Let K be an algebraic number field of degree d
with discriminant DK , and Ω a finite étale K-algebra with [Ω : K] = n. Let S
be a finite set of places of K, containing all infinite places.

Our first tool is a result on inhomogeneous systems of linear equations over
the S -integers, obtained in [O’Leary and Vaaler (1993)]. We state a weaker
version, which is amply sufficient for our purposes.

We need some notation. For the moment, for a given set R we denote by Rk

the set of k-dimensional column vectors with entries in R. Given an n×k-matrix
A and a column vector a of dimension n, we denote by A|a the n×(k+1)-matrix,
obtained by putting the column a to the right of A.

For a vector x = (x1, . . . , xk)T ∈ Q
k

we define

H(x) :=
( ∏

V∈ML

max(1, |x1|V , . . . , |xk |V )
)1/[L:Q]

,

where L is any number field containing x1, . . . , xk. Let A be an n × k matrix of
rank n ≤ k with entries in Q. Let L be any number field containing the entries
of A. Define

H∧(A) :=
( ∏

V∈ML

max(|∆1|V , . . . , |∆(k
n)|V )

)1/[L:Q]

where ∆1, . . . ,∆(k
n) are the subdeterminants of A of order n. This notion of
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height does not depend on the choice of L. Clearly, H∧(A) ≥ 1. From the
product formula, it follows that

H∧(CA) = H∧(A) for C ∈ GL(n,Q). (8.5.2)

Moreover, if A = (ai j)i=1,...,n, j=1,...,k has its entries in L, say, then for V ∈ ML,
l = 1, . . . ,

(
k
n

)
, we have, by expanding the determinant and using (3.3.2),

|∆l|V ≤ (n!)s(V)
n∏

i=1

k∏
j=1

max(1, |ai j|V ),

where s(V) = 1 if V is real, s(V) = 2 if V is complex, and s(V) = 0 if V is
finite. By taking the product over V ∈ ML it follows that

H∧(A) ≤ n!
n∏

i=1

k∏
j=1

H(ai j). (8.5.3)

Lemma 8.5.1 Let A be an n×k-matrix of rank n with entries in K, and a ∈ Kn.
Assume that

Ax = a in x ∈ Ok
S (8.5.4)

is solvable. Then (8.5.4) has a solution x ∈ Ok
S with

H(x) ≤ Λ(n, k,K)H∧(A|a), (8.5.5)

where

Λ(n, k,K) :=
(k + 1)!

n!
2(k−n+1)/2|DK |

1+(k−n)/2d.

Proof See [O’Leary and Vaaler (1993)]. �

We deduce the following.

Lemma 8.5.2 Let M be an OS -lattice of Ω, generated by ω1, . . . , ωk and let
α ∈M . Then there are x1, . . . , xk ∈ OS such that

α = x1ω1 + · · · + xkωk, (8.5.6)

max
1≤i≤k

h(xi) ≤ (k + 1) log ((2k + 2)|DK |) + n
( k∑

i=1

h(ωi) + h(α)
)
. (8.5.7)

Proof In matrices occurring below, we always denote the row index by i and
the column index by j. We assume without loss of generality that ω1, . . . , ωk

are all non-zero. Let n := [Ω : K] and denote by x 7→ x(i) (i = 1, . . . , n) the
K-homomorphisms from Ω to Q.
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By applying these K-homomorphisms, we see that (8.5.6), i.e.,
∑k

i=1 xiωi =

α in x1, . . . , xk ∈ OS is equivalent to the system

Bx = b in x = (x1, . . . , xk)T ∈ Ok
S (8.5.8)

where B is the n × k-matrix (ω(i)
j ) and b = (α(1), . . . , α(n))T .

Choose a K-basis {θ1, . . . , θn} of Ω. Then there are an n × k-matrix A =
(
ai j

)
with entries in K, and a vector a = (a1, . . . , an)T ∈ Kn such that

ω j =

n∑
i=1

ai jθi for j = 1, . . . , k, α = a1θ1 + · · · + anθn.

Since M is an OS -lattice of Ω, it contains a K-basis of Ω. Hence the matrix A
has rank n. Clearly,

B = CA, b = Ca (8.5.9)

where C is the n × n-matrix (θ(i)
j ). Since {θ1, . . . , θn} is a K-basis of Ω, we have

(det C)2 = DΩ/K(ω1, . . . , ωn) , 0. Hence system (8.5.8), and therefore also
(8.5.6), is equivalent to

Ax = a in x ∈ Ok
S . (8.5.10)

Since α ∈M , (8.5.6), hence (8.5.10) is solvable in x ∈ Ok
S . Now Lemma 8.5.1,

in combination with (8.5.2), (8.5.9), implies that (8.5.10), hence (8.5.6), has a
solution x ∈ Ok

S with

H(x) ≤ Λ(n, k,K)H∧(A|a) = Λ(n, k,K)H∧(B|b). (8.5.11)

It remains to estimate the term on the right. By (8.5.3) and the fact that
conjugate algebraic numbers have the same height, it follows that

H∧(B|b) ≤ n!
n∏

i=1

(
H(ω(i)

1 ) · · ·H(ω(i)
k )H(α(i))

)
≤ n!

(
H(ω1) · · ·H(ωk)H(α)

)n
,

and by inserting this into (8.5.11) this leads to

max
i

H(xi) ≤ H(x) ≤ n!Λ(n, k,K)
(
H(ω1) · · ·H(ωk)H(α)

)n
.

Now Proposition 8.5.2 easily follows by taking logarithms. �

Our last auxiliary tool is an estimate for the S -norm of the discriminant of a
lattice.

Lemma 8.5.3 Let M be an OS -lattice of Ω, generated by ω1, . . . , ωk. Then

log NS (dM /OS ) ≤ 2d
(
n log n + n

k∑
i=1

h(ωi)
)
.
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Proof We assume without loss of generality that ω1, . . . , ωn are linearly in-
dependent over K. Let M ′ be the OS -lattice generated by ω1, . . . , ωn. Then
M ′ ⊆ M , hence by Proposition 2.10.3, dM ′/OS ⊆ dM /OS . Further, using
Proposition 2.10.1, we infer that

NS
(
dM /OS

)
≤ NS

(
dM ′/S

)
= NS (∆2), where ∆ = det

(
ω

( j)
i

)
1≤i, j≤n

. (8.5.12)

Let G be a finite normal extension of K containing the images of the K-
homomorphisms x 7→ x(i). Then, if T is the set of places of G lying above the
places in S and s(V) = 1, 2 or 0 according as V ∈ T is real, complex or finite,
we have

|∆|V ≤ (n!)s(V)
n∏

j=1

k∏
i=1

max(1, |ω(i)
j |V ) for V ∈ T.

It follows that

NS (∆2) =
(∏

V∈T

|∆|V
)2/[G:K]

≤
(
n!

(
H(ω1) · · ·H(ωk)

)n
)2[G:Q]/[G:K]

=
(
n!

(
H(ω1) · · ·H(ωk)

)n
)2d
,

where d = [K : Q]. Now Lemma 8.5.3 follows easily by invoking (8.5.12) and
taking logarithms. �

Proof of Corollary 8.4.4 In view of Corollary 8.4.3, every solution of (8.4.4),
(8.4.5) is OS -equivalent to a solution α∗ for which (8.4.6) holds. Further, Lemma
8.5.2 implies that there are x1, . . . , xk ∈ OS such that α∗ = x1ω1 +· · ·+xkωk and
(8.5.7) holds with h(α) replaced by h(α∗). Finally, Lemma 8.5.3 applied with
M = O gives an upper bound for NS (dO/OS ). The proof of (8.4.7) is finished
by using that d ≤ 2s, DK divides DΩ and

∑k
i=1 h(ωi) ≤ kH. �

Proof of Corollary 8.4.5 We deduce the assertion from Corollary 8.4.4. To do
so, we have to use some algebraic number-theoretic algorithms from Section
3.7.

Suppose that a system of OS -module generators {ω1, . . . , ωk} of O is given.
Further, assume that (8.4.4), (8.4.5) have a solution α in O. Then by Corollary
8.4.4, α is OS -equivalent to a solution α∗ = x1ω1 + · · ·+ xkωk with x1, . . . , xk ∈

OS whose heights satisfy the inequality (8.4.7). Since by assumption K, S, Ω

and I are effectively given, the parameters in the upper bound occurring in
(8.4.7), and so an upper bound C65 for H(xi) can be computed.

All x ∈ OS with H(x) ≤ C65 belong to a finite and effectively computable
subset H of OS . Then the elements of the set

A =
{
α∗ = x1ω1 + · · · + xkωk |xi ∈H , i = 1, . . . , k

}
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can be determined.
In view of Proposition 2.10.1 the ideal dO/OS can be determined. Hence in

(8.4.5) I2dO/OS can also be determined. By assumption, (8.4.5) has a solution.
This implies that I2dO/OS must be a principal ideal in OS , and a generator
of it, say δ, can be effectively determined. For each α∗ ∈ A one can com-
pute DΩ/K(α∗) and DΩ/K(α∗)/δ, hence one can select all α∗ from A for which
DΩ/K(α∗) ∈ δO∗S , that is (8.4.5) holds.

Below we explain how to decide whether two such elements α∗ are OS -
equivalent. Having done so we can select, from the solutions α∗ so obtained, a
full set of representatives of OS -equivalence classes of α ∈ O for which (8.4.4),
(8.4.5) hold.

We want to decide whether for any two given α∗, α∗∗ ∈ A with (8.4.5)
there are ε ∈ O∗S , a ∈ OS with α∗∗ = εα∗ + a. If such ε, a exist, we have
εn(n−1) = DΩ/K(α∗∗)/DΩ/K(α∗). So one simply has to compute all n(n − 1)-th
roots ε of the latter number, check which of them lie in O∗S , and then check for
which of these ε, the number a := α∗∗ − εα∗ lies in OS . �

Proof of Theorem 8.4.8 In the special case O = OΩ we have IO = (1), and
Theorem 8.4.8 follows from Corollary 8.2.8 in the same way as Theorem 8.2.1
gives Theorem 8.4.1.

Next we assume that Theorem 8.4.8 is already proved for O = OΩ. This
implies that ifO ⊂ OΩ and α ∈ O is a solution of (8.4.8) then there are η1 ∈ S,
a ∈ OK and α1 ∈ OΩ such that α = η1α1 + a and

h(α1) ≤ C s
66 (PS WS )n3+1 log∗ NS (δ) =: C67, (8.5.13)

where n3 = n(n−1)(n−2) and C66 is an effectively computable positive number
which depends only on d, n and DΩ.

As was seen in the proof of Corollary 8.2.8, there are π j in OK such that
(π j) = ph

j and

h(π j) ≤ C68t log∗ PS =: C69 for j = 1, . . . , t

where C68 and C69 below are effectively computable positive numbers which
depend only on d and DK ,the discriminant of K. Using Proposition 3.6.3 and
inequality (3.1.8), we can write

η1 = εη2π
z1
1 · · · π

zt
t

with some ε ∈ O∗K , non-negative rational integers z1, . . . , zt and η2 ∈ S for
which

h(η2) ≤ C69C70.
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Notice that η1α1 = α − a ∈ O. Putting α2 := η2α1, we have α2 ∈ OΩ,

ε−1η1α1 = πz1
1 · · · π

zt
t α2 ∈ O (8.5.14)

and

h(α2) ≤ C69C70 + C67.

Since DK divides DΩ, C70 can be regarded as an effectively computable number
which depends only on d, n and DΩ.

Let a be the ideal of ξ ∈ OK with ξα2 ∈ O. Then, in view of (8.5.14), a is
composed of the prime ideals p1, . . . , pt in S. On the other hand, IO · α2 ⊆ O

by Proposition 2.9.3. Denote by d the greatest common divisor of the ideals(
p

z1
1 · · · p

zt
t

)h
and IO. Then we have dα2 ⊆ O. Now for j = 1, . . . , t, let a j be the

smallest non-negative integer with h · a j ≥ ordp j (IO) if hz j ≥ ordp j (IO) and let
a j = z j otherwise. Then z j ≥ a j for j = 1, . . . , t and πa1

1 · · · π
at
t α2 ∈ O.

Let α∗ := πa1
1 · · · π

at
t α2. Then α∗ ∈ O,

α = ηα∗ + a with a ∈ OK , η := επz1−a1
1 · · · πzt−at

t ∈ S,

and

h(α∗) ≤ h(α2) +

t∑
j=1

a jh(π j)

≤ C67 + (1 + C70)C69 + C69

t∑
j=1

(
1 +

ordp j (IO)
h

)
≤ C67 + (1 + C70 + t)C69 +

C69

h
log (NK (IO)) .

Now insertion of (8.5.13) and a simple computation yield the estimate (8.4.9).
�

Proof of Corollary 8.4.9 Corollary 8.4.9 follows from Theorem 8.4.8 with
O = OΩ in the same way as Corollary 8.2.9 was deduced from Corollary
8.2.8. �

We now deduce Corollary 8.4.10 from Theorem 8.4.8.

Proof of Corollary 8.4.10 Let α ∈ O \ {0} with IO(α) = I. Put DΩ/K(α) = δ;
then (δ) = dO/OKI

2 by (8.4.10). Further, in view of Proposition 2.10.3 we have
dO/OK = I2

O
dΩ/K , where IO = [OΩ : O] and dΩ/K = dOΩ/OK is the relative

discriminant of Ω over K. So altogether,

(δ) = dΩ/K(IO · I)2. (8.5.15)
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It follows from Theorem 8.4.8 that there are η ∈ S, a ∈ OK and α∗ ∈ O such
that α = ηα∗ + a and

h(α∗) ≤ C s
55(PS WS )n3+1 log∗ (NS (δ)NK(IO)) (8.5.16)

where C55 is an effectively computable number which depends only on d, n and
DΩ. Notice that in NS (δ) there is also a factor NS (dΩ/K). However, NS (dΩ/K) ≤
NK(dΩ/K) can be estimated from above in terms of DΩ, and so this factor can
be absorbed into C57 if we choose C57 sufficiently large. Hence together with
(8.5.15) and NS (IO) ≤ NK(IO), (8.5.16) implies (8.4.11). �

Proof of Corollary 8.4.11 Let I be a non-zero ideal of OK which is a reduced
index with respect to O/K, and let IO(α) = I for some α ∈ O. Denote by
p1, . . . , pt the distinct prime ideal divisors of I in K, by S the set of places of
K consisting of the infinite places and the finite places corresponding to the
prime ideals p1, . . . , pt of OK , and let S := O∗S

⋂
OK . Then Corollary 8.4.10

implies that α = ηα∗ + a with some η ∈ S, a ∈ OK and α∗ ∈ O such that H(α∗)
satisfies (8.4.11) with NS (I) = 1. Further, we have

(η)
n(n−1)

2 IO (α∗) = I.

Since, by assumption I is a reduced index with respect to O/K, η must be a
unit in OK . Using (8.4.10), for N = NK (I) we have

log N = log NK (IO (α∗)) (8.5.17)

≤ log
∣∣∣NK/Q

(
DL/K (α∗)

)∣∣∣ ≤ C71h(α∗),

provided that N ≥ N1. Here C71, N1 and C72, . . . ,C75 below are effectively
computable positive numbers that depend only on the parameters listed in
Corollary 8.4.11. Further, (8.5.17) implies that t > 0 if N1 is sufficiently large.
Together with WS ≤

(
log∗ PS

)t, Corollary 8.4.10 gives

h(α∗) ≤ Ct
72

(
PS

(
log∗ PS

)t
)C73

. (8.5.18)

Using the inequality t ≤ C74PS / log PS from prime ideal theory and the fact
that log PS ≥ C75 if N1 is large, (8.4.12) follows from (8.5.17) and (8.5.18).

�

Proof of Theorem 8.4.14 Let α be an algebraic number with degree n ≥ 2
and discriminant DK(α) ∈ δO∗S over K, and suppose that α is integral over
OS . Then its monic minimal polynomial, say f , over K is also of degree n and
D( f ) ∈ δO∗S . Further, f has its coefficients in OS . It follows from Theorem
8.2.3 that f is OS -equivalent to a monic polynomial f ∗ in OS [X] such that,
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for H( f ∗), (8.2.7) holds. Then f ∗ has a zero α∗ which is OS -equivalent to α
and, by Corollary 3.5.5, H(α∗) ≤ (2H( f ∗))n. The assertion now immediately
follows. �

Proof of Corollary 8.4.15 Let Q be an effectively given algebraic closure of
Q and let B be the set of α ∈ Q of degree n ≥ 2 over K and with discriminant
DK(α) = δ over K which are integral over OS . Take α ∈ B. Then its minimal
polynomial, say f , over K is of degree n with discriminant δ and f ∈ OS [X].
By Corollary 8.2.6 we have f (X) = f ∗(X + a) for some a ∈ OS and monic
f ∗ ∈ OS [X] such that H( f ∗) satisfies (8.2.8). Then α∗ := α + a is a zero of
f ∗. By Theorem 3.5.2 this leads to a finite set of numbers α∗ representing the
strong OS -equivalence classes of elements of B.

Suppose now that K, S and δ are effectively given. Using Lemma 8.3.3,
(3.5.1) and some algorithms from Section 3.7, from (8.2.8) one can compute an
upper bound C such that H( f ∗) ≤ C for all polynomials f ∗ considered above.
One can compute a finite set of monic polynomials f ∗ ∈ K[X] of degree n
containing all such polynomials of height at most C. For each of the polyno-
mials f ∗ one checks whether it belongs to OS [X], has discriminant D( f ∗) = δ

and whether it is irreducible over K. Subsequently one computes the zeros in
Q of all polynomials f ∗ satisfying these conditions. In this way one obtains a
subset B∗ of B representing the strong O∗S -equivalence classes of B. Finally,
one can compute a full system of representatives, containing one element from
each strong OS -equivalence class, by checking for each pair of elements in
B∗ whether their difference is in OS . This completes the effective part of our
proof. �

Proof of Corollary 8.4.16 Let again Q be an effectively given algebraic clo-
sure of Q. Let α be an algebraic integer in Q with [K(α) : K] = n ≥ 2 and with
discriminant DK(α) ∈ δO∗S over K, and let f ∈ OK[X] be its minimal polyno-
mial over K. Then D( f ) ∈ δO∗S . By Corollary 8.2.8 there are a ∈ OK , η ∈ S

and f ∗ ∈ OK[X] such that f (X) = ηn f ∗
(
η−1(X + a)

)
, and for H( f ∗) (8.2.9)

holds. This implies that α = ηα∗ − a for some zero α∗ of f ∗. Since clearly the
number of possible f ∗ is finite, for the set A we may take the union of the sets
of zeros of the polynomials f ∗.

Suppose now that K, S and δ are effectively given. Then using (8.2.9),
Lemma 8.3.3, (3.5.1) and some algebraic number-theoretic algorithms from
Section 3.7 one can compute a number C such that H( f ∗) ≤ C. Similarly as
in the proof of Corollary 8.4.15, one can compute a finite set of irreducible,
monic polynomials f ∗ ∈ OK[X] of degree n and with D( f ∗) ∈ δO∗S , containing
all such polynomials of height at most C. Then by computing the zeros in Q
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of these polynomials we obtain a set A as above. This completes the effective
part of our proof. �

Proof of Corollary 8.4.17 We proceed in a similar way as in the proof of The-
orem 8.4.14. Let Q be an effectively given algebraic closure of Q and let α be
an algebraic number of degree n ≥ 2 over K which is integral over OS and
which satisfies (8.4.14). Denote by f (X) the monic minimal polynomial of α
over K. Then f (X) is of degree n with coefficients in OS and with D( f ) ∈ δO∗S
and f (0) ∈ µO∗S . Then it follows from Theorem 8.2.11 that f (X) = ε−n f ∗(εX),
where ε ∈ O∗S , f ∗ is a monic polynomial in OS [X] satisfying (8.2.11). But εα
is a zero of f ∗. Hence, by Corollary 3.5.5, H(εα) ≤ 2nH( f ∗). Observing that
d ≤ 2s + 2 and t ≤ s, (8.4.15) immediately follows. �

Proof of Corollary 8.4.18 Let η ∈ O∗
S ,Q

with given degree n ≥ 2 and discrim-
inant DK(η) ∈ δO∗S over K. By Theorem 8.2.11 with µ = 1, there is ε ∈ O∗S
such that for η∗ := εη we have h(η∗) ≤ C76, where C76 is effectively com-
putable in terms of n, s, PS , DK , and NS (δ). By Northcott’s Theorem, there are
only finitely many possibilities for η∗. This proves the existence of a set E as
stated. Further, if we assume that K, S , δ are effectively given, then we can
effectively compute all parameters occurring in C76 and thus, C76 itself, and
then a finite set G containing all η∗ ∈ Q with h(η∗) ≤ C76 and of degree n.
Then for E we can take the set of all η∗ ∈ G with [K(η∗) : K] = n, η∗ ∈ δO∗S ,
DK(η∗) ∈ δOS ,Q

∗ . We can determine E by by computing for each η∗ ∈ G

the monic minimal polynomial f ∗ of η∗ over K, and checking if f ∗ ∈ OS [X],
f ∗(0) ∈ O∗S , D( f ∗) ∈ δO∗S . This completes our proof. �

8.6 Notes
In this section we make some historical remarks, and make mention without proof on
some generalizations and other applications over rings of S -integers of number fields.
Further generalizations and applications over arbitrary finitely generated integral do-
mains over Z will be discussed in Chapter 10.

8.6.1 Historical remarks
As was mentioned before, the main results of this chapter are Theorems 8.2.1 and 8.2.3.
In the special case when S consists of all infinite places, Theorem 8.2.3 and Corol-
lary 8.2.8 (concerning polynomials) were first proved with weaker bounds in [Győry
(1978a)]. In the general case, the first quantitative version of Corollary 8.2.8 can be
found in [Győry (1978b)]. An earlier version of Theorem 8.2.1 was first established
in [Győry (1984)] without using étale algebras. Corollary 8.4.16 (concerning algebraic
integers) was obtained in quantitative form in [Trelina (1977a)] over Q, and indepen-
dently in [Győry (1978b)] in the general case. Less general and weaker versions of
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Corollary 8.4.4 (on index form equations) were first established in [Győry and Papp
(1977, 1978)] and, over Q, in [Trelina (1977b)]. Theorem 8.2.5 (concerning the degrees
of the polynomials involved) was proved with a much weaker bound in [Győry (1984)].
The other results presented in the chapter are generalizations or improvements of the
corresponding results of [Győry (1978a, 1978b, 1980a, 1980b, 1981b, 1981c, 1984,
1998, 2006), Győry and Papp (1977, 1978) and Trelina (1977a, b)]. As was already
mentioned, the results involving étale algebras are new, not yet published.

8.6.2 Generalizations and analogues
• Corollary 8.1.4 was generalized with weaker bounds to more general decomposable
form equations, see [Győry (1981a, 1981b) and Evertse and Győry (1988b)].
• Generalizations to the so-called ”inhomogeneous” case were obtained by Gaál, see
e.g. [Gaál (1986)].
• Versions of Theorem 8.2.3 and Corollary 8.2.8 with larger bounds were extended to
the case when D( f ) is not necessarily different from zero. Then, considering the corre-
sponding equations with f0 instead of f , where f0 is the maximal square free divisor of
f in OS [X], resp. in OK[X], one can get an effective result of the same type as in the
case D( f ) , 0; such results can be found in [Győry (1981c, 1998)].

• Some results of this chapter have function field analogues. We present some of
these, due to [Győry (1984, 2008b)], [Gaál (1988)] (characteristic 0) and [Shlapen-
tokh (1996)] (positive characteristic). For basic concepts, we refer to [Mason (1984)]
and [Evertse and Győry (2015), chaps. 2 and 7].

We first consider the zero characteristic case. Let k be an algebraically closed field
of characteristic 0, k(t) the field of rational functions in the variable t and K a finite
extension of k(t). Denote by MK the set of discrete valuations on K with value group Z
that are constant on k. The height of α ∈ K (with respect to K) is defined as HK(α) :=
−

∑
v∈MK

min(0, v(α)). We note that HK(α) ≥ 0 for α ∈ K. For a finite subset S of MK
containing the infinite valuations, i.e., the valuations v with v(t) < 0, α ∈ K is called an
S -integer if v(α) ≥ 0 for v ∈ MK \ S . The ring of S -integers is denoted by OS .

Let G be a finite extension of K, δ ∈ OS \ {0} and n an integer ≥ 2 and consider the
equation

D( f ) = δ in monic f ∈ OS [X] of degree n
having all their zeros in G. (8.6.1)

As in the number field case, two monic polynomials f , f ∗ ∈ OS [X] are called strongly
OS -equivalent if f ∗(X) = f (X + a) for some a ∈ OS . In that case they have the same
discriminant. If f ∈ k[X] of degree n ≥ 2 and non-zero discriminant, then every monic
polynomial f ∗ ∈ OS [X] that is strongly OS -equivalent to λn f (X/λ) with some λ ∈ G∗
is called special. It is easy to see that equation (8.6.1) may have infinitely many strong
OS -equivalence classes of special polynomial solutions. On the other hand, it follows
from a result of [Evertse and Győry (1988a)] that the number of strong OS -equivalence
classes of non-special polynomial solutions of (8.6.1) is finite.

The following effective version was proved in [Győry (2008b)]. Let s denote the
cardinality of S , d the degree of G over K, and gG the genus of G over k.

Theorem 8.6.1 If f ∈ OS [X] is a solution of equation (8.6.1), then f is strongly
OS -equivalent to a monic polynomial f ∗ ∈ OS [X] such that

HG(α∗) ≤ 5(2n − 1)(d(s + HK(δ)) + 2gG − 2) (8.6.2)
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for each zero α∗ ∈ G of f ∗.
Further, f is special or f ∗ belongs to a finite, effectively determinable subset of OS [X],
which depends only on K, S , G, δ and n.

Using the bound in (8.6.2) one can easily derive a bound for the heights of the coef-
ficients of the polynomials f ∗ under consideration.

Open problem Does the finiteness of the number of strong OS -equivalence classes
of non-special polynomial solutions in Theorem 8.6.1 remain valid without fixing the
field G?

Let now L be an intermediate field between K and G of degree n ≥ 2 over K and
denote by OS ,L the integral closure of OS in L. Consider the equation

DL/K(α) = δ in α ∈ OS ,L. (8.6.3)

Two elements α, α∗ of OS ,L are called strongly OS -equivalent if α∗ −α ∈ OS . They have
the same discriminant. Theorem 8.6.1 implies the following.

Corollary 8.6.2 If α ∈ OS ,L is a solution of equation (8.6.3), then it is strongly OS -
equivalent to an α∗ whose height HG(α∗) does not exceed the bound occurring in (8.6.2).
Further, α∗ belongs to a finite, effectively determinable subset of OS ,L, which depends
only on K, S , L and δ.

Proofs Theorem 8.6.1 was proved in [Győry (2008b)] and Corollary 8.6.2, with a
different bound, in [Gaál (1988)]. Both proofs depend on Mason’s effective theorem
concerning homogeneous unit equations in three unknowns in function fields, see [Ma-
son (1984)]. �

The bound (8.6.2) can be compared with the bound (2.17) of [Győry (1984)], ob-
tained over function fields of several variables where the ground field k is not neces-
sarily algebraically closed. That result of Győry led to applications, among others to
power integral bases over function fields. Corollary 8.6.2 has a similar application over
OS , see [Gaál (1988)].

• Some results of [Győry (1984)] and [Gaál (1988)] obtained for function fields of char-
acteristic 0 were extended in [Shlapentokh (1996)] to the positive characteristic case.
Though the characteristic 0 results in their original form are not true for positive char-
acteristic, one can still effectively classify polynomials with a given discriminant over
function fields of positive characteristic.

We state special cases of some results of Shlapentokh. The following notation is
used. Let q = pm be a power of a prime p. For a finite extension L of the rational
function field Fq(t), denote by ML the set of discrete valuations on L of value group
Z. We define the degree deg v of a valuation v ∈ ML to be [kv : Fql ] where Fql is the
algebraic closure of Fq in L and kv is the residue class field of v. Then the height of
α ∈ L with respect to L is given by HL(α) := −

∑
v∈ML

deg v min(0, v(α)).
Now let K be a finite extension of Fq(t), S a finite set of discrete valuations on K

containing all valuations v with v(t) < 0, OS the ring of S -integers of K, i.e., the ring of
elements αwith v(α) ≥ 0 for all v ∈ MK \S , and G a finite extension of K with genus gG
over Fq. The following theorem of Shlapentokh can be regarded as an analogue of the
first part of Theorem 1 of [Győry (1984)], obtained over function fields of characteristic
0.
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Theorem 8.6.3 Let f ∈ OS [X] be a monic polynomial of degree n ≥ 2 with non-zero
discriminant D( f ) and with zeros α1, . . . , αn ∈ G. Assume that [G : K] ≥ n. Then either

∆( f ) := max
1≤i< j≤n

HG(αi − α j) ≤ C1,

or for each pair (i, j) with 1 ≤ i < j ≤ n,

(αi − α j)n(n−1) = D( f )ypti j

i j ,

where yi j is a non-constant unit of the integral closure of OS in G, ti j is a non-negative
integer, and HG(yi j) ≤ C2. Here C1 and C2 are effectively computable numbers that
depend only on HK(D( f )), K, S , [G : K] and gG.

Proof The proof of Shlapentokh depends on Mason’s effective theorem on unit equa-
tions over function fields of positive characteristic, see [Mason (1984)]. �

As is pointed out in [Shlapentokh (1996)], the results in the positive characteristic
case are weaker than the corresponding results for the case of characteristic 0. The
relative weakness of Theorem 8.6.3 is due to the second case of the theorem which
does occur. In that situation, ∆( f ) cannot be bounded above in general. Further, it is
shown that even if one has a bound on ∆( f ), one still could not conclude that the zeros
of f are strongly OS -equivalent to an element of bounded height.

When the degree of f is not divisible by the characteristic p, Theorem 8.6.3 implies
the following.

Corollary 8.6.4 Let f ∈ OS [X] be as in Theorem 8.6.3. If p does not divide the degree
of f , then f is strongly OS -equivalent to a polynomial f ∗ ∈ OS [X] whose coefficients
can be described effectively in the sense of [Shlapentokh (1996)].

This can be compared with Theorem 8.6.1.
More complicated is the situation when the characteristic p divides the degree of f .

Corollary 8.6.5 Let f ∈ OS [X] be as in Theorem 8.6.3, and let α be a zero of f in
G. If p divides the degree n of f , then there exist a non-negative integer r with pr ≤ n,
elements c0, . . . , cr+1 of OS , and α∗ ∈ G such that c0, . . . , cr and α∗ can be described
effectively and

r∑
i=0

ciα
pi

+ cr+1 = α∗.

As in the zero characteristic case, the results of [Shlapentokh (1996)] have applica-
tions to integral elements of given discriminant and to power integral bases.

8.6.3 The existence of relative power integral bases
Let K be an algebraic number field, L/K a field extension of degree n ≥ 2 with rela-
tive discriminant dL/K , and OL the ring of integers of L. By a theorem from [E. Artin
(1950)], L/K has a relative integral basis if and only if the index of a primitive integral
element α of L with respect to L/K is principal. Consequently, if dL/K is principal and
for example the class number of K is odd, then L/K has a relative integral basis. Numer-
ous special relative extensions L/K have relative power integral bases. Further results
and references concerning the existence of relative power integral bases can be found
e.g. in [Hasse (1980)], [Cougnard (1988)], [Schertz (1989)], [Cougnard and Fleckinger
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(1990)], [Narkiewicz (1974)], [Thérond (1995)], [Akizuki and Ota (2013)] and [H.Y.
Jung, J.K. Koo and D.H. Shin (2014)].

In case of cubic and quartic relative extensions, efficient algorithms were established
in [Gaál (2001)] and [Gaál, Pohst (2000)] for finding all relative power integral bases.

8.6.4 Other applications
• Let f ∈ Z[X] be a monic polynomial of degree n ≥ 3 with discriminant D( f ) , 0,
and consider the solutions x, y ∈ Z of the equation f (x) = ym, where m ≥ 2. As
was mentioned in Subsection 6.8.3, there are effective bounds for |y|, which depend on
m, n and D( f ), but not on the height of f . Using an earlier variant of Corollary 8.2.8,
Győry and Pintér [Győry and Pintér (2008)] showed that for each solution (x, y) with
gcd(y,D( f )) = 1, |y|m can be effectively bounded in terms of the radical of D( f ), i.e.,
the product of the distinct prime factors of D( f ). It should be noted that |D( f )| can be
arbitrarily large with respect to its radical. For further related results, we refer to [Győry
and Pintér (2008)] and [Győry, Pink and Pintér (2004)].
• Following Győry’s method of proof, von Känel [von Känel (2011, see also 2014a)]
established a slightly weaker version of Theorem 8.2.7 and used it in his effective proof
for the hyperelliptic Shafarevich conjecture. A similar application of Theorem 8.2.7 will
be given in Chapter 18 to prove an improved version of von Känel’s result concerning
the Shafarevich conjecture.
• A recent application of Theorem 8 of [Győry (1984)] and Corollary 8.2.4 of this
chapter is given in [Petsche (2012)] to critically separable rational maps in families.



9
The number of solutions of discriminant

equations

We continue the study of discriminant equations, both in monic polynomials
with coefficients in the ring of S -integers of a number field, and in elements
from an order of an étale algebra. In the previous sections we obtained effective
finiteness results, in which we showed that the discriminant equations have
only finitely many equivalence classes of solutions (polynomials or elements
of an order), and that a full system of representatives for the equivalence classes
can be determined effectively.

In the present chapter, our focus is on estimating from above the number
of equivalence classes, and to obtain uniform bounds depending on as few
parameters as possible. Again our results are formulated over the ring of S -
integers of a number field.

Let K be an algebraic number field, and S a finite set of places of K, con-
taining the infinite places. Our first result deals with equations

D( f ) ∈ δO∗S

to be solved in monic polynomials f ∈ OS [X] having their zeros in a prescribed
finite extension G of K. Here, we do not fix the degree of f . Our general result
gives an upper bound for the number of OS -equivalence classes that depends
only on [G : Q], the cardinality of S , and the number of prime ideals of OS

dividing δ. In the special case K = Q, OS = Z, we get an upper bound for the
number of Z-equivalence classes depending only on [G : Q] and the number
of primes dividing δ.

Other results deal with the discriminant equation

DΩ/K(α) ∈ δO∗S

to be solved in α ∈ O, and as a particular case of this, with the “equation”

OS [α] = O

192
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where O is an OS -order of a given finite étale K-algebra Ω. Among other
things, we obtain that the number of OS -equivalence classes of α ∈ O with
OS [α] = O is bounded above by a quantity that depends only on [Ω : K] and
the cardinality of S , and is otherwise independent of O. In the special case
OS = Z, this gives a bound depending only on [Ω : Q]. These results are stated
in Section 9.2 and proved in Sections 9.3 and 9.4.

Some of the above results were proved in [Evertse and Győry (1985)] and
[Evertse and Győry (1988a)] with weaker bounds, but in the latter paper over
finitely generated domains instead of just over the S -integers.

The following result will be proved not only over the S -integers, but over ar-
bitrary integrally closed domains of characteristic 0 that are finitely generated
over Z. Let A be such a domain and K its quotient field. Then for every finite
étale K-algebra Ω with [Ω : K] ≥ 3, there are only finitely many A-orders O
of Ω with the property that there are more than two A-equivalence classes of
α ∈ O with A[α] = O. It is shown that this bound 2 is best possible. The pre-
cise result is stated and proved in Section 9.5. This result is a generalization of
work of [Bérczes (2000)] and [Bérczes , Evertse and Győry (2013)]. In the lat-
ter paper, this result was proved in the special case that Ω is a finite extension
field of K.

In Section 9.1 we present all above results in the special case that the ground
ring is Z to give the reader some of the flavour.

9.1 Results over Z

Let G be an algebraic number field of degree g, and δ a non-zero rational
integer. Denote by ω(δ) the number of distinct primes dividing δ.

We consider the equation

D( f ) = δ in monic f ∈ Z[X] with deg f ≥ 2,
having all its zeros in G.

(9.1.1)

We recall that two monic polynomials f1, f2 ∈ Z[X] are called Z-equivalent
if f2(X) = (±1)deg f1 f1(±X + a) for some a ∈ Z. Then they have the same
discriminant. Our first result is as follows.

Theorem 9.1.1 The polynomials f with (9.1.1) lie in a union of at most

exp
(
217g(ω(δ)+1)

)
Z-equivalence classes.

A feature of this bound is that it depends on few parameters only, and that it
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does not impose any restrictions on the degree of f . The main tool in the proof
is Theorem 4.3.3.

We now turn to discriminant equations for elements of an étale algebra. Let
Ω be a finite étale Q-algebra and O a Z-order of Ω. View Q as a subfield of
Ω. Recall that two elements α, α′ ∈ O are called Z-equivalent if α = ±α′ + a
for some a ∈ Z. Then they have the same discriminant. Further, by (5.3.3), for
every α ∈ O with Q[α] = Ω we have DΩ/Q(α) = IO(α)2DO, where IO(α) =

[O : Z[α] ] is the index of Z[α] in O and where DO is the discriminant of O,
that is DO = DΩ/Q(ω1, . . . , ωn) for any Z-basis {ω1, . . . , ωn} of O.

We want to study the discriminant equation

DΩ/Q(α) = δ in α ∈ O ,

where δ is any non-zero integer. By the remark just made, for this equation
to be solvable one has to require that δ = I2DO for some positive integer I.
Therefore we consider the discriminant equation

DΩ/Q(α) = I2DO in α ∈ O, (9.1.2)

or, equivalently, the index equation

IO(α) = I in α ∈ O, (9.1.3)

where I is a positive integer.
In Lemma 5.4.3 we saw that if [Ω : Q] = 2, then the solutions of (9.1.2),

(9.1.3) lie in at most one Z-equivalence class. Henceforth we assume that

[Ω : Q] = n ≥ 3.

Our next result gives an explicit upper bound for the number of Z-equivalence
classes of solutions. By ω(I) we denote the number of distinct primes dividing
I.

Theorem 9.1.2 Equations (9.1.2), (9.1.3) have at most

25n2(ω(I)+1)

Z-equivalence classes of solutions.

The proof is based on Theorem 4.3.3.
Now choose a Z-basis of the form {1, ω2, . . . , ωn} of O. Such a basis exists

by Lemma 1.6.3. Then every Z-equivalence class contains up to sign precisely
one element of the shape x2ω2 + · · · + xnωn with x2, . . . , xn ∈ Z. Denote by
DΩ/Q (X2ω2 + · · · + Xnωn) the discriminant form corresponding to the above
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basis. According to (5.3.5), equations (9.1.2) and (9.1.3) are equivalent to the
discriminant form equation

DΩ/Q(x2ω2 + · · · + xnωn) = I2DO in x2, . . . , xn ∈ Z, (9.1.4)

in the sense that a pair of solutions ±(x2, . . . , xn) of (9.1.4) corresponds to the
Z-equivalence class of

∑n
i=2 xiωi in (9.1.3) or (9.1.2). Thus, Theorem 9.1.2 has

the following equivalent formulation.

Theorem 9.1.3 Equation (9.1.4) has at most

2 × 25n2(ω(I)+1)

solutions.

A special case of equation (9.1.4) was considered in [Evertse and Győry
(1985), Thm. 10]. In fact, that theorem gives, for I = 1 and Ω = L an algebraic
number field, an upper bound

(
4 · 73g

)n−2
for the number of solutions of (9.1.4),

where g is the degree of the normal closure of L over Q.
Since the discriminant form factors into linear forms overQ, equation (9.1.4)

is a special type of decomposable form equation. Thus, another possibility to
derive an explicit upper bound for the number of solutions of (9.1.4) would be
to apply the general results on the number of solutions of decomposable form
equations from [Evertse (1996)] and [Evertse and Győry (1997)]. However,
this leads to larger bounds.

We now consider monogenic orders. Clearly, we have O = Z[α] with α ∈ O
if and only if IO(α) = [O : Z[α]] = 1. By applying Theorem 9.1.2 with I = 1
we obtain:

Theorem 9.1.4 The set of α ∈ O with Z[α] = O is a union of at most

25n2

Z-equivalence classes.

In Section 9.2 we present generalizations of these results over the S -integers
of a number field.

One can show that for “most” ordersO, the number of Z-equivalence classes
of α with O = Z[α] is much smaller than the bound in Theorem 9.1.4. It
will be convenient to adopt the following terminology. An order O of Ω is
called k times monogenic if there are at least k Z-equivalence classes of α with
O = Z[α].

Our result is as follows.
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Theorem 9.1.5 Let Ω be a finite étaleQ-algebra with [Ω : Q] ≥ 3. Then there
are only finitely many orders O of Ω such that O is three times monogenic.

In Section 9.5 we state and prove a generalization of this result to orders
over integrally closed finitely generated domains of characteristic 0.

We observed in Remark 5.4.9 that if O is an order of a quadratic étale Q-
algebra, then there is at most one Z-equivalence class of α with Z[α] = O, i.e.,
it is at most one time monogenic.

Theorem 9.1.5 is a refinement of work of [Bérczes (2000)]. In [Bérczes,
Evertse and Győry (2013)], the authors proved this result in the special case
that Ω = L is an algebraic number field.

It is possible to produce examples of finite étale Q-algebras Ω that have
infinitely many two times monogenic orders. Let again Ω be a finite étale K-
algebra with [Ω : Q] ≥ 3. Assume that for every proper Q-subalgebra Υ of Ω,
the rank of the unit group O∗

Υ
of the ring of integers of Υ is smaller than that

of O∗
Ω

. Then there are infinitely many distinct orders of Ω of the shape Z[ε]
where ε ∈ O∗

Ω
. For these orders we have Z[ε] = Z[ε−1], and ε and ε−1 are

not Z-equivalent. In Section 9.5 we generalize this construction to orders in a
finite étale K-algebra over a finitely generated domain and provide full details
of the arguments sketched above. In the Notes in Section 9.6 we recall from
the literature some more general constructions of infinite classes of two times
monogenic orders in a finite étale K-algebra.

9.2 Results over the S -integers of a number field

Let K be an algebraic number field, and let S be a finite set of places of K,
containing the infinite places. Given δ ∈ K∗, we denote by ωS (δ) the number
of places v ∈ MK \ S such that |δ|v , 1. Further, for a fractional ideal a of OS

and v ∈ MK \ S , we put |a|v := max{|α|v : α ∈ a}. Then we denote by ωS (a)
the number of v ∈ MK \ S with |a|v , 1. This is equal to the number of prime
ideals of OS occurring in the prime ideal factorization of a.

Our first result concerns the equation

D( f ) ∈ δO∗S in monic f ∈ OS [X] with deg f ≥ 2,
having all its zeros in G,

(9.2.1)

where G is a finite extension of K and δ a non-zero element of OS . The set
of solutions of (9.2.1) can be divided into OS -equivalence classes, where two
monic polynomials f1, f2 ∈ OS [X] are called OS -equivalent if there are a ∈ OS ,
ε ∈ O∗S such that f2(X) = ε− deg f1 f1(εX + a).

We prove the following.
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Theorem 9.2.1 Let K be an algebraic number field, S of finite set of places
of K containing the infinite places, G a finite extension of K, and δ a non-zero
element of OS . Put g := [G : K], s := |S |.

(i) The polynomials f ∈ OS [X] with (9.2.1) lie in a union of at most

exp
(
217g(s+ωS (δ))

)
OS -equivalence classes.

(ii) For every polynomial f with (9.2.1) we have

deg f ≤ 216g(s+ωS (δ)).

The proof depends heavily on Theorem 4.3.3.
Notice that in the case OS = Z we have s = 1, and ωS (δ) is precisely the

number of primes dividing δ. So in this case, Theorem 9.2.1 gives Theorem
9.1.1.

Let again K be an algebraic number field and S a finite set of places of K,
containing the infinite places. Further, let Ω be a finite étale K-algebra, and O
an OS -order of Ω. We consider discriminant equations DΩ/K(α) ∈ δO∗S to be
solved in α ∈ O. Recall that the solutions of this equation can be divided into
OS -equivalence classes, where two elements α, β ofO are called OS -equivalent
if β = εα+ a for some a ∈ OS , ε ∈ O∗S . By (5.3.7) we have an identity of ideals

(DΩ/K(α))S = IO(α)2 · dO/OS ,

where IO(α) = [O : OS [α]]OS is the index ideal of OS [α] in O with respect
to OS and we write (β)S for the fractional ideal βOS . Hence there is no loss of
generality to assume that (δ)S = I2 · dO/OS for some non-zero integral ideal I
of OS . This leads us to consider the discriminant equation

(DΩ/K(α))S = I2
dO/OS in α ∈ O . (9.2.2)

Theorem 9.2.2 Let K be an algebraic number field, S a finite set of places
of K containing the infinite places, I a non-zero ideal of OS , Ω a finite étale
K-algebra, and O an OS -order of Ω. Suppose S has cardinality s, and assume
that [Ω : K] =: n ≥ 3.

Then the set of α ∈ O satisfying (9.2.2) is a union of at most

25n2(s+ωS (I))

OS -equivalence classes.

The proof is based on Theorem 4.3.3. The most important feature of the upper
bound is, that it is independent of the order O. In the case [Ω : K] = 2, Lemma
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(5.4.3) gives that the solutions of (9.2.2) lie in at most one OS -equivalence
class.

In the case OS = Z this result gives Theorem 9.1.2.
An immediate consequence concerns monogenic orders. Consider the equa-

tion

OS [α] = O in α ∈ O. (9.2.3)

Obviously, this is equivalent to equation (9.2.2) with I = OS . Now from The-
orem 9.2.2 we immediately obtain the following result which we have stated
as a theorem because of its importance.

Theorem 9.2.3 Let K, S , Ω, O be as in Theorem 9.2.2. Then the set of α ∈ O
with (9.2.3) is a union of at most

25n2 s

OS -equivalence classes.

In the case OS = Z we obtain Theorem 9.1.4. Remark 5.4.9 gives an upper
bound 1 if [Ω : K] = 2.

A similar result with a different upper bound was derived in [Evertse and
Győry (1985)] in the special case where Ω = L is a finite extension of degree
n over K. According to Theorem 11 of that paper, the set of α ∈ O with O =

OS [α] is a union of at most (
4 · 76gs

)n−2

OS -equivalence classes, where g is the degree of the normal closure of L over
K.

In Section 9.5 we state and prove a result that implies that for any given finite
étale K-algebra Ω, there are only finitely many OS -orders of Ω for which there
are more than two OS -equivalence classes of α with (9.2.3); in fact we prove
this for arbitrary integrally closed finitely generated domains of characteristic
0.

9.3 Proof of Theorem 9.2.1

In what follows, K is an algebraic number field, and S a finite set of places of
K of cardinality s, containing the infinite places. We start with a simple lemma
which is used also in the proof of Theorem 9.2.2.

Let G be a finite extension of K of degree g, and δ a non-zero element of OS .
For n ≥ 2, denote by Fn the set of monic polynomials f ∈ OS [X] of degree n
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with D( f ) ∈ δO∗S , having all their zeros in G. Our strategy is as follows. We first
estimate the number of G-equivalence classes in Fn where two polynomials
f1, f2 ∈ Fn are called G-equivalent if f2(X) = u− deg f1 f1(uX + a) for some
a ∈ G, u ∈ G∗. As it turns out, for n sufficiently large the number of G-
equivalence classes is 0 and this implies part (ii). Next we estimate the number
of OS -equivalence classes going into a G-equivalence class, and finally, we
sum over n. This will prove part (i). We remark here, as can be easily verified,
that F2 lies in a single G-equivalence class.

Assume n ≥ 3. Instead of Fn we consider the set Tn, consisting of all triples
( f , α1, α2) such that f ∈ Fn and α1, α2 are two distinct zeros of f in G. Two
triples ( f1, α1, α2), ( f2, β1, β2) are called G-equivalent if f2(X) = u− deg f1 f1(uX+

a), α1 = uβ1 + a, α2 = uβ2 + a for some a ∈ G, u ∈ G∗. With ( f , α1, α2) ∈ Tn

we associate a set

τ( f , α1, α2) =

{
αi − α1

α2 − α1
: i = 3, . . . , n

}
,

where α3, . . . , αn are the other n − 2 zeros of f . We need the following easy
fact.

Lemma 9.3.1 Let ( f1, α1, α2), ( f2, β1, β2) ∈ Tn. Then ( f1, α1, α2), ( f2, β1, β2)
are G-equivalent if and only if τ( f1, α1, α2) = τ( f2, β1, β2).

Proof If ( f1, α1, α2), ( f2, β1, β2) are G-equivalent then there are a ∈ G, u ∈ G∗

such that αi = uβi + a for i = 1, . . . , n, where α3, . . . , αn are the other zeros of
f1 and β3, . . . , βn the other zeros of f2. This implies at once that τ( f1, α1, α2) =

τ( f2, β1, β2).
Conversely, assume that τ( f1, α1, α2) = τ( f2, β1, β2). Let α3, . . . , αn be the

other zeros of f1. After an appropriate permutation of the other zeros β3, . . . , βn

of f2, we may assume that

αi − α1

α2 − α1
=
βi − β1

β2 − β1
for i = 3, . . . , n.

This implies αi = uβi + a for i = 1, . . . , n, with u = (α2 − α1)/(β2 − β1),
a = α1 − uβ1. Hence ( f1, α1, α2), ( f2, β1, β2) are G-equivalent. �

Completion of the proof of Theorem 9.2.1 Let T denote the set of places of G
lying above the places in S , and above the places p ∈ MK \ S with ordp(δ) > 0.
Then |T | ≤ g(s + ωS (δ)) and thus, the group of T -units O∗T has rank

rank O∗T ≤ g(s + ωS (δ)) − 1. (9.3.1)

Take ( f , α1, α2) ∈ Tn, and let α3, . . . , αn be the other zeros of f . Then
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α1, . . . , αn lie in the ring of integers OT and

D( f ) =
∏

1≤i< j≤n

(αi − α j)2 ∈ O∗T .

Hence

αi − α j ∈ O∗T for i, j = 1, . . . , n, i , j.

It follows that the pairs in the set{(
αi − α1

α2 − α1
,
α2 − αi

α2 − α1

)
: i = 3, . . . , n

}
(9.3.2)

are all solutions to the equation

x + y = 1 in x, y ∈ O∗T . (9.3.3)

By estimate (9.3.1) and Theorem 4.3.3, equation (9.3.3) has at most

28×2rank O∗T +8 = 216(g+ωS (δ))−8 =: N

solutions. This implies that for the set in (9.3.2) we have at most
(

N
n−2

)
possi-

bilities. This gives at most
(

N
n−2

)
possibilities for the set τ( f , α1, α2). By Lemma

9.3.2, this gives at most
(

N
n−2

)
possibilities for the G-equivalence class of ( f , α1, α2),

hence at most
(

N
n−2

)
possibilities for the G-equivalence class of f . As we have

seen, this is true also for n = 2.
A consequence of this is, that if Fn , ∅ then n − 2 ≤ N, and so

n ≤ 216g(s+ωS (δ)).

This proves part (ii).
We now fix n ≥ 2. We consider a given G-equivalence class of polynomials

f from Tn and estimate the number of OS -equivalence classes contained in it.
Fix a polynomial f0 in the given G-equivalence class. Then for any other

polynomial f in this class we have f (X) = u−n f0(uX + a) for some a ∈ G,
u ∈ G∗. Since D( f0) ∈ δO∗S , D( f ) ∈ δO∗S , D( f0) = un(n−1)D( f ) we have un(n−1) ∈

O∗S .
We subdivide our given G-equivalence class into subclasses, where the sub-

class to which a polynomial f belongs is determined by the coset uO∗S . Clearly,
the number of subclasses is at most the cardinality of the quotient group H/O∗S ,
where H is the group of u ∈ G∗ with un(n−1) ∈ O∗S .

We estimate from above the cardinality of H/O∗S . First note, that the torsion
subgroups Htors and O∗S ,tors of H,O∗S , respectively, are cyclic since they are
contained in a field. Hence O∗S ,tors has index dividing n(n − 1) in Htors. Further,
O∗S /O

∗
S ,tors, H/Htors are both free groups of the same rank s − 1, and O∗S /O

∗
S ,tors
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has index at most
(
n(n− 1)

)s−1 in H/Htors. It follows that |H/O∗S | ≤
(
n(n− 1)

)s.
So this last quantity is an upper bound for the number of subclasses.

We show that a subclass is contained in an OS -equivalence class. Suppose
f1, f2 are in the same subclass. Then there are ui ∈ G∗, ai ∈ G such that
fi(X) = u−n

i f0(uiX + ai) for i = 1, 2 and ε := u2u−1
1 ∈ O∗S . This leads to

f2(X) = ε−n f1(εX+a) with ε ∈ O∗S , a ∈ G. We can order the zeros α1, . . . , αn of
f1 and the zeros β1, . . . , βn of f2 in such a way, that αi = εβi +a for i = 1, . . . , n.
Since ε ∈ O∗S and the αi, βi are integral over OS , it follows that a is integral
over OS . On the other hand, a = 1

n
∑n

i=1(αi − εβi) ∈ K. So a ∈ OS since OS is
integrally closed. This proves that f1, f2 are OS -equivalent.

It follows that each G-equivalence class of polynomials in Fn is a union of
at most

(
n(n − 1)

)s OS -equivalence classes. Consequently, Fn, that is the set
of polynomials of degree n with (9.2.1), is a union of at most

(
n(n − 1)

)s
·
(

N
n−2

)
OS -equivalence classes, where N = 216g(s+ωS (δ))−8.

It now follows that the complete set of polynomials with (9.2.1) (without
any restriction on the degree), is a union of at most

N+2∑
n=2

(
n(n − 1)

)s
·

(
N

n − 2

)

≤ 4s
∞∑

n=2

2s(n−2) ·
Nn−2

(n − 2)!
≤ exp

(
217g(s+ωS (δ))

)
OS -equivalence classes. This proves part (i). �

9.4 Proof of Theorem 9.2.2

Let for the moment K be any field of characteristic 0 and Ω a finite étale K-
algebra with [Ω : K] = n ≥ 3. Recall that Ω has precisely n distinct K-
homomorphisms Ω → K, which we denote by x 7→ x(i) (i = 1, . . . , n). It
follows from Lemma 1.5.1, that Ω = K[α] if and only if α(1), . . . , α(n) are
distinct. For α ∈ Ω with Ω = K[α] we define the ordered (n − 2)-tuple

τ(α) :=
(α(3) − α(1)

α(2) − α(1) , . . . ,
α(n) − α(1)

α(2) − α(1)

)
. (9.4.1)

Two elements α, β ∈ Ω are called K-equivalent, if β = uα + a for some a ∈ K,
u ∈ K∗. We start with a simple lemma, which will be used also in the proof
of Theorem 9.5.1. Therefore, we prove it in a form more general than needed
here.

Lemma 9.4.1 Let A be an integrally closed domain with quotient field K of
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characteristic 0 and Ω a finite étale K-algebra with [Ω : K] = n ≥ 3.

(i) Let α, β with K[α] = K[β] = Ω. Then α, β are K-equivalent if and only if
τ(α) = τ(β).

(ii) Assume moreover that DΩ/K(α) and DΩ/K(β) generate the same fractional
ideal of A. Then α, β are A-equivalent if and only if τ(α) = τ(β).

Proof (i) If α, β are K-equivalent, then clearly τ(α) = τ(β). Assume con-
versely that τ(α) = τ(β). Then there are unique u ∈ K

∗
, a ∈ K such that

(β(1), . . . , β(n)) = u(α(1), . . . , α(n)) + a(1, . . . , 1). (9.4.2)

In fact, the unicity of u, a follows since thanks to our assumption Ω = K[α],
the numbers α(1), . . . , α(n) are distinct. As for the existence, observe that (9.4.2)
is satisfied with u = (β(2) − β(1))/(α(2) − α(1)), a = β(1) − uα(1).

Take σ from the Galois group Gal
(
K/K

)
. Then x 7→ σ(x(i)) (i = 1, . . . , n) is

a permutation of x 7→ x(i) (i = 1, . . . , n). It follows thatσ permutes (α(1), . . . , α(n))
and (β(1), . . . , β(n)) in the same way. So by applying σ to (9.4.2) we obtain

(β(1), . . . , β(n)) = σ(u)(α(1), . . . , α(n)) + σ(a)(1, . . . , 1).

By the unicity of u, a in (9.4.2) this implies σ(u) = u, σ(a) = a. This holds for
every σ ∈ Gal

(
K/K

)
. So in fact u ∈ K∗, a ∈ K, that is, α, β are K-equivalent.

(ii) It suffices to prove that any α, β with K[α] = K[β] = Ω that are K-
equivalent and whose discriminants generate the same fractional ideal of A,
are in fact A-equivalent. Assume β = uα + a with u ∈ K∗, a ∈ K. Then
DΩ/K(β) = un(n−1) · DΩ/K(α), hence un(n−1) ∈ A∗. Since u ∈ K∗ and since A is
integrally closed, this implies that u ∈ A∗. Further, a = β − uα is in K and is
integral over A, so it belongs to A. Hence indeed, α, β are A-equivalent. �

We keep the notation and assumptions from Theorem 9.2.2. Thus, K is an
algebraic number field, S is a finite set of places of K of cardinality s, contain-
ing the infinite places, Ω is a finite étale K-algebra with [Ω : K] = n ≥ 3, and
O is an OS -order of Ω. Further, let I be the ideal of OS from (9.2.2), and let S ′

be the set of places of K consisting of the places in S and the places p ∈ MK \S
with ordp(I) > 0. Thus, S ′ has cardinality

|S ′| = s′ := s + ωS (I).

Define

O
′ := OS ′O.

ThenO′ is an OS ′ -order of Ω. If L is a finite extension of K, we denote by OS ′,L
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the integral closure of OS ′ in L. Then

rank O∗S ′,L ≤ [L : K]s′ − 1 ≤ [L : K]
(
s + ωS (I)

)
− 1. (9.4.3)

Lemma 9.4.2 Let α ∈ O be a solution of (9.2.2). Then O′ = OS ′ [α].

Proof We have an identity of ideals of OS ′ , dO′/OS ′ = dO/OS OS ′ . Indeed, by
Proposition 2.10.1 the first ideal is generated by the numbers DΩ/K(α1, . . . , αn)
(α1, . . . , αn ∈ O), and clearly so is the second. Now multiplying (9.2.2) on the
left and right with OS ′ we obtain

DΩ/K(α)OS ′ = dO′/OS ′

and subsequently, using α ∈ O′ and Proposition 5.3.1, we get OS ′ [α] = O′. �

We denote by S (O) the set of solutions α ∈ O of (9.2.2). Further, we denote
by G the compositum of the images of Ω under the K-homomorphisms of Ω to
K.

Lemma 9.4.3 The multiplicative subgroup of (G∗)n(n−1)/2 generated by the
tuples

ρ(α) :=
(
α(i) − α( j) : 1 ≤ i < j ≤ n

)
(α ∈ S (O)) (9.4.4)

has rank at most 1
2 n(n − 1)(s + ωS (I)).

Proof Denote by Γ the group under consideration. We fix β ∈ S (O) (if no
such β exists we are done) and let α ∈ S (O) vary. Define the fields

Ki j := K(β(i) + β( j), β(i)β( j)) (1 ≤ i, j ≤ n, i , j),

and denote by Oi j the integral closure of OS ′ in Ki j, and by O∗i j its unit group.
By Lemma 9.4.2, we have for any other α ∈ S (O) that α = f (β) for some f ∈
OS ′ [X]. Hence for i, j = 1, . . . , n with i , j, the number (α(i) −α( j))/(β(i) − β( j))
is integral over OS ′ . In fact, this number is a symmetric function in β(i), β( j),
hence it belongs to Oi j. But by reversing the role of α, β, one infers that also the
multiplicative inverse of this number belongs to Oi j. Hence for every α ∈ S (O)
we have

ui j(α, β) :=
α(i) − α( j)

β(i) − β( j) ∈ O∗i j for i, j = 1, . . . , n, i < j. (9.4.5)

We partition the collection of 2-element subsets of {1, . . . , n} into classes
such that {i, j} and {i′, j′} belong to the same class if and only if there exists
σ ∈ Gal(G/K) such that σ(β(i) + β( j)) = β(i′) + β( j′), σ(β(i)β( j)) = β(i′)β( j′). Then
by (9.4.5) and since ui j(α, β) is a symmetric function in β(i), β( j) we have

ui′, j′ (α, β) = σ(ui j(α, β)) for α ∈ S (O). (9.4.6)
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Clearly, the cardinality of the class represented by {i, j} is [Ki j : K].
Denote the different classes by C1, . . . ,Ct, and choose from each class Ck a

representative {ik, jk}. From (9.4.5), (9.4.6) it follows that

(xi j : 1 ≤ i < j ≤ n) 7→ (xi1, j1 , . . . , xit , jt )

defines an injective homomorphism from the group generated by the tuples

ρ(α)
ρ(β)

= (ui j(α, β) : 1 ≤ i < j ≤ n) (α ∈ S (O))

into O∗i1, j1 × · · · × O∗it , jt . By (9.4.3),

rank O∗ik , jk ≤ [Kik , jk : K]]
(
s + ωS (I)

)
− 1 = |Ck |

(
s + ωS (I)

)
− 1

for k = 1, . . . , t. Taking into consideration the tuple ρ(β), it follows that Γ has
rank at most

1 +

t∑
k=1

(
|Ck |

(
s + ωS (I)

)
− 1

)
≤ 1

2 n(n − 1)
(
s + ωS (I)

)
. �

Proof of Theorem 9.2.2 Let O be an OS -order of Ω. Notice that we have the
relations

α(i) − α(1)

α(2) − α(1) +
α(2) − α(i)

α(2) − α(1) = 1 (i = 3, . . . , n). (9.4.7)

We may view this as a system of equations with tuple of unknowns taken from
the multiplicative group Γ generated by the tuples

κ(α) :=
(
α(3) − α(1)

α(2) − α(1) ,
α(2) − α(3)

α(2) − α(1) , . . . ,
α(n) − α(1)

α(2) − α(1) ,
α(2) − α(n)

α(2) − α(1)

)
,

for α ∈ S (O). We want to apply Corollary 4.3.5 to this system, and to this end,
we have to estimate the rank of Γ.

Notice that the group homomorphism from (G∗)n(n−1)/2 to (G∗)2n−4,

(xi j : 1 ≤ i < j ≤ d) 7→ (x31/x21, x23/x21, . . . , xn1/x21, x2n/x21)

maps, for every α ∈ S (O), the tuple ρ(α) as defined in Lemma 9.4.3 to κ(α).
Together with Lemma 9.4.3, this implies that the rank of Γ is bounded above
by 1

2 n(n− 1)
(
s +ωS (I)

)
. By applying Corollary 4.3.5 to (9.4.7), it follows that

among the tuples κ(α) (α ∈ S (O)) there are at most

28
(
(n(n−1)/2)(s+ωS (I)) +2n−5

)
≤ 25n2

(
s+ωS (I)

)
distinct ones.

Notice that the tuple κ(α) contains the tuple τ(α) defined by (9.4.1). So by
Lemma 9.4.1 (ii), it uniquely determines the OS -equivalence class of α. Theo-
rem 9.2.2 immediately follows. �
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9.5 Three times monogenic orders over finitely generated
domains

For an integral domain A with quotient field K and a finite étale K-algebra Ω,
we denote by AΩ the integral closure of A in Ω. We call an A-order O of Ω

k times monogenic if there are at least k A-equivalence classes of α such that
A[α] = O. In this section we prove the following theorem.

Theorem 9.5.1 Let A be an integrally closed domain with quotient field K
of characteristic 0 that is finitely generated over Z and let Ω be a finite étale
K-algebra with [Ω : K] ≥ 3.

(i) There are only finitely many A-orders of Ω that are three times monogenic.

(ii) Assume that for every proper K-subalgebra Υ of Ω, the quotient of unit
groups A∗

Ω
/A∗

Υ
is non-torsion. Then there are infinitely many A-orders O of Ω

that are two times monogenic.

The proof of Theorem 9.5.1 is based on Theorem 4.3.7. In [Bérczes, Evertse
and Győry (2013)], the authors proved a similar result, but only in the special
case that Ω = L is a finite field extension of K.

We start with some generalities on Krull domains. Let A be an integral do-
main with quotient field K. We denote by P(A) the collection of minimal
non-zero prime ideals of A, i.e., those non-zero prime ideals of A that do not
contain strictly smaller non-zero prime ideals.

Definition 9.5.2 A is called a Krull domain if there is a family of discrete
valuations ordp (p ∈P(A)) such that

(i) A = {α ∈ K : ordp(α) ≥ 0 for p ∈P(A)};
(ii) p = {α ∈ A : ordp(α) > 0} for p ∈P(A);
(iii) for every α ∈ K∗ the set of p ∈P(A) with ordp(α) , 0 is finite. �

For an extensive treatment of Krull domains, see [Bourbaki (1989), chap. VII,
§1]. Clearly, the unit group of a Krull domain A satisfies

A∗ = {α ∈ K : ordp(α) = 0 for p ∈P(A)}. (9.5.1)

We need the following fact.

Proposition 9.5.3 Let A be an integrally closed integral domain that is finitely
generated over Z. Then A is a Krull domain.

Proof As has been explained in Section 5.1, any integral domain that is finitely
generated over Z is Noetherian, and according to [Bourbaki (1989), chap. VII,
§1.3, Corollary], an integrally closed Noetherian domain is a Krull domain. �
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In what follows, we keep the notation from Theorem 9.5.1. Let x 7→ x(i)

(i = 1, . . . , n) be the distinct K-homomorphisms of Ω to K, and let G be the
compositum of the images of Ω under these K-homomorphisms.

Proof of part (ii) of Theorem 9.5.1 We first prove part (ii) which is the easi-
est. By Corollary 1.5.5, Ω has only finitely many proper K-subalgebras, and
by assumption, for each of these K-subalgebras Υ, the group A∗

Ω
/A∗

Υ
is non-

torsion. Hence there is η ∈ A∗
Ω

such that ηm < A∗
Υ

for every non-zero integer
m and every proper K-subalgebra Υ of Ω. That is, K[ηm] = Ω for every non-
zero integer m. Further it follows that the elements ηm (m ∈ Z) lie in different
A∗-cosets. Now Corollary 5.4.10 implies that for every A-order O of Ω, there
are only finitely many integers m with A[ηm] = O. Hence if m runs through the
non-zero integers, then A[ηm] runs through infinitely many different A-orders.

We show that for every non-zero integer m, A[ηm] = A[η−m] and that ηm,
η−m are not A-equivalent. This clearly implies (ii). Fix a non-zero integer m.
Let f (X) = Xn + an−1Xn−1 + · · ·+ a0 ∈ K[X] be the monic minimal polynomial
of ηm over K. Then f ∈ A[X] and a0 ∈ A∗, and, with an := 1,

η−m = −a−1
0

( n∑
j=1

a j(ηm) j
)
, ηm = −

n−1∑
j=0

a j(η−m)n− j−1.

This implies A[ηm] = A[η−m]. Suppose that η−m is A-equivalent to ηm. Then
η−m = εηm + a for some a ∈ A, ε ∈ A∗. But then, ηm has degree at most 2 over
K, contradicting that Ω = K[ηm] and [Ω : K] ≥ 3. This proves part (ii). �

Proof of part (i) The idea is as follows. We first show that there are at most
finitely many K-equivalence classes of β ∈ Ω such that

K(β) = Ω, β ∈ AΩ (9.5.2)

and

the set of α with A[α] = A[β]
is a union of at least three A-equivalence classes.

(9.5.3)

Next, we show that if C is any given K-equivalence class in Ω then the set of
β ∈ C with (9.5.2), (9.5.3) is a union of at most finitely many A-equivalence
classes. Clearly, any A-order with the properties specified in part (i) of The-
orem 9.5.1 can be expressed as A[β]. By the above, the β lie in a union of
only finitely many A-equivalence classes, and so there are only finitely many
possibilities for the order A[β]. Thus, part (i) of Theorem 9.5.1 follows.

We use the following notation. Given α ∈ AΩ with K[α] = Ω and distinct
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indices i, j, k from {1, . . . , n}, we put

α(i jk) :=
α(i) − α( j)

α(i) − α(k) . (9.5.4)

By Lemma 1.5.1, this number is well-defined and non-zero.
Fix β with β ∈ AΩ and K[β] = Ω, and consider those α ∈ AΩ for which

A[α] = A[β]. Let i, j be distinct indices from {1, . . . , n}. Since α = f (β) with
f ∈ A[X], the number α

(i)−α( j)

β(i)−β( j) is integral over A, so belongs to AG. By reversing
the role of α, β, we see that its inverse is also in AG. We conclude that if α is
such that AG[α] = AG[β], then

α(i) − α( j)

β(i) − β( j) ∈ A∗G for i, j = 1, . . . , n, i , j. (9.5.5)

Now let i, j, k be distinct indices from {1, . . . , n}. Using (9.5.5) and the iden-
tities

β(i jk) + β(k ji) = 1, α(i jk) + α(k ji) = 1 (9.5.6)

we infer that for every α with A[α] = A[β], the pair(
α(i jk)

β(i jk) ,
α(k ji)

β(k ji)

)
is a solution to

β(i jk) · x + β(k ji) · y = 1 in x, y ∈ A∗G. (9.5.7)

We start with a preparatory lemma.

Lemma 9.5.4 There exists a finite subset A of G with the following property.
Let i, j, k be any three distinct indices from {1, . . . , n} and β ∈ Ω with (9.5.2)
and with β(i jk) < A . Then∣∣∣∣{a ∈ G : ∃α ∈ Ω with α(i jk) = a, A[α] = A[β]

}∣∣∣∣ ≤ 2.

Proof By Corollary 5.1.3, the group A∗G is finitely generated. So by Theorem
4.3.7 and (9.5.6), there is a finite subset A of G such that if β(i jk) < A , then
(9.5.7) has not more than two solutions, including (1, 1). �

Lemma 9.5.5 The set of β with (9.5.2), (9.5.3) is contained in a union of at
most finitely many K-equivalence classes.

Proof Assume the contrary. This means that there is an infinite sequence of
triples {(β1p, β2p, β3p) : p = 1, 2, . . .} such that

βhp ∈ AΩ, K[βhp] = Ω for h = 1, 2, 3, p = 1, 2, . . . ; (9.5.8)

β1p (p = 1, 2, . . .) lie in different K-equivalence classes (9.5.9)
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and for p = 1, 2, . . . ,{
A[β1p] = A[β2p] = A[β3p],
β1p, β2p, β3p lie in different A-equivalence classes

(9.5.10)

(so the β1p play the role of β in the statement of our lemma). In analogy to
(9.5.4), we put

β
(i jk)
hp :=

β(i)
hp − β

( j)
hp

β(i)
hp − β

(k)
hp

for h = 1, 2, 3, p = 1, 2, . . . and any three distinct indices from {1, . . . , n}. The
crucial observation, following at once from Lemma 9.5.4, is that there is a
finite set A such that if i, j, k are any three distinct indices from {1, . . . , n} and
p is any positive integer, then

β
(i jk)
1p < A =⇒ two among β(i jk)

1p , β
(i jk)
2p , β

(i jk)
3p are equal. (9.5.11)

We start with the case n = 3. Then τ(βhp) = (β(132)
hp ) for h = 1, 2, 3. By (9.5.9)

and Lemma 9.4.1,(i) the numbers β(132)
1p (p = 1, 2, . . .) are pairwise distinct.

Using subsequently (9.5.11), Proposition 5.3.1 (iii) and Lemma 9.4.1,(ii) we
infer that for all but finitely many p, two among the numbers β(132)

hp (h = 1, 2, 3)
are equal and then that two among βhp (h = 1, 2, 3) are A-equivalent which
contradicts (9.5.10).

Now assume n ≥ 4. We have to distinguish between subsets {i, j, k} of
{1, . . . , n} and indices h for which there are infinitely many distinct numbers
among β(i jk)

hp (p = 1, 2, . . .), and {i, j, k} and h for which among these numbers
there are only finitely many distinct ones. This does not depend on the choice
of ordering of i, j, k, since any permutation of (i, j, k) transforms β(i jk)

hp into one

of (β(i jk)
hp )−1, 1 − β(i jk)

hp , (1 − β(i jk)
hp )−1, 1 − (β(i jk)

hp )−1, (1 − (β(i jk)
hp )−1)−1.

There is a subset {i, j, k} of {1, . . . , n} such that there are infinitely many dis-
tinct numbers among β

(i jk)
1p (p = 1, 2, . . .). Indeed, if this were not the case,

then among the τ(β1p) = (β(132)
1p , . . . , β(1n2)

1p ) there would be only finitely many
distinct tuples, and then from Lemma 9.4.1,(i) it would follow that the num-
bers β1p lie in only finitely many K-equivalence classes, contradicting (9.5.9).
Choose an infinite subsequence of indices p such that the numbers β(i jk)

1p are
pairwise distinct. Suppose there is another subset {i′, j′, k′} , {i, j, k} such that
if p runs through the infinite subsequence just chosen, then β(i′ j′k′)

1p runs through
an infinite set. Then for some infinite subsequence of these p, the numbers
β

(i′ j′k′)
1p are pairwise distinct. Continuing in this way, we infer that there is a

non-empty collection S of 3-element subsets {i, j, k} of {1, . . . , n}, and an in-
finite sequence Q of indices p, such that for each {i, j, k} ∈ S the numbers
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β
(i jk)
1p (p ∈ Q) are pairwise distinct, while for each {i, j, k} < S , there are only

finitely many distinct elements among β(i jk)
1p (p ∈P).

From assumption (9.5.10) and some observations made above, it follows
that the pairs (β(i jk)

hp /β
(i jk)
1p , β

(k ji)
hp /β

(k ji)
1p ) (h = 2, 3) satisfy (9.5.7) with β = β1p.

For each fixed β, equation (9.5.7) has only finitely many solutions. Therefore,
if {i, j, k} < S , then there are only finitely many distinct numbers among
β

(i jk)
hp /β

(i jk)
1p , hence only finitely many among β

(i jk)
hp (h = 2, 3, p ∈ P). Con-

versely, if {i, j, k} ∈ S , h ∈ {2, 3}, there are infinitely many distinct numbers
among β(i jk)

hp (p ∈ P). For if not, then by the same argument, interchanging
the roles of βhp, β1p, it would follow that there are only finitely many distinct
numbers among β(i jk)

1p (p ∈P), contradicting {i, j, k} ∈ S .
We conclude that there is an infinite sequence of indices p, which after re-

naming we may assume to be 1, 2, . . ., such that for h = 1, 2, 3,

β
(i jk)
hp (p = 1, 2, . . .) are pairwise distinct if {i, j, k} ∈ S , (9.5.12)

there are only finitely many distinct numbers among
β

(i jk)
hp (p = 1, 2, . . .) if {i, j, k} < S .

(9.5.13)

Notice that this characterization of S is symmetric in βhp (h = 1, 2, 3); this
will be used frequently.

The following property of S will be important in the proof: if i, j, k, l are
any four distinct indices from {1, . . . , n}, then

{i, j, k} ∈ S =⇒ {i, j, l} ∈ S or {i, k, l} ∈ S . (9.5.14)

Indeed, if {i, j, l}, {i, k, l} < S then also {i, j, k} < S since β(i jk)
hp = β

(i jl)
hp /β

(ikl)
hp .

Pick a set from S , which without loss of generality we may assume to be
{1, 2, 3}. By (9.5.14), for k = 4, . . . , n at least one of the sets {1, 2, k}, {1, 3, k}
belongs to S . Define the set of pairs

C :=
{
( j, k) : j ∈ {2, 3}, k ∈ {3, . . . , n}, j < k, {1, j, k} ∈ S

}
. (9.5.15)

Thus, for each k ∈ {3, . . . , n} there is j with ( j, k) ∈ C . Further, for every
p = 1, 2, . . . there is a pair ( j, k) ∈ C such that

β
(1 jk)
1p , β

(1 jk)
2p .

Indeed, if this were not the case, then since β(12k)
hp = β(13k)

hp β(123)
hp for all h, p and

k = 4, . . . , n, it would follow that there is p such that

β(12k)
1p = β(12k)

2p for k = 3, . . . , n,

and then τ(β1p) = τ(β2p). Together with Proposition 5.3.1 (iii) and Lemma
9.4.1,(ii) this would imply that β1p, β2p are A-equivalent, contrary to (9.5.10).



210 The number of solutions of discriminant equations

Clearly, there is a pair ( j, k) ∈ C such that β(1 jk)
1p , β

(1 jk)
2p for infinitely many p.

After permuting the indices 2, . . . , n, we may assume that {1, 2, 3} ∈ S and for
infinitely many p,

β(123)
1p , β(123)

2p .

We apply (9.5.11). It follows that β(123)
3p ∈ {β(123)

1p , β(123)
2p } for infinitely many p.

So β(123)
1p = β(123)

3p , β(123)
2p for infinitely many p or β(123)

2p = β(123)
3p , β(123)

1p for
infinitely many p. After interchanging β1p and β2p for every p, which does not
affect the definition of S or the above arguments, we may assume that

{1, 2, 3} ∈ S , β(123)
1p = β(123)

3p , β(123)
2p for infinitely many p. (9.5.16)

We repeat the above argument. After renaming again, we may assume that
the infinite sequence of indices p for which (9.5.16) is true is p = 1, 2, . . . , and
thus, (9.5.12) and (9.5.13) are true again. Define again the set C by (9.5.15).
Similarly as above, we conclude that there is a pair ( j, k) ∈ C such that among
p = 1, 2, . . . there is an infinite subset with β

(1 jk)
1p , β

(1 jk)
3p . Then necessarily

k , 3. After interchanging 2 and 3 if j = 3 (which does not affect (9.5.16))
and rearranging the other indices 4, . . . , n, we may assume that j = 2, k = 4.
Thus, {1, 2, 3}, {1, 2, 4} ∈ S and there are infinitely many p for which we have
(9.5.16) and

β(124)
1p , β(124)

3p .

By (9.5.11), for all but finitely many of these p we have β(124)
2p ∈ {β(124)

1p , β(124)
3p }.

After interchanging β1p, β3p for all p if necessary, which does not affect (9.5.16),
we may conclude that {1, 2, 3}, {1, 2, 4} ∈ S and there are infinitely many p
with (9.5.16) and

β(124)
1p = β(124)

2p , β(124)
3p . (9.5.17)

Next, by (9.5.14), at least one of {1, 3, 4}, {2, 3, 4} belongs to S . The rela-
tions (9.5.16), (9.5.17) remain unaffected if we interchange β(1)

hp and β(2)
hp for

all h, p, so without loss of generality, we may assume that {1, 3, 4} ∈ S . By
(9.5.11), for all but finitely many of the p with (9.5.16) and (9.5.17), at least
two among the numbers β(134)

hp (h = 1, 2, 3) must be equal. Using (9.5.16),

(9.5.17) and β(134)
hp = β(124)

hp /β(123)
hp , it follows that {1, 2, 3}, {1, 2, 4}, {1, 3, 4} ∈ S

and for infinitely many p we have (9.5.16),(9.5.17) and

β(134)
2p = β(134)

3p , β(134)
1p . (9.5.18)

We now show that this is impossible. For convenience we introduce the no-



9.5 Three times monogenic orders over finitely generated domains 211

tation

β̃(i)
hp :=

β(i)
hp − β

(4)
hp

β(3)
hp − β

(4)
hp

= β(4i3)
hp

for h = 1, 2, 3, i = 1, 2, 3, 4, p = 1, 2, . . .. Notice that β̃(3)
hp = 1, β̃(4)

hp = 0,

and β(i jk)
hp =

β̃(i)
hp−β̃

( j)
hp

β̃(i)
hp−β̃

(k)
hp

for any distinct i, j, k ∈ {1, 2, 3, 4}. Thus, (9.5.16)–(9.5.18)

translate into
β̃(1)

1p − β̃
(2)
1p

β̃(1)
1p − 1

=
β̃(1)

3p − β̃
(2)
3p

β̃(1)
3p − 1

,
β̃(1)

2p − β̃
(2)
2p

β̃(1)
2p − 1

, (9.5.19)

β̃(1)
1p − β̃

(2)
1p

β̃(1)
1p

=
β̃(1)

2p − β̃
(2)
2p

β̃(1)
2p

,
β̃(1)

3p − β̃
(2)
3p

β̃(1)
3p

, (9.5.20)

β̃(1)
2p − 1

β̃(1)
2p

=
β̃(1)

3p − 1

β̃(1)
3p

,
β̃(1)

1p − 1

β̃(1)
1p

. (9.5.21)

We distinguish between the cases {2, 3, 4} ∈ S and {2, 3, 4} < S .
First suppose that {2, 3, 4} ∈ S . Then by (9.5.11), there are infinitely many

p such that (9.5.19)–(9.5.21) hold and at least two among β̃(2)
hp = β(423)

hp (h =

1, 2, 3) are equal. But this is impossible, since (9.5.19),(9.5.20) imply β̃(2)
1p ,

β̃(2)
2p ; (9.5.19),(9.5.21) imply β̃(2)

1p , β̃
(2)
3p ; and (9.5.20),(9.5.21) imply β̃(2)

2p , β̃
(2)
3p .

Hence {2, 3, 4} < S . This means that there are only finitely many distinct
numbers among β̃(2)

hp = β(423)
hp , (h = 1, 2, 3, p = 1, 2, . . .). It follows that there

are (necessarily non-zero) constants c1, c2, c3 such that β̃(2)
hp = ch for h = 1, 2, 3

and infinitely many p. By (9.5.21), (9.5.20), respectively, we have for all these
p that β̃(1)

2p = β̃(1)
3p and β̃(1)

2p = (c2/c1)β̃(1)
1p . By substituting this into (9.5.19), we

get

β̃(1)
1p − c1

β̃(1)
1p − 1

=
c2β̃

(1)
1p − c1c3

c2β̃
(1)
1p − c1

.

By (9.5.19), (9.5.21) we have c1 , c3, hence

β̃(1)
1p = β(413)

1p =
c1(c1 − c3)

c1c2 + c1 − c2 − c1c3

is a constant independent of p. But this contradicts {1, 3, 4} ∈ S and (9.5.12).
So our assumption that Lemma 9.5.5 is false leads in all cases to a contra-

diction. This completes our proof. �
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The next lemma is stronger than what is required to complete the proof of
part (i) of Theorem 9.5.1.

Lemma 9.5.6 Let C be a K-equivalence class in Ω. Then the set of β such
that

β ∈ AΩ, β ∈ C ,
there is α with A[α] = A[β] which is not A-equivalent to β,

is a union of finitely many A-equivalence classes.

Remark In the case A = OS , our method of proof does not allow to estimate
the number of OS -equivalence classes.

Proof Denote the set of β with the properties specified in Lemma 9.5.6 by B.
We assume that B is not contained in a union of finitely many A-equivalence
classes and derive a contradiction.

Pick β ∈ B and consider those α such that A[α] = A[β] and α is not A-
equivalent to β. (9.5.5), (9.5.6) imply that for i, j = 1, . . . , n the pair(

α(i) − α(1)

α(2) − α(1) ,
α(2) − α(i)

α(2) − α(1)

)
(9.5.22)

is a solution to

x + y = 1 in (x, y) ∈ Γ,

where Γ is the multiplicative group generated by A∗G × A∗G and the pairs(
β(i) − β(1)

β(2) − β(1) ,
β(2) − β(i)

β(2) − β(1)

)
(i = 3, . . . , n).

By Lemma 9.4.1, (i), the group Γ depends only on the given K-equivalence
class C and is otherwise independent of β. By Theorem 4.3.3, the pairs (9.5.22)
(i = 3, . . . , n) belong to a finite set depending on C . Therefore, the tuple τ(α)
belongs to a finite set depending on C . In view of Lemma 9.4.1,(i), this means
that α belongs to a union of finitely many K-equivalence classes which depends
on C but is otherwise independent of β. Now by Dirichlet’s box principle and
our assumption on the set B we started with, there is a K-equivalence class C ′

with the following property: the set of β such that

β ∈ AΩ, K[β] = Ω β ∈ C ,

there is α ∈ C ′ such that A[α] = A[β]
and α is not A-equivalent to β

 (9.5.23)

cannot be contained in a union of finitely many A-equivalence classes.
Fix β0 with (9.5.23) and then fix α0 such that A[α0] = A[β0], α0 ∈ C ′ and

α0 is not A-equivalent to β0.
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Let β be an arbitrary number with (9.5.23). Choose α such that A[α] = A[β],
α ∈ C ′ and α is not A-equivalent to β. Then there are u, u′ ∈ K∗, a, a′ ∈ K with

β = uβ0 + a, α = u′α0 + a′. (9.5.24)

For these u, u′ we have

DΩ/K(β) = un(n−1)DΩ/K(β0), DΩ/K(α) = u′n(n−1)DΩ/K(α0).

On the other hand, our assumptions A[α0] = A[β0], A[α] = A[β] and Proposi-
tion 5.3.1 imply

DΩ/K(β)/DΩ/K(α) ∈ A∗ , DΩ/K(β0)/DΩ/K(α0) ∈ A∗.

Using that A is integrally closed, it follows that

u′/u ∈ A∗. (9.5.25)

Since K[β0] = Ω and α0 ∈ A[β0] there is a unique polynomial f0 ∈ K[X]
of degree < n, which in fact belongs to A[X], such that α0 = f0(β0). Like-
wise, there is a unique polynomial f ∈ K[X] of degree < n which in fact
belongs to A[X], such that α = f (β). Inserting (9.5.24), it follows that f (X) =

u′ f0 ((X − a)/u) + a′. Suppose that f0(X) =
∑m

j=0 a jX j with m < n and am , 0.
Then f has leading coefficient amu′u−m which belongs to A. Together with
(9.5.25) this implies

u1−mam ∈ A. (9.5.26)

Further, un(n−1)DΩ/K(β0) = DΩ/K(β), hence

un(n−1)DΩ/K(β0) ∈ A. (9.5.27)

We distinguish between the cases m > 1 and m = 1. First let m > 1. We have
shown that every β with (9.5.23) can be expressed as β = uβ0 + a with u ∈ K∗,
a ∈ K and moreover, u satisfies (9.5.26), (9.5.27). We now employ Proposition
9.5.3, that A is a Krull domain. Let P(A) the collection of minimal non-zero
prime ideals of A and ordp (p ∈ P(A)) the corresponding discrete valuations.
Then for every p ∈P(A),

−
ordp(DΩ/K(β0))

n(n − 1)
≤ ordp(u) ≤

ordp(am)
m − 1

. (9.5.28)

For all but finitely many p ∈ P(A) we have ordp(DΩ/K(β0)) = ordp(am) = 0
and for these p we have also ordp(u) = 0. For each of the remaining p, there
are only finitely many possibilities for ordp(u). By (9.5.1), we have for any two
numbers a, b ∈ K∗ that a/b ∈ A∗ if and only if ordp(a) = ordp(b) for every
p ∈ P(A). This shows that the set of those u corresponding to some β with
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(9.5.23) is contained in finitely many A∗-cosets, that is in sets of the shape
u0A∗ = {u0ε : ε ∈ A∗}. Thus, the set of β with (9.5.23) can be divided into
finitely many classes, depending on the A∗-coset to which u belongs. Now if
β1, β2 with (9.5.23) belong to the same class, we have β2 = εβ1 + b with ε ∈ A∗

and b ∈ K. But b = β2 − εβ1 is integral over A, hence belongs to A since A is
integrally closed. So two elements with (9.5.23) belonging to the same class
are A-equivalent. But then, the set of β with (9.5.23) is contained in a union of
finitely many A-equivalence classes, which is against our assumption.

Now assume that m = 1. Then

α0 = a1β0 + a0 with a1 ∈ A \ {0}, a0 ∈ A.

Since

DΩ/K(α0) = an(n−1)
1 DΩ/K(β0), DΩ/K(α0)/DΩ/K(β0) ∈ A∗,

we have an(n−1)
1 ∈ A∗, and then a1 ∈ A∗ since A is integrally closed. Hence α0,

β0 are A-equivalent, which is against our choice of α0, β0. We arrive again at a
contradiction.

Consequently, our initial assumption that the set B cannot be contained
in finitely many A-equivalence classes leads to a contradiction. This proves
Lemma 9.5.6. �

Now our proof of part (i) of Theorem 9.5.1 is complete. �

9.6 Notes
• Let A be an integrally closed, finitely generated domain over Z with quotient field K
of characteristic 0 and Ω a finite étale K-algebra with [Ω : K] ≥ 3. In Theorem 9.5.1 (ii)
we constructed, under certain hypotheses on Ω, an infinite class of two times monogenic
orders of Ω. These orders are all rather special, namely of the type A[ε] where ε ∈ A∗

Ω
.

We believe that in general, if Ω is a given finite étale K-algebra of degree ≥ 3 then
the collection of two times monogenic orders of Ω consists of finitely many infinite
classes of “orders of a special type” and at most finitely many other orders. It is still
open to make this precise for arbitrary étale algebras Ω. Below, we state without proof
a recent result of this type from [Bérczes, Evertse and Győry (2013)] which is valid in
the special case that Ω = L is a finite extension field of K of degree ≥ 3 and the Galois
group of the normal closure of L over K satisfies certain conditions.

Let L be an extension field of K of degree at least 3. An A-order O of L is called of
type I if there are α, β ∈ O and

(
a b
c d

)
∈ GL(2,K) with c , 0 such that

L = K(α), O = A[α] = A[β], β =
aα + b
cα + d

.

Notice that β is not A-equivalent to α, since c , 0 and L has degree at least 3 over K.
A-orders O of type II exist only if [L : K] = 4. An A-order O of such a field L is
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called of type II if there are α, β ∈ O and a0, a1, a2, b0, b1, b2 ∈ A with a0b0 , 0 such
that

L = K(α), O = A[α] = A[β], β = a0α
2 + a1α + a2, α = b0β

2 + b1β + b2.

Clearly, α, β are not A-equivalent.
Denote by G the normal closure of L over K. We call L m times transitive over K

(where m ≤ n = [L : K]) if for any two ordered m-tuples of distinct indices (i1, . . . , im),
( j1, . . . , jm) from {1, . . . , n}, there is σ ∈ Gal(G/K) such that

σ(θ(i1)) = θ( j1), . . . , σ(θ(im)) = θ( jm).

We denote by S n the permutation group on n elements.

Theorem 9.6.1 (i) Let L be an extension field of K of degree 3. Then every two times
monogenic A-order of L is of type I.
(ii) Let L be an extension of K of degree 4 of which the normal closure over K has
Galois group S 4 over K. Then there are at most finitely many two times monogenic A-
orders of L that are not of type I or of type II.
(iii) Let L be a four times transitive finite extension field of K of degree at least 5. Then
there at most finitely many two times monogenic A-orders of L that are not of type I.

Proof See [Bérczes, Evertse and Győry (2013), Thm. 3.2]. The proof uses Theorem
4.3.6 in a qualitative form. �

In [Bérczes, Evertse and Győry (2013]) it is shown that if K = Q, A = Z and L is
not a totally complex quadratic extension of a totally real number field then there are
infinitely many Z-orders of type I in L. Further, in that paper it is shown that there are
infinitely many quartic number fields L with the property that L has infinitely many
Z-orders of type II.

• Bell and Hare [Bell and Hare (2009, 2012)] considered the equation Z[αn] = Z[βn] to
be solved in positive integers n where α, β are fixed algebraic integers, and formulated
sufficient conditions on α, β such that this equation has only finitely many solutions.
Their result was substantially generalized by Nguyen [Nguyen (2015)]. We formulate
Nguyen’s main result.

Let A be an integrally closed integral domain of characteristic 0 that is finitely gen-
erated over Z. Denote by K the quotient field of A. Fix α, β ∈ K that are integral over
A. Consider the equation

A[αm] = A[βn] in m, n ∈ Z>0. (9.6.1)

Assume that α, β satisfy the following conditions:

- there is no positive integer n such that αn ∈ A or βn ∈ A;
- there are no positive integers m, n such that αmβ−n ∈ A∗;
- in case that α ∈ A[α]∗ and β ∈ A[β]∗, there are no positive integers m, n

such that αmβn ∈ A∗;
- there are no positive integers m, n such that [K[βn] : K] = 2 and
αmσ(β−n) ∈ A∗, where σ is the non-trivial K-automorphism of K[βn].


(9.6.2)

Theorem 9.6.2 Equation (9.6.1) has only finitely many solutions if and only if the
above conditions hold. Moreover, in that case the number of solutions can be bounded
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above by an effectively computable number depending only on [K(α) : K], [K(β) : K],
the number of roots of unity in K, and the ranks of the unit groups of the domains
A[σ(α), σ(β), τ(α), τ(β)] for each pair of K-isomorphisms σ, τ : K(α, β) ↪→ K.

Proof See [Nguyen (2015), Thm. 1.4]. The proof uses Corollary 4.3.4 and Theorem
4.3.6. �

• Bell and Nguyen [Bell and Nguyen (2015)] considered monogenic orders over inte-
gral domains of characteristic p > 0. We state special cases of some of their results.
For a prime power q = pm let A = Fq[t] be the polynomial ring in the variable t over
Fq and K = Fq(t). Further let γ ∈ K be integral over A and separable over K and define
O := A[γ]. Lastly, let n := [K(γ) : K], D := DK(γ)/K(γ).

Theorem 9.6.3 There is a finite set S of cardinality at most

qn6
+

(
exp(1810) · m · p3

)n4

with the following property. For every α with A[α] = O, there are α0 ∈ S , r ∈ Z≥0,
a, b ∈ K such that

α = aαpr

0 + b, an(n−1)Dpr−1 ∈ F∗q.

Proof See [Bell and Nguyen (2015), Thm. 1.2]. In their proof they use a quantitative
result, also proved by themselves, for unit equations in two unknowns in characteristic
p. For a similar result for unit equations, see [Voloch (1998)]. �

Further, Bell and Nguyen proved an analogue in characteristic p of Theorem 9.6.2.
Their actual result is more general, but for simplicity we keep the above notation.

Theorem 9.6.4 Let α, β be separable over K and integral over A and suppose that
they satify (9.6.2). Then the set of solutions of (9.6.1) is contained in finitely many sets
of the shape

{(a1 pri + a2 pr j, a3 pri + a4 pr j) : i, j ∈ Z≥0}

where a1, a2, a3, a4 are fixed elements of Q and r is a fixed positive integer.

Proof See [Bell and Nguyen (2015), Thm. 1.10]. The proof uses a result on unit equa-
tions in several variables in characteristic p from [Derksen and Masser (2012)]. As yet,
no quantitative version of this result has been derived. �



10
Effective results over finitely generated domains

In Chapter 8 we proved effective finiteness results for discriminant equations
over the ring OS of S-integers of an algebraic number field. In this chapter,
we consider discriminant equations of a more restrictive type, and prove effec-
tive finiteness results for those over arbitrary integral domains that are finitely
generated over Z.

More precisely, let A be an effectively given integral domain which is finitely
generated over Z and denote by K its quotient field. We assume that A is in-
tegrally closed; this can be checked effectively using Theorem 10.7.17. We
consider equations

D( f ) = δ (10.1)

to be solved in monic polynomials f ∈ A[X] of given degree n ≥ 2 having their
zeros in a given finite extension field G of K, and

DΩ/K(α) = δ in α ∈ O, (10.2)

where Ω is a finite étale K-algebra,O is an A-order of Ω and δ is a non-zero ele-
ment of A. Recall that two monic polynomials f1, f2 ∈ A[X] are called strongly
A-equivalent if f2(X) = f1(X + a) for some a ∈ A. Similarly, two elements
α1, α2 ∈ O are called strongly A-equivalent if α2 = α1 + a for some a ∈ A.
Then for both equations the solutions can be divided into strong A-equivalence
classes. By Theorems 5.4.1 (i), 5.4.4 (i) there are only finitely many such
classes. In the present chapter we prove that in a well-defined sense, a full
system of representatives for these classes can be determined effectively. Our
results extend those of [Győry (1984)], where similar effective results were
proved for a restricted class of finitely generated domains. Here, the only re-
striction on the underlying domain A is that it be integrally closed.

According to Theorems 5.4.1 (ii), 5.4.4 (ii), the solutions to the equations

D( f ) ∈ δA∗ in monic f ∈ A[X], (10.1’)

217
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with f having its zeros in a finite extension G of K and

DΩ/K(α) ∈ δA∗ in α ∈ O, (10.2’)

lie in finitely many A-equivalence classes. Effective versions of these finiteness
results were proved in Chapter 8 in the case that A = OS is the ring of S -
integers in a number field. It is as yet an open problem to prove such effective
finiteness results for arbitrary finitely generated integral domains A. The main
obstacle is to determine effectively a set of generators for the unit group A∗ of
A, for which at present to our knowledge no general method is known.

On the other hand, we give effective finiteness results for (10.1’), (10.2’) in
the case that A = OS [X1, . . . , Xq, 1/P] where OS [X1, . . . , Xq] is the polynomial
ring in q variables over the ring of S-integers OS of an algebraic number field
and where P ∈ OS [X1, . . . , Xq].

In Section 10.1 we state our results. In Section 10.2 we state and prove a
Proposition which is at the heart of our proofs. The main tool in the proof of
that Proposition is Theorem 4.2.1 on unit equations over finitely generated in-
tegral domains. In the remaining sections we deduce our theorems. In a supple-
ment, Section 10.7 below, we have collected some material on effective com-
putations in finitely generated domains over Z. This will be used very heavily.

10.1 Statements of the results

We start with the necessary definitions.
Let A be an integral domain which is finitely generated over Z and K its

quotient field. Suppose A = Z[z1, . . . , zr]. Denote by I the ideal of polyno-
mials P ∈ Z[X1, . . . , Xr] with P(z1, . . . , zr) = 0. Thus, A is isomorphic to
Z[X1, . . . , Xr]/I and zi corresponds to the residue class of Xi mod I. Follow-
ing Section 10.7, we say that A is given effectively if a finite set of generators
for the ideal I is given. Such a set of generators is called an ideal represen-
tation for A. We say that an element y of K is given/can be determined effec-
tively if polynomials P,Q ∈ Z[X1, . . . , Xr] are given/ can be computed such that
y = P(z1, . . . , zr)/Q(z1, . . . , zr). By saying that a polynomial with coefficients
in K is given (can be determined) effectively we mean that its coefficients are
given (can be determined) effectively.

A finite étale K-algebra Ω (so in particular a finite field extension of K)
is given effectively, if a monic, separable polynomial P ∈ K[X] is given ef-
fectively such that Ω � K[X]/(P). Using Theorem 10.7.5 it can be decided
effectively whether P is irreducible, and thus, whether Ω is a field. Further,
that theorem allows us to factor P into irreducible factors, and thus, to write Ω
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as a direct product of fields. Elements of Ω can be expressed uniquely in the
form

∑n−1
i=0 aiθ

i with a0, . . . , an−1 ∈ K, where n = deg P = [Ω : K] and θ is
the residue class of X modulo P. We say that an element of Ω is given/can be
determined effectively if a0, . . . , an−1 are given/can be determined effectively.

Recall that an A-order of Ω is an A-subalgebra of the integral closure of A
in Ω, which spans Ω as a K-vector space. By a result from [Nagata (1956)],
see Theorem 5.1.2, the integral closure of A in Ω is finitely generated as an
A-module. Since the integral domain A is Noetherian, any A-order of Ω is
finitely generated as an A-module as well. We say that an A-order O of Ω is
given effectively if a finite set of generators {ω1 = 1, ω2, . . . , ωm} of O is given
effectively. Further, we say that an element α ofO is given (can be determined)
effectively, if a1, . . . , am ∈ A are given (can be determined) effectively such
that α =

∑m
i=1 aiωi. In Section 10.5 we explain how to verify that ω1, . . . , ωm

do indeed generate an A-order of Ω.

10.1.1 Results for general domains

In what follows, A is an integral domain finitely generated over Z, K its quo-
tient field and G a finite extension of K. We assume that A is intgegrally closed.
Further, δ is a non-zero element of A and n an integer with n ≥ 2. Consider the
equation

D( f ) = δ in monic f ∈ A[X] with deg f = n,
having all its zeros in G.

(10.1.1)

Recall that two polynomials f1, f2 ∈ A[X] are called strongly A-equivalent if
f2(X) = f1(X + a) for some a ∈ A. If f is a solution to (10.1.1) then so is every
polynomial strongly A-equivalent to f .

Theorem 5.4.1 (i) implies that the polynomials with (10.1.1) lie in only
finitely many strong A-equivalence classes. Our first result is an effective ver-
sion of this result.

Theorem 10.1.1 Given effectively an integrally closed integral domain A
which is finitely generated over Z, a finite extension G of the quotient field of
A, a non-zero δ ∈ A, and n ≥ 2, we can effectively determine a full system
of representatives for the finitely many strong A-equivalence classes of monic
polynomials f ∈ A[X] with (10.1.1).

By Lemma 10.7.12 and Theorem 10.7.17, it can be checked effectively from
an ideal representation of the domain A whether it is indeed an integral domain
of characteristic 0 and whether it is integrally closed.

In Theorem 10.1.1 and Theorem 10.1.3 below, the condition that the domain
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A be integrally closed can be relaxed; see [Evertse and Győry (2016)] and
the Notes at the end of this chapter. We note, however, theat these theorems
become false if we do not impose any condition on the domain A.

In the next theorem, the condition that the domain A be integrally closed is
not necessary.

Theorem 10.1.2 Given effectively an integral domain A that is finitely gen-
erated over Z, a non-zero element δ of A and a positive integer d, we can
effectively compute a finite number C = C(A, δ, d) with the following property:
If f ∈ A[X] is any monic polynomial such that

D( f ) ∈ δA∗,

f splits into linear factors over an extension of degree d
of the quotient field of A,

 (10.1.2)

then deg f ≤ C.

We mention that Theorem 5.4.1 implies already, in ineffective form, the ex-
istence of such a bound C.

As we already mentioned in the introduction, as yet we are not able to prove
an effective version of Theorem 5.4.1 (ii) for the equation

D( f ) ∈ δA∗

in monic polynomials f ∈ A[X] of degree n having all their zeros in a pre-
scribed finite extension G of K. In the next section we will prove an effective
result for this equation for a special class of integral domains A.

We now turn to elements of orders of finite étale algebras. Let again A be an
integrally closed integral domain finitely generated over Z and K its quotient
field. Further, let Ω be a finite étale K-algebra with [Ω : K] =: n ≥ 2, let O
be an A-order of Ω, and let δ be a non-zero element of A. We consider the
equation

DΩ/K(α) = δ in α ∈ O. (10.1.3)

The solutions of (10.1.3) can be divided into strong A-equivalence classes,
where two elements α1, α2 ofO are called strongly A-equivalent if α1−α2 ∈ A.

Theorem 10.1.3 Given effectively an integrally closed integral domain A that
is finitely generated over Z, a finite étale algebra Ω over the quotient field of
A, an A-order O of Ω and non-zero δ ∈ A, we can effectively determine a full
system of representatives for the finitely many strong A-equivalence classes of
α ∈ O with (10.1.3).



10.1 Statements of the results 221

Denote by AΩ the integral closure of A in Ω. From the above theorem we
deduce the following effective version of Theorem 5.4.4 (i).

Corollary 10.1.4 For effectively given A,Ω, δ as in Theorem 10.1.3 one can
effectively determine a full system of representatives for the strong A-equival-
ence classes of the solutions of

DΩ/K(α) = δ in α ∈ AΩ.

We already mentioned in the introduction that at present for general integral
domains A we cannot prove an effective version of Theorem 5.4.4 dealing with
equations of the type

DΩ/K(α) ∈ δA∗

in α in an A-order O of Ω or in AΩ. Neither can we effectively determine the
solutions α to

A[α] = O.

In the next subsection we formulate effective finiteness theorems for these
equations for a special class of domains.

10.1.2 A special class of integral domains

We state effective finiteness theorems for the equations D( f ) ∈ δA∗ in monic
polynomials f ∈ A[X], DΩ/K(α) ∈ δA∗ and A[α] = O for elements in an
A-order O for domains A of the shape

A = OS [X1, . . . , Xq, 1/P] (10.1.4)

where OS is the ring of S-integers in an algebraic number field L and P ∈
OS [X1, . . . , Xq]. Note that the quotient field of A is K := L(X1, . . . , Xq).

For definitions of what it means for L, S to be effectively given we refer to
Section 3.7. In particular this means that L is contained in an effectively given
algebraic closure Q of Q. Finite extensions of K and finite étale K-algebras
are given effectively in the form K[θ], where θ is a zero of a monic, separable
polynomial Q ∈ K[X] (and with Q irreducible in the case of a finite extension),
and where the coefficients of Q are given as quotients of polynomials from
OS [X1, . . . , Xq]. A-orders of a finite étale K-algebra are given effectively by
giving a finite set of A-module generators.

We say that an integral domain of the type (10.1.4) is given effectively if
L, S , q and P are given effectively. Using the results mentioned in Section
10.7, one can show that in that case one can compute r and P1, . . . , Ps ∈
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Z[X1, . . . , Xr] such that A � Z[X1, . . . , Xr]/(P1, . . . , Ps), i.e., A is also effec-
tively given in the sense of Subsection 10.1.1. Likewise, elements of A and K
can be effectively described in the sense of Subsection 10.1.1. We do not work
this out.

We first consider the equation

D( f ) ∈ δA∗ in monic f ∈ A[X] with deg f = n,
having all its zeros in G,

(10.1.5)

where G is a finite extension of K. The solutions of (10.1.5) can be partitioned
into A-equivalence classes, where in the usual sense two polynomials f1, f2 ∈
A[X] are called A-equivalent if f2(X) = ε− deg f1 F1(εX + a) for some ε ∈ A∗,
a ∈ A. We prove the following effective version of Theorem 5.4.1 (ii) for the
special class of domains under consideration.

Theorem 10.1.5 Given effectively an integral domain A of the type (10.1.4),
a finite extension G of the quotient field of A and a non-zero δ ∈ A, we can
determine effectively a full system of representatives for the finitely many A-
equivalence classes of monic polynomials f ∈ A[X] with (10.1.5).

We next consider

DΩ/K(α) ∈ δA∗ in α ∈ O (10.1.6)

where O is an A-order of Ω. Recall that two solutions α1, α2 are called A-
equivalent if α2 = εα1 + a for some ε ∈ A∗, a ∈ A. We prove the following
effective version of Theorem 5.4.4 (ii) for our special class of domains under
consideration.

Theorem 10.1.6 Given effectively an integral domain A of the type (10.1.4),
a finite étale algebra Ω over the quotient field of A, an A-order O of Ω and a
non-zero δ ∈ A, we can effectively determine a full system of representatives
for the finitely many A-equivalence classes of α ∈ O with (10.1.6).

As a consequence, we have the following.

Corollary 10.1.7 Given effectively A, Ω, δ as in Theorem 10.1.6, we can
effectively determine a full system of representatives for the finitely many A-
equivalence classes of α ∈ AΩ with

DΩ/K(α) ∈ δA∗.

Finally, we have the following effective version of Theorem 5.4.8.

Theorem 10.1.8 Given effectively A, Ω, O as in Theorem 10.1.6, we can
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effectively determine a full system of representatives for the finitely many A-
equivalence classes of α ∈ O with

A[α] = O.

10.2 The main proposition

We state and prove a central proposition from which our other theorems are
deduced. Its proof is based on Theorem 4.2.1 on unit equations over finitely
generated integral domains. We keep the notation from Section 10.1.

Proposition 10.2.1 For any integral domain A finitely generated over Z, finite
extension G of the quotient field of A, non-zero δ ∈ A, and any integer n ≥ 2,
all effectively given, one can determine effectively a finite subset F = FA,G,n,δ

of G with the following property: if f is any monic polynomial from A[X] of
degree n and discriminant δ having all its zeros, say α1, . . . , αn, in G, then

αi − α j ∈ F for i, j ∈ {1, . . . , n} , i , j. (10.2.1)

Proof We use an argument from the proof of Theorem 5.4.1.
Let B be the integral closure of A[δ−1] in G. We can compute a finite set of

A[δ−1]-generators for B using Corollary 10.7.18, and then an ideal represen-
tation for B using Theorem 10.7.16. Thus, B is effectively given, and depends
only on A,G, δ. For the moment, we assume that n ≥ 3. By (5.4.5) we have

αi − α j ∈ B∗ for i, j = 1, . . . , n with i , j.

Hence the pairs ( αi − α1

α2 − α1
,
α2 − αi

α2 − α1

)
(i = 3, . . . , n)

are solutions to

x + y = 1 in x, y ∈ B∗.

By Theorem 4.2.1 there is an effectively computable finte set T , depending
only on B, hence only on A,G, δ, such that x, y ∈ T for all solutions to this
equation. Hence

αi − α1

α2 − α1
=: γi for i = 1, . . . , n,

where γ1 = 0, γ2 = 1 and γi ∈ T for i = 3, . . . , n. Using the identity D( f ) =∏
1≤k<l≤n(αk − αl)2 = δ we obtain

(αi − α j)n(n−1) = δ

 ∏
1≤k<l≤n

γi − γ j

γk − γl

2
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for all i, j with 1 ≤ i, j ≤ n, i , j. We proved this for n > 2, but it is obviously
true as well for n = 2. By letting (γ3, . . . , γn) run through all ordered tuples
of distinct elements from T , the numbers occurring on the right-hand sides of
these identities run through a finite, effectively computable set T ′, depending
only on A, δ,G, n. We have T ′ = {δ} for n = 2.

By Theorem 10.7.5, we can effectively compute the zeros in G of the poly-
nomials Xn(n−1) − θ, for all numbers θ ∈ T ′. By taking together the n(n − 1)-th
roots in G of all elements of T ′ we obtain a set F as in (10.2.1). �

10.3 Rank estimates for unit groups

We use the following notation. Let z1, . . . , zq be algebraically independent ele-
ments, and define A0 := Z[z1, . . . , zq], K0 := Q(z1, . . . , zq). Then A0 is a unique
factorization domain. Let P be a maximal set of pairwise non-associated irre-
ducible elements of A0. Then every non-zero element x of K0 can be expressed
uniquely as

x = ±
∏
p∈P

pordp(x),

where the exponents ordp(x) are integers, at most finitely many of which are
non-zero. We put ordp(0) := ∞ for p ∈ P . Then the functions ordp(p ∈ P)
define discrete valuations on Q(z1, . . . , zq). We define another discrete valua-
tion ord∞ on K0 by

ord∞(0) := ∞; ord∞
(a
b

)
:= Deg b − Deg a for a, b ∈ Z[z1, . . . , zq],

where Deg denotes the total degree of a polynomial. Clearly,

A0 =
{
x ∈ K0 : ordp(x) ≥ 0 for p ∈P

}
, (10.3.1)

Z = {x ∈ A0 : ord∞(x) ≥ 0} . (10.3.2)

We consider a more general class of rings. Let Q ∈ A0 with Q , 0, and put

R := A0[ f −1] = Z
[
z1, . . . , zq,Q−1

]
.

Further, let p1, . . . , ps ∈ P be the irreducible elements of A0 that divide Q.
Then, as can be easily verified,

R =
{
x ∈ K0 : ordp(x) ≥ 0 for p ∈P \ {p1, . . . , ps}

}
,

and the values ordp(x) (p ∈ {p1, . . . , ps}) can be any positive or negative inte-
gers. Thus, R is a unique factorization domain with maximal set of pairwise
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non-associated irreducible elements P \ {p1, . . . , ps}. Hence R is integrally
closed. The unit group R∗ of R equals

R∗ =
{
x ∈ K0 : ordp(x) = 0 for p ∈P \ {p1, . . . , ps}

}
,

hence R∗ is generated by −1, p1, . . . , ps, and rank R∗ = s. Finally, by (10.3.2){
x ∈ R : ordp(x) ≥ 0 for p ∈ {∞, p1, . . . , ps}

}
= Z. (10.3.3)

After these preparations, we are ready to prove the following proposition,
which gives a more precise version of a theorem of Roquette [Roquette (1957)].

Proposition 10.3.1 Given effectively an integral domain A which is finitely
generated over Z and a finite extension G of the quotient field K of A, we can
effectively compute an upper bound for rank A∗G which depends only on A and
[G : K].

Remark We do not know of a general method to compute the precise value
of rank A∗G, let alone a system of generators for A∗G.

Proof Assume A is given in the form Z[z1, . . . , zr] with effectively given set
of generators for the ideal of P ∈ Z[X1, . . . , Xr] with P(z1, . . . , zr) = 0. Using
Corollary 10.7.3 we can select a maximal, algebraically independent subset of
{z1, . . . , zr}, which we may assume to be {z1, . . . , zq}, and for i = q + 1, . . . , r
the monic minimal polynomial Fi ∈ K[X] of zi over K0 := Q(z1, . . . , zq),
with coefficients given in terms of z1, . . . , zq. Further, for i = q + 1, . . . , r we
can compute non-zero ai ∈ A0 := Z[z1, . . . , zq], such that aiFi ∈ A0[X]. Let
Q := aq+1 · · · ar; then zq+1, . . . , zr, and hence A, are integral over the ring R :=
Z[z1, . . . , zq,Q−1], and thus, AG is contained in the integral closure RG of R in
G. We can compute an upper bound [G : K]

∏r
i=q+1 deg Fi for [G : K0].

Let p1, . . . , ps be the irreducible elements from P that divide Q. Let v1, . . . , vt

be the discrete valuations on G that lie above ord∞, ordp1 , . . . , ordps . Put d :=
[K : Q(z1, . . . , zq)]. Then t ≤ d(s + 1) by Proposition 2.6.3. Denote by L the
algebraic closure of Q in G. Then using

Q(z1, . . . , zq) ⊂ L(z1, . . . , zq) ⊂ K

we infer that [L : Q] ≤ d.
Consider the group homomorphism

ϕ : A∗G → Z
s : α 7→ (v1(α), . . . , vs(α)).

We show that kerϕ ⊆ O∗L, where OL is the ring of integers of L. Let α ∈ kerϕ.
Denote by fα the monic minimal polynomial of α over K0. Since A is integral
over R and R is integrally closed, we have fα ∈ R[X]. Moreover, for each a ∈
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{∞, p1, . . . , ps}, the coefficients of fα have orda-value ≥ 0, since v(α) ≥ 0 for all
valuations v of G lying above orda. Now (10.3.3) implies that the coefficients
of fα lie in Z. This shows that α ∈ OL. Applying the same argument to α−1

gives α ∈ O∗L.
As a consequence, rank A∗G ≤ d(s + 1) + rank O∗L ≤ d(s + 2). The latter

quantity is effectively determinable in terms of A and [G : K]. �

10.4 Proofs of Theorems 10.1.1 and 10.1.2

We start with a lemma.

Lemma 10.4.1 For every integral domain A finitely generated over Z and
every two monic polynomials f1, f2 ∈ A[X] with at least two distinct zeros, all
effectively given, we can:

(i) determine effectively whether f1, f2 are strongly A-equivalent;

(ii) determine effectively whether f1, f2 are A-equivalent.

Proof Suppose A is given in the form A = Z[z1, . . . , zr], and that the coeffi-
cients of f1, f2 are given as polynomials in z1, . . . , zr with integer coefficients.
If f1, f2 have distinct degrees, they are certainly not (strongly) A-equivalent.
So we assume that deg f1 = deg f2 = n.

Denote by G the splitting field of f1 · f2 over the quotient field K of A.
The field G can be effectively constructed by Corollary 10.7.7. Further, by
Corollary 10.7.8, we can determine y ∈ G such that G = K(y), i.e., G =

Q(z1, . . . , zr, y), and Corollary 10.7.6 allows us to compute a representation for
G.

By Theorem 10.7.5, we can determine the factorizations of f1, f2 in G[X],
say

f1 = (X − α1) · · · (X − αn), f2 = (X − β1) · · · (X − βn),

with α1, . . . , αn, β1, . . . , βn given in terms of z1, . . . , zr, y. Now f1, f2 are strongly
A-equivalent if and only if there exist a permutation ρ of (1, . . . , n) and a ∈ A
such that

βi = αρ(i) + a for i = 1, . . . , n.

Equivalently, this means that there is a permutation ρ of (1, . . . , n) such that

βi − αρ(i) = β1 − αρ(1) for i = 2, . . . , n, β1 − αρ(1) ∈ A; (10.4.1)

here all terms are given in terms of z1, . . . , zr, y. By Theorem 10.7.16 it can be
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checked whether β1 − αρ(1) ∈ A. Thus, the validity of (10.4.1) and hence the
strong A-equivalence of f1, f2 can be determined effectively.

The polynomials f1, f2 are A-equivalent if and only if there are a permutation
ρ of (1, . . . , n), a ∈ A and ε ∈ A∗, such that

βi = εαρ(i) + a for i = 1, . . . , n. (10.4.2)

By our assumption that among α1, . . . , αn there are at least two distinct ele-
ments and among (β1, . . . , βn) there are at least two distinct elements, system
(10.4.2) has at most one solution (ε, a) ∈ G2 with ε , 0. Now using linear
algebra, one can check for each permutation ρ of (1, . . . , n) whether (10.4.2) is
solvable, and if so, determine the unique solution (ε, a) ∈ G2. Then by Theo-
rem 10.7.16 one can check whether

ε ∈ A, ε−1 ∈ A, a ∈ A,

and decide in this manner whether or not f1, f2 are A-equivalent. �

Henceforth, the integral domain A is given effectively in the form

Z[X1, . . . , Xr]/(P1, . . . , Ps) = Z[z1, . . . , zr]

where zi is the residue class of Xi mod (P1, . . . , Ps) for i = 1, . . . , r. Further the
finite extension G of the quotient field K of A is given in the form K[X]/(Q)
or K(w), where w is the residue class of X (modQ). The polynomial Q may be
represented as b−1

0
∑d

i=0 biXd−i with b0, . . . , bd given as polynomials in z1, . . . , zr

with integer coefficients. Define

ε := b0w.

Then ε has minimal polynomial

Q(X) := Xd +

d∑
i=1

bibd−1−i
0 Xd−i =: Xd +

d∑
i=1

ciXd−i ∈ A[X] (10.4.3)

over K. Now clearly, G = K(ε), ε is integral over A, and every element of G
can be expressed in the form

∑d−1
i=0 (ai/b)εi with a0, . . . , ad−1, b ∈ A, given as

polynomials with integer coefficients in z1, . . . , zr.

Proof of Theorem 10.1.1 Let A,G, n, δ be effectively given and satisfy the
conditions of Theorem 10.1.1. Further, let F be the finite effectively deter-
minable set from Proposition 10.2.1.

Take a monic polynomial f from A[X] with (10.1.1). Then f has all its zeros
in G, say f (X) = (X − α1) · · · (X − αn), with α1, . . . , αn ∈ G. By Proposition
10.2.1 we have

αi − α j ∈ F for i, j ∈ {1, . . . , n} with i , j.
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Recall that F is finite, and effectively determinable in terms of A, G, n, δ. For
each tuple

(
γi j : i, j ∈ {1, . . . , n} , i , j

)
with elements from F we consider the

polynomials f with (10.1.1) and with αi − α j = γi j for i, j ∈ {1, . . . , n}, i , j.
That is, we consider polynomials f such that

f ∈ A[X], f monic , deg f = n, D( f ) = δ,

f = (X − α1) · · · (X − αn) for some α1, . . . , αn ∈ G
such that αi − α j = γi j for i, j ∈ {1, . . . , n} , i , j,

 (10.4.4)

Our proof will be completed as follows. We show that for each tuple {γi j}

it can be decided effectively whether a polynomial f with (10.4.4) exists. If
so, we show that the polynomials with (10.4.4) lie in finitely many strong A-
equivalence classes, and determine effectively a full system of representatives
for them. Then from the union of these systems, we extract a full system of
representatives for the strong A-equivalence classes of solutions of (10.1.1).

Fix elements γi j from F (1 ≤ i, j ≤ n, i , j). Suppose there is a polynomial
f with (10.4.4). For this polynomial we have

nαi = y + γi for i = 1, . . . , n, (10.4.5)

with y = α1 + · · · + αn, γi =
∑n

j=1 γi j for i = 1, . . . , n. Here γ1, . . . , γn are fixed
and y, α1, . . . , αn are variables. The number y is a coefficient of f , so y ∈ A.
Further, if there is a polynomial f with (10.4.4), then

(X − γ1) · · · (X − γn) = nn f
(
(X + y)/n

)
∈ A[X]. (10.4.6)

The coefficients of (X − γ1) · · · (X − γn) belong to G and by Theorem 10.7.16,
it can be checked whether they belong to A. If not so, there is no polynomial
with (10.4.4). So we assume henceforth that (X −γ1) · · · (X −γn) ∈ A[X]. Then
γ1, . . . , γn are integral over A.

Using Corollary 10.7.18 we compute a finite set of A-module generators for
the integral closure AG of A in G, say {λ1, . . . , λw}. From this, we deduce a
system {a1, . . . , at} of A-module generators for An

G.
The numbers α1, . . . , αn from (10.4.4) belong to AG. So there are x1, . . . , xt ∈

A such that 
α1
...

αn

 = x1a1 + · · · + xtat, (10.4.7)
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and we can rewrite (10.4.5) as

x1(na1) + · · · + xt(nat) = y


1
...

1

 +


γ1
...

γn

 . (10.4.8)

By linear algebra, one can determine a maximal K-linearly-independent subset
of

{
na1, . . . , nat, (1, . . . , 1)T , (γ1, . . . , γn)T

}
, say {b1, . . . ,bm}. Further, we can

compute expressions of na1, . . . , nat, (1, . . . , 1)T , (γ1, . . . , γn)T as K-linear com-
binations of b1, . . . ,bm. By substituting these into (10.4.8) and equating the co-
ordinates of (10.4.8), we obtain a system of inhomogeneous linear equations:

Mx = b in x = (x1, . . . , xt, y)T ∈ At+1 (10.4.9)

where the matrix M and vector b have their entries in K. Using Theorem
10.7.14, we can decide whether (10.4.9) is solvable and if so, compute a so-
lution. Translating this back to (10.4.8), we can decide whether (10.4.8) is
solvable and if so, compute a solution.

If (10.4.8) is unsolvable, then there is no polynomial f with (10.4.4). As-
sume (10.4.8) is solvable and compute a solution, say (x1,0, . . . , xt,0, y0) ∈ At+1.
Thus,

∑t
i=1 xi0(nai) − y0(1, . . . , 1)T = (γ1, . . . , γn)T . Define α1,0, . . . , αn,0 by

α1,0
...

α,n0

 := x1,0a1 + · · · + xn,0at. (10.4.10)

Then

nαi0 = y0 + γi for i = 1, . . . , n with y0 ∈ A. (10.4.11)

Now let again f be an arbitrary polynomial with (10.4.4) and let y be as in
(10.4.5). From (10.4.5), (10.4.11) we infer that

αi − αi0 =
y − y0

n
=: a for i = 1, . . . , n. (10.4.12)

Clearly, a ∈ AG ∩ K = A, since by assumption, A is integrally closed. This
implies that f is strongly A-equivalent to the polynomial

f0(X) := (X − α1,0) · · · (X − αn,0).

The polynomial f0 can be effectively computed from the numbers γi j, hence it
belongs to a finite, effectively computable set, depending only on A, δ and G.

Thus, we have effectively determined a finite list of polynomials, such that
every polynomial f with (10.1.1) is strongly equivalent to a polynomial from
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this list. In view of Theorem 10.7.16, for each polynomial from the list we
can effectively decide whether it belongs to A[X] and remove it if this is not
the case. Further, for each polynomial from the list we can effectively de-
cide whether it satisfies (10.1.1) and if not so, remove it. Finally, by means
of Lemma 10.4.1 we can effectively decide whether two polynomials from the
list are strongly A-equivalent or not, and select a maximal subset of polyno-
mials, no two of which are strongly A-equivalent. This leaves us with a full
system of representatives for the strong A-equivalence classes of polynomials
with (10.1.1). This completes the proof of Theorem 10.1.1. �

Proof of Theorem 10.1.2 Let A be an effectively given integral domain that is
finitely generated over Z and denote by K its quotient field. Further, let δ be an
effectively given non-zero element of A. Take a monic polynomial f ∈ A[X] of
degree n ≥ 2 with (10.1.2). Then

f (X) = (X − α1) · · · (X − αn) with α1, . . . , αn ∈ G,∏
1≤i< j≤n

(αi − α j)2 = δε with ε ∈ A∗,

where G is an extension of K of degree d.
Denote by B the integral closure of A [1/δ] in G. Then α1, . . . , αn ∈ B and

moreover, for each i, j, k, l ∈ {1, . . . , n} with i , j, k , l,

αi − α j

αk − αl
= δ−1u−1 αi − α j

αk − αl

∏
1≤i1<i2≤n

(αi1 − αi2 )2 ∈ B

and then
αi−α j
αk−αl

∈ B∗ by symmetry. It follows that the pairs

(
αi − α1

α2 − α1
,
α2 − αi

α2 − α1

)
(i = 3, . . . , n)

are solutions to

x + y = 1 in x, y ∈ B∗. (10.4.13)

Using Proposition 10.3.1, which gives rank B∗ ≤ C1 for some effectively
computable number C1 depending on A[1/δ] and d, and the upper bound fol-
lowing from Theorem 4.3.3 for the number of solutions of (10.4.13), we obtain
n ≤ 2+28(2rank B∗+1) ≤ 216(C1+1), which is an effectively computable number de-
pending only on A, δ and d. �
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10.5 Proofs of Theorem 10.1.3 and Corollary 10.1.4

Let A be an integral domain finitely generated over Z, effectively given as usual
in the form Z[X1, . . . , Xr]/(P1, . . . , Ps) = Z[z1, . . . , zr], where P1, . . . , Ps ∈

Z[X1, . . . , Xr] and where zi is the residue class of Xi mod (P1, . . . , Ps) for i =

1, . . . , r. Denote by K the quotient field of A. Let Ω be a finite étale K-algebra,
effectively given in the form K[X]/(Q) = K[θ], where Q ∈ K[X] is a monic,
separable polynomial and θ is the residue class of X (mod Q). We say that an
element of Ω is given effectively if it is given in the form

∑n−1
i=0 (ai/b)θi where

n = [Ω : K] and a0, . . . , an−1, b are elements of A (given as polynomials in
z1, . . . , zr with integer coefficients).

Using Corollary 10.7.7 we can construct the splitting field of Q over K; call
this G. By means of Corollary 10.7.8 we can compute y such that G = K(y),
together with the minimal polynomial of y over K. In fact, if F is the monic
polynomial of y over K, of degree d, say, we can compute a non-zero a ∈ A
such that aF ∈ A[X]. Then G = K(w) where w := ay is integral over A.
Elements of G are always given in the form

∑d−1
i=0 (ai/b)wi where d = [G : K]

and a0, . . . , ad−1, b are elements of A.
The polynomial Q factorizes as (X−θ(1)) · · · (X−θ(n)) in G, and by Corollary

10.7.8 we can compute expressions of θ(1), . . . , θ(n) as K-linear combinations
of 1,w, . . . ,wd−1. With these expressions we can compute, for any element
α =

∑n−1
i=0 ciθ

i ∈ Ω with c0, . . . , cn−1 ∈ K, its images α( j) =
∑n−1

i=0 ci(θ( j))i

( j = 1, . . . , n) under the K-homomorphisms of Ω in G.
Let O be an order of Ω, effectively given by a set of A-module generators

{ω1 = 1, ω2, . . . , ωm}; since A ⊆ O there is no loss of generality to insert 1 into
the set of generators. To check that {ω1, ω2, . . . , ωm} generates an A-order, it
has to be verified first that {ω1, ω2, . . . , ωm} contains a K-linearly independent
subset of n elements. This can be done by elementary linear algebra, using
the expressions for ω1, ω2, . . . , ωm as K-linear combinations of 1, θ, . . . , θn−1.
Further, it has to be checked that for all i, j ∈ {1, . . . ,m} there are a(i j)

k ∈ A with

ωiω j =

m∑
k=1

a(i, j)
k ωk. (10.5.1)

By expressing ω1, ω2, . . . , ωm and all products ωiω j as K-linear combinations
of 1, θ, . . . , θn−1 and equating the coefficients, we can translate (10.5.1) into
systems of inhomogeneous linear equations as considered in Theorem 10.7.14.
Thus, we can check whether the systems (10.5.1) are solvable in a(i, j)

k ∈ A, and
if so, compute solutions to these systems. If (10.5.1) is satisfied for certain
a(i, j)

k ∈ A, it follows automatically that ω1, ω2, . . . , ωm are integral over A, and
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hence that O is contained in the integral closure of A in Ω. Indeed, (10.5.1)
implies that ωi is an eigenvalue of the matrix

Ai =


a(i1)

1 · · · a(i1)
m

...
...

a(im)
1 · · · a(im)

m

 ,
hence a zero of the monic polynomial det(XI −Ai) ∈ A[X].

We start with a lemma.

Lemma 10.5.1 For any integral domain A finitely generated over Z with
quotient field K of characteristic 0, any finite étale K-algebra Ω % K, any A-
orderO of Ω and any α1, α2 ∈ Owith K[α1] = K[α2] = Ω, all given effectively,
we can decide effectively

(i) whether α1, α2 are strongly A-equivalent;

(ii) whether α1, α2 are A-equivalent.

Proof Let G be the field defined above. Then α1, α2 are strongly A-equivalent
if and only if α2 = α1 + a for some a ∈ A, and the latter holds if and only if

α(i)
2 − α

(i)
1 = α(1)

2 − α
(1)
1 for i = 2, . . . , n, α(1)

2 − α
(1)
1 ∈ A. (10.5.2)

Further, α1, α2 are A-equivalent if and only if α2 = εα1 + a for some ε ∈ A∗,
a ∈ A, and this is equivalent to

α(i)
2 − α

( j)
2

α(i)
1 − α

( j)
1

=
α(1)

2 − α
(2)
2

α(1)
1 − α

(2)
1

for i, j ∈ {1, . . . , n} , i , j,

α(1)
2 − α

(2)
2

α(1)
1 − α

(2)
1

∈ A,
α(1)

1 − α
(2)
1

α(1)
2 − α

(2)
2

∈ A;

α(1)
2 − α

(2)
2

α(1)
1 − α

(2)
1

 · α(1)
1 − α

(1)
2 ∈ A.



. (10.5.3)

Notice that by our assumptions K[α1] = K[α2] = Ω, Ω % K, we have that
n ≥ 2, α(1)

1 , . . . , α(n)
1 are distinct, and α(1)

2 , . . . , α(n)
2 are distinct. Both (10.5.2),

(10.5.3) can be checked effectively by Theorem 10.7.16. �

Proof of Theorem 10.1.3 Let A,Ω,O, δ be the effectively given integral do-
main, finite étale K-algebra, A-order of Ω and element of A, respectively. So
for O a system of A-module generators {ω1 = 1, . . . , ωm} is given. We have
[Ω : K] = n ≥ 2. Let G be the field defined above, given in the form K(w) with
w integral over A.



10.5 Proofs of Theorem 10.1.3 and Corollary 10.1.4 233

Notice that if α =
∑m

j=1 x jω j with x1, . . . , xm ∈ A is an element of O, then

(X − α(1)) · · · (X − α(n)) =

n∏
i=1

X −
m∑

j=1

x jω
(i)
j


has its coefficients in G. But the coefficients of the polynomial are symmetric
under the permutations of the blocks (ωi

1, . . . , ω
(i)
m ), hence they belong to K.

Further, they are integral over A, hence they belong to A.
Let F be the finite set from Proposition 10.2.1. This set can be computed

effectively in terms of A, Ω, O, δ. Now if α is an element of O with (10.1.3),
i.e., DΩ/K(α) = δ, then fα(X) := (X − α(1)) · · · (X − α(n)) has its coefficients in
A, D( fα) = δ, and fα has its zeros in G. Hence

α(i) − α( j) ∈ F for i, j ∈ {1, . . . , n} , i , j.

We now pick elements γi j from F and consider the elements α with

α ∈ O, DΩ/K(α) = δ,

α(i) − α( j) ∈ γi j for i, j ∈ {1, . . . , n} , i , j.

}
(10.5.4)

We show that it can be decided effectively whether (10.5.4) is solvable and
if so, compute a solution of (10.5.4). Notice that (10.5.4) is certainly unsolv-
able if

∏
1≤i< j≤n γ

2
i j , δ. Assume that

∏
1≤i< j≤n γ

2
i j = δ. Then the condition

DΩ/K(α) = δ can be dropped. Writing α as
∑m

k=1 xkωk with x1, . . . , xm ∈ A, we
can rewrite (10.5.4) as

m∑
k=1

xk

(
ω(i)

k − ω
( j)
k

)
= γi j for i, j ∈ {1, . . . , n} , i , j. (10.5.5)

Clearly, (x1, . . . , xm) is a solution of (10.5.5) in Am if and only if α :=
∑m

k=1 xkωk

is a solution of (10.5.4).
By expressing ω(i)

k − ω
( j)
k and the numbers γi j as K-linear combinations of

1,w, . . . ,wd−1 where d = [G : K] and w is the generating element of G over
K, we can rewrite (10.5.5) as a system of inhomogeneous linear equations like
in Theorem 10.7.14. Thus, it can be decided effectively whether (10.5.5) is
solvable, and if so, a solution can be computed. Equivalently, it can be decided
effectively whether (10.5.4) is solvable and if so, a solution can be determined.

For each choice of γi j ∈ F′ (1 ≤ i,≤ n, i , j), we check if (10.5.4) is
solvable and if so, we compute a solution. Let T = {α1, . . . , αg} be the finite
set obtained in this manner.

Let α be a solution of (10.1.3). Then α satisfies (10.5.4) for certain γi j ∈ F.
Let α0 be an element from T satisfying (10.5.4) for these γi j. Then α(i)−α( j) =
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α(i)
0 − α

( j)
0 for i, j ∈ {1, . . . , n}, hence

α(1) − α(1)
0 = · · · = α(n) − α(n)

0 .

It follows that α − α0 =: a ∈ O ∩ K = A, the latter being the case since A is
integrally closed. Now clearly, α is strongly A-equivalent to an element of T .
This completes our proof of Theorem 10.1.3. �

Proof of Corollary 10.1.4 Recall that Ω is given in the form K[X]/(Q) with
Q a separable polynomial in K[X]. Using Theorem 10.7.5, we can factor Q as
Q = Q1 · · ·Qq, where Q1, . . . ,Qq are irreducible polynomials in K[X]. Then
by the Chinese Remainder Theorem for polynomials, we get a decomposition

Ω = K[X]/(Q) � K[X]/(Q1) × · · ·K[X]/(Qq) = L1 × · · · × Lq

where Li = K[X]/(Qi) is a finite extension of K. By Corollary 10.7.18, for
each i we can compute a set of A-module generators for the integral closure
ALi of A in Li. By combining these, we obtain a set of A-module generators for
AΩ = AL1 × · · · × ALq . Now we apply Theorem 10.1.3 with O = AΩ. �

10.6 Proofs of the results from Subsection 10.1.2

Let L be an algebraic number field and K := L(X1, . . . , Xq) the rational function
field in q variables. We introduce a collection of discrete valuations on K.

First, let P1 be the collection of prime ideals of OL. By Proposition 2.6.1,
we can extend every discrete valuation ordp (p ∈ P1) to a discrete valuation
on K. More precisely, write x = Q1/Q2 with Q1,Q2 ∈ L[X1, . . . , Xq], and
define (x) := (Q1)(Q2)−1, where (Q1), (Q2) denote the fractional ideals with
respect to OL generated by the coefficients of Q1, Q2, respectively. Then the
values ordp(x) (p ∈ P1) are precisely the exponents in the unique prime ideal
factorization of (x):

(x) =
∏
p∈P1

p
ordp(x). (10.6.1)

Second, let P2 be a maximal collection of pairwise non-associated irreducible
elements of the ring L[X1, . . . , Xq]. Then x has a unique polynomial factoriza-
tion

x = c
∏

p∈P2

pordp(x) with c ∈ L∗, ordp(x) ∈ Z for p ∈P2, (10.6.2)

where at most finitely many of the exponents ordp(x) are non-zero. Define the
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sets of valuations on K,

M1 :=
{
ordp : p ∈P1

}
, M2 :=

{
ordp : p ∈P2

}
, M := M1 ∪ M2.

Notice that

OL[X1, . . . , Xq] = {x ∈ K : v(x) ≥ 0 for v ∈ M} . (10.6.3)

A valuation v ∈ M is represented by giving a set of generators for the prime
ideal p if v = ordp ∈ M1 and by giving the coefficients of p if v = ordp ∈ M2.

It is important to remark here, that for any effectively given x ∈ K∗ we can
effectively determine representations for those v ∈ M for which v(x) , 0 and
moreover, for each of these v we can compute v(x). Indeed, let x ∈ K∗ be
given as a quotient of two polynomials from L[X1, . . . , Xq]. Then by means of
a factorization method for fractional ideals, we can compute the factorization
(10.6.1) of (x) into prime ideals, with a finite set of generators for each prime
ideal p for which ordp(x) , 0. Further, by Theorem 10.7.5 we can compute the
factorization (10.6.2), with the coefficients of all p occurring with exponent
ordp(x) , 0.

Let

A = OS [X1, . . . , Xq, 1/P]

where S is a given finite set of places of L containing all infinite places, and P
is a given, non-zero polynomial of OS [X1, . . . , Xq]. By combining the proof of
Theorem 5.1.4 with Theorem 10.7.16 we can compute r ≥ q, and polynomials
P1, . . . , Ps ∈ Z[X1, . . . , Xr], such that A � Z[X1, . . . , Xr]/(P1, . . . , Ps). That is,
A is given effectively in the sense of Section 10.1. We do not work out the
details.

We prove some other properties of A. Let S ∗ consist of the extensions to K
of the discrete valuations ordp, for each prime ideal p of OL corresponding to
a finite place in S . Notice that

OS [X1, . . . , Xq] = {x ∈ K : v(x) ≥ 0 for v ∈ M \ S ∗} . (10.6.4)

Let T denote the set of valuations v ∈ M such that v ∈ S ∗ or v(P) > 0. Clearly,
T is finite.

Lemma 10.6.1 A = {x ∈ K : v(x) ≥ 0 for v ∈ M \ T }. Hence A is integrally
closed in K.

Proof First suppose that x ∈ A, x , 0. Thus, x = Q · P−l, where Q is a
polynomial in OS [X1, . . . , Xm] and l is a non-zero integer. By (10.6.4) we have
v(Q) ≥ 0 for v ∈ M \ S ∗, and by definition, v(P) = 0 for v ∈ M \ T . Hence
v(x) ≥ 0 for v ∈ M \ T .
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Conversely, let x ∈ K∗ and suppose that v(x) ≥ 0 for v ∈ M \ T . There is a
non-negative integer l such that v(x) + lv( f ) ≥ 0 for v ∈ T \ S ∗. Put Q := xPl.
Then v(Q) ≥ 0 for v ∈ M \ S ∗, hence Q ∈ OS [X1, . . . Xq] by (10.6.4). It follows
that x = Q · P−l with Q ∈ OS [X1, . . . , Xq], i.e., x ∈ A. �

Lemma 10.6.2 For effectively given L, S , q, P, one can effectively compute
a finite set of generators of the unit group A∗ of A = OS [X1, . . . , Xq, 1/P].

Proof By Theorem 10.7.5, we can effectively determine the irreducible poly-
nomials p1, . . . , pt in P2 that divide f in L[X1, . . . , Xq]. Units of A are certainly
units of L[X1, . . . , Xq, 1/P], and the unit group of the latter is generated by L∗

and by p1, . . . , pt. Hence every element of A∗ can be expressed as

cpl1
1 · · · p

lt
t with c ∈ L∗, l1, . . . , lt ∈ Z. (10.6.5)

Notice that by Lemma 10.6.1,

A∗ = {x ∈ K∗ : v(x) = 0 for x ∈ M \ T } . (10.6.6)

Let T ′ consist of those valuations v ∈ M such that v ∈ S ∗, or there is i ∈
{1, . . . , t} with v(pi) , 0. If v ∈ M \ T ′ then certainly, v(pi) = 0. Hence T ⊆ T ′.
Further, T ∩M2 = T ′ ∩M2 =

{
ordp1 , . . . , ordpt

}
, hence T ′ \ T consists of those

prime ideals p of OL such that ordp( f ) = 0, but ordp(pi) , 0 for some i ∈
{1, . . . , t}. We can effectively determine the prime ideals p such that ordp ∈ T ′,
by factoring the fractional ideal generated by the coefficients of pi into prime
ideals for i = 1, . . . , t.

Now (10.6.6) implies that if the element in (10.6.5) represents a unit of A,
then c ∈ O∗S ′ , where S ′ consists of the finite places corresponding to those
prime ideals p for which ordp ∈ T ′, together with the infinite places of L.
Using Proposition 3.6.1, we can determine effectively a finite set of generators
for O∗S ′ , say ε1, . . . , εs′ . Together with (10.6.5), this implies that every element
of A∗ can be expressed as

εk1
1 · · · ε

ks′

s′ pl1
1 · · · p

lt
t with k1, . . . , ks′ , l1, . . . , lt ∈ Z. (10.6.7)

The elements in (10.6.7) belong to {x ∈ K : v(x) = 0 for v ∈ M \ T ′}, but not
necessarily to A∗. By (10.6.6), the element given in (10.6.7) belongs to A∗ if
and only if

s′∑
i=1

kiv(εi) +

t∑
j=1

l jv(p j) = 0 for v ∈ T ′ \ T. (10.6.8)

As observed before, the quantities v(εi), v(p j) (v ∈ T ′ \ T , i = 1, . . . , s′, j =
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1, . . . , t) can be computed. Now one can effectively determine a basis for the Z-
module of vectors (k1, . . . , ks′ , l1, . . . , lt) ∈ Zs′+t with (10.6.8). By substituting
these basis vectors into (10.6.7), we obtain a system of generators for A∗. �

Lemma 10.6.3 For effectively given L, S , q, P, and any effectively given
non-zero element θ of A = OS [X1, . . . , Xq, 1/P], one can effectively determine
a finite set {δ1, . . . , δw} in A, such that for every element β of A that divides θ,
there exist δi ∈ {δ1, . . . , δw} and ε ∈ A∗ such that

β = εδi.

Proof We may write θ = Q · P−l, where Q ∈ OS [X1, . . . , Xq] and l is a non-
zero integer. Let B := OS [X1, . . . , Xq, 1/QP], and let T ′ be the set of valuations
v ∈ M and that v ∈ S ∗, or v(QP) > 0. Then T ′ ⊇ T and

B =
{
x ∈ K : v(x) ≥ 0 for v ∈ M \ T ′

}
. (10.6.9)

So B∗ = {x ∈ K∗ : v(x) = 0 for v ∈ M \ T ′}. Notice that β ∈ A divides θ if and
only if 0 ≤ v(β) ≤ v(θ) for v ∈ M \T . Since v(θ) = v(Q ·P−l) = 0 for v ∈ M \T ′,
this can be reformulated as

β|θ ⇔ β ∈ B∗, 0 ≤ v(β) ≤ v(θ) for v ∈ T ′ \ T. (10.6.10)

By Lemma 10.6.2, we can effectively determine ε1, . . . , εh ∈ B∗, such that
every element of B∗ can be expressed as

εk1
1 · · · ε

kh
h with k1, . . . , kh ∈ Z. (10.6.11)

So in particular, the divisors of θ are of this form. By combining this with
(10.6.10), we infer that the element given by (10.6.11) represents a divisor of
θ if and only if there are integers av (v ∈ T ′ \ T ) such that

h∑
i=1

kiv(εi) = av, 0 ≤ av ≤ v(θ) for v ∈ T ′ \ T. (10.6.12)

As remarked before, the quantities v(θ), v(εi) (i = 1, . . . , h, v ∈ T ′ \ T ) can
be computed. Notice that for any given av (v ∈ T ′ \ T ), two distinct solutions
(k1, . . . , ks) of (10.6.12) yield elements (10.6.11) which are associated with
respect to A∗. Now for each fixed tuple av (v ∈ T ′ \ T ) with 0 ≤ av ≤ v(θ) for
v ∈ T ′ \ T , it can be decided whether (10.6.12) is solvable and if so, a solution
(k1, . . . , ks) ∈ Zs can be found. These solutions give rise to elements δ1, . . . , δw

of A as specified in the statement of Lemma 10.6.3. �

Proof of Theorem 10.1.5 Let A = OS [X1, . . . , Xq, 1/P] be the given integral
domain, G the given finite extension of K, n the given integer and δ the given
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non-zero element of A. Using Lemma 10.6.2, we compute a finite set of gen-
erators {ε1, . . . , εt} for A∗.

Take any polynomial f ∈ A[X] with (10.1.5). Then D( f ) = δη with η ∈ A∗.
Writing η = εm1

1 · · · ε
mt
t with m1, . . . ,mt ∈ Z, and

mi = n(n − 1)li + ki with li ∈ Z, ki ∈ {0, . . . , n(n − 1) − 1},

we find an expression for η of the shape ζεn(n−1) where ε ∈ A∗, and ζ belongs
to the effectively computable finite set

R :=
{
εk1

1 · · · ε
kt
t : ki ∈ {0, . . . , n(n − 1) − 1} for i = 1, . . . , t

}
.

Define f1 by

f1(X) := ε−n f (εX).

Then

D( f1) = δζ (10.6.13)

and f1 is A-equivalent to f . Further, f1 has all its zeros in G.
Using Theorem 10.1.1 we can compute for each ζ ∈ R a full system of rep-

resentatives for the strong A-equivalence classes of monic polynomials f1 ∈
A[X] of degree n with (10.6.13), with splitting field contained in G. By taking
the union of these systems for all ζ ∈ R, we obtain a finite set S of polynomi-
als, such that every polynomial f with (10.1.5) is A-equivalent to at least one
polynomial from F. By means of Lemma 10.4.1 we can compute a maximal
subset S0 of S, any two distinct polynomials of which are pairwise not A-
equivalent. Clearly, S0 is a full system of representatives for the A-equivalence
classes of polynomials with (10.1.5). This proves Theorem 10.1.5. �

Proof of Theorem 10.1.6 Let A,Ω,O, δ be as in the statement of Theorem
10.1.6, and let {ε1, . . . , εt} be the system of generators for A∗, computed by
means of Lemma 10.6.2.

Let α ∈ O be a solution of (10.1.6), i.e., DΩ/K(α) = δηwith η ∈ A∗. Similarly
as in the proof of Theorem 10.1.5, we can write η as ζεn(n−1) where ε ∈ A∗ and
ζ belongs to an effectively computable finite set R. Put α0 := ε−1α. Then
α0 ∈ O, α is A-equivalent to α0, and

DΩ/K(α0) = δζ. (10.6.14)

Using Theorem 10.1.3 we can compute, for each ζ ∈ R, a full system of
representatives for the strong A-equivalence classes of solutions α0 ∈ O of
(10.6.14). By taking the union of these systems, and then computing a max-
imal subset of pairwise not A-equivalent elements, we obtain a full system
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of representatives for the A-equivalence classes of solutions of (10.1.6). This
proves Theorem 10.1.6. �

Proof of Corollary 10.1.7 Similar to the proof of Corollary 10.1.4, by com-
puting a set of A-module generators for AΩ. �

Proof of Theorem 10.1.8 Let P ∈ OS [X1, . . . , Xq] be the given polynomial,
L the given number field, S the given set of places, Ω the given finite étale
K-algebra, and O the given A-order of Ω, where A = OS [X1, . . . , Xq, 1/P] and
K = L(X1, . . . , Xq). Suppose O is given by a finite set of A-module generators
{ω1, . . . , ωm}. Put n := [Ω : K]. Since O spans Ω as a K-vector space, there are
n K-linearly independent elements among ω1, . . . , ωm, which we may assume
to be ω1, . . . , ωn. Then

θ := DΩ/K(ω1, . . . , ωn) , 0.

Since by Lemma 10.6.1, the integral domain A is integrally closed, we have
θ ∈ A. Using Lemma 10.6.3 we compute a finite set {δ1, . . . , δw} in A such
that for every δ ∈ A with δ|θ there is ε ∈ A∗ such that δ = δiε for some
δi ∈ {δ1, . . . , δw}.

Let α ∈ O such that A[α] = O. Then
{
1, α, . . . , αn−1

}
is an A-basis of O.

Hence there are ai j ∈ A such that

ωi =

n−1∑
j=0

ai jα
j for i = 1, . . . , n.

Now the basis transformation formula (1.5.3) implies

DΩ/K(ω1, . . . , ωn) = (det ai j)2DΩ/K

(
1, α, . . . , αn−1

)
= (det ai j)2DΩ/K(α).

Hence DΩ/K(α) divides θ in A. Consequently, there is δi ∈ {δ1, . . . , δw} such
that

DΩ/K(α) ∈ δiA∗. (10.6.15)

Using Theorem 10.1.6, we compute a full system of representatives for the
A-equivalence classes of solutions of (10.6.15), for each δi ∈ {δ1, . . . , δw}. By
taking the union of these systems, and then applying Lemma 10.5.1 we com-
pute a finite set {α1, . . . , αR} of pairwise not A-equivalent elements of O such
that if α is any element of O with A[α] = O then α is A-equivalent to one of
α1, . . . , αR. Finally, we can check for each α ∈ {α1, . . . , αR} whether A[α] = O,
by expressing the given generators ω1, . . . , ωm of O as K-linear combinations
of 1, α, . . . , αn−1, and checking whether the coefficients belong to A. This com-
pletes our proof. �
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10.7 Supplement: Effective computations in finitely
generated domains

We have collected some algorithmic results for fields finitely generated over
Q and for integral domains finitely generated over Z. Our main references are
[Seidenberg (1974)] and [Aschenbrenner (2004)]. We agree once more that
upper case characters such as X,Y denote variables whereas lower case char-
acters denote elements of rings or fields. Given a ring R, we denote by Rm,n the
R-module of m × n-matrices with elements in R, and by Rn the R-module of
n-dimensional column vectors with coordinates in R.

By saying that given any input from a specified set we can determine effec-
tively an output, we mean that there exists an algorithm (i.e., a deterministic
Turing machine) that, for any choice of input from the given set, computes the
output in a finite number of steps. We say that an object is given effectively if
it is given in such a form that it can serve as input for an algorithm.

10.7.1 Finitely generated fields over Q

We start with the following.

Theorem 10.7.1 For any given positive integer r and any given polynomials
P1, . . . , Ps ∈ Q[X1, . . . , Xr] we can:

(i) determine effectively whether a given polynomial Q ∈ Q[X1, . . . , Xr] be-
longs to the ideal I = (P1, . . . , Ps) and if so, determine effectively Q1, . . . ,Qs ∈

Q[X1, . . . , Xr] such that Q = Q1P1 + · · · + QsPs (ideal membership problem);

(ii) determine effectively whether I is a prime ideal of Q[X1, . . . , Xr].

Proof The main ideas in the proofs of these results originate from [Hermann
(1926)] but her arguments contain mistakes. For correct proofs, we refer to
[Seidenberg (1974)]: see §4, p. 277 for (i) and §46, p. 293 for (ii) (in fact
Seidenberg gives a method to determine the prime ideals associated to a given
ideal I, which certainly enables one to decide whether I is a prime ideal). �

To a field K = Q(z1, . . . , zr) that is finitely generated over Q we may asso-
ciate the polynomial ideal

I := {P ∈ Q[X1, . . . , Xr] : P(z1, . . . , zr) = 0}.

By Hilbert’s Basis Theorem, the ideal I is finitely generated, i.e., there are
P1, . . . , Ps ∈ I such that I = (P1, . . . , Ps). Then K is isomorphic to the quotient
field of

Q[X1, . . . , Xr]/(P1, . . . , Ps), (10.7.1)
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and z1, . . . , zr may be identified with the residue classes of X1, . . . , Xr modulo
(P1, . . . , Ps). We say that K = Q(z1, . . . , zr) is effectively given if a finite set of
generators {P1, . . . , Ps} for the ideal I is effectively given. We call {P1, . . . , Ps}

an ideal representation for K. We say that a field finitely generated over Q is
effectively computable if an ideal represntation for it can be effectively deter-
mined.

Notice that for polynomials P1, . . . , Ps ∈ Q[X1, . . . , Xr] to form an ideal rep-
resentation of a field it is necessary and sufficient that (P1, . . . , Ps) be a prime
ideal of Q[X1, . . . , Xr]. This can be verified effectively by Theorem 10.7.1, (ii).

Let K = Q(z1, . . . , zr) be an effectively given field. We say that y ∈ K is effec-
tively given/can be effectively computed in terms of z1, . . . , zr, if polynomials
P,Q ∈ Q[X1, . . . , Xr] are given/can be computed such that and y =

P(z1,...,zr)
Q(z1,...,zr) .

Thanks to Theorem 10.7.1, (ii) we can verify whether such an expression is
well-defined (i.e., Q(z1, . . . , zr) , 0 or equivalently, Q < I) and whether two
expressions Pi(z1,...,zr)

Qi(z1,...,zr) (i = 1, 2) are equal (i.e., P1Q2 − P2Q1 ∈ I).
We note that if y1, . . . , ym are effectively given in terms of z1, . . . , zr, then for

any given polynomial Q ∈ Q[Y1, . . . ,Ym] it can be decided if Q(y1, . . . , ym) , 0.
Moreover, for any two given P,Q ∈ Q[Y1, . . . ,Ym] with Q(y1, . . . , ym) , 0 one
can effectively compute P(y1,...,ym)

Q(y1,...,ym) in terms of z1, . . . , zr.
Finally, if y1, . . . , ym are effectively given elements of K, then we say that

the element y is given/can be computed effectively in terms of y1, . . . , ym,
if polynomials P,Q ∈ Q[Y1, . . . ,Ym] are given/can be computed, such that
Q(y1, . . . , ym) , 0 and y =

P(y1,...,ym)
Q(y1,...,ym) .

Theorem 10.7.2 For any r ≥ 1 and any effectively given field K = Q(z1, . . . , zr)
we can:

(i) in case that r ≥ 2 determine effectively a finite set of generators for the ideal
I0 = {P0 ∈ Q[X1, . . . , Xr−1] : P0(z1, . . . , zr−1) = 0};

(ii) decide effectively whether zr is algebraic over K0 := Q(z1, . . . , zr−1) and
if so, determine effectively the monic minimal polynomial of zr over K0, with
coefficients given in terms of z1, . . . , zr−1.

Proof See [Seidenberg (1974), §23 (p. 284), §25 (p. 285)]. �

Corollary 10.7.3 For any r ≥ 1 and any effectively given field K = Q(z1, . . . , zr)
we can:

(i) determine effectively a permutation x1, . . . , xq, y1, . . . , yt of z1, . . . , zr in such
a way that x1, . . . , xq are algebraically independent and y1, . . . , yt are algebraic
over Q(x1, . . . , xq);

(ii) for i = 1, . . . , t, determine effectively the monic minimal polynomial of
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yi over Q(x1, . . . , xq, y1, . . . , yi−1) with coefficients given in terms of x1, . . . , xq,
y1, . . . , yi−1 (where {x1, . . . , yi−1} := {x1, . . . , xq} if i = 1).

Proof Straightforward. �

Theorem 10.7.4 For any effectively given field K = Q(z1, . . . , zr) and any
y1, . . . , yt, y ∈ K given in terms of z1, . . . , zr we can:

(i) determine effectively a finite set of generators for the ideal

{P ∈ Q[X1, . . . , Xt] : P(y1, . . . , yt) = 0};

(ii) decide whether y ∈ Q(y1, . . . , yt) and if so, determine effectively P,Q ∈
Z[Y1, . . . ,Yt] with Q(y1, . . . , yt) , 0 and y =

P(y1,...,yt)
Q(y1,...,yt)

.

Proof By [Seidenberg (1974), §27 (p. 287)], one can compute a finite set of
generators for the ideal of P ∈ Q[X1, . . . , Xt+1] such that P(y1, . . . , yt, y) = 0.
Now (i), (ii) are an easy consequence of Theorem 10.7.2. �

Theorem 10.7.5 For any effectively given field K = Q(z1, . . . , zr) and any
effectively given polynomial F ∈ K[X1, . . . , Xt], we can determine effectively
the factorization of F into irreducible polynomials of K[X1, . . . , Xt], in such a
way that the coefficients of these irreducible polynomials are all given in terms
of z1, . . . , zr. In particular we can decide whether F is irreducible.

Proof This follows from [Seidenberg (1974), §33–35 (p. 289)], together with
a repeated application of Corollary 10.7.3. �

Let K = Q(z1, . . . , zr) be an effectively given field. We say that a finite ex-
tension L of K is effectively given/can be effectively computed, if a monic ir-
reducible polynomial f ∈ K[X] is given/can be computed in terms of z1, . . . , zr

such that L = K(y), f (y) = 0.

Corollary 10.7.6 For any effectively given field K = Q(z1, . . . , zr) and any
irreducible polynomial f ∈ K[X] with coefficients given in terms of z1, . . . , zr,
we can:

(i) determine effectively a finite set of generators for the ideal

{P ∈ Q[X1, . . . , Xr,Y] : P(z1, . . . , zr, y) = 0}

where y is a root of F;

(ii) for any element of K(y) given in terms of z1, . . . , zr, y, determine effectively
an expression for this element as a K-linear combination of 1, y, . . . , ydeg f −1,
with coefficients given in terms of z1, . . . , zr.
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Proof Put L := K(y), d := [L : K]. Suppose K is represented by P1, . . . , Ps,
i.e., P1, . . . , Ps generate the ideal of polynomials P ∈ Q[X1, . . . , Xr] for which
P(z1, . . . , zr) = 0. We may express f as Xd + (a1/b)Xd−1 + · · · + (ad/b) where
a1, . . . , ad, b are given as elements of Z[z1, . . . , zr].

Let y′ := by. Then K(y′) = L and y′ has minimal polynomial Xd + a1Xd−1 +

· · · + bd−1ad over K. Let Q1, . . . ,Qd be polynomials from Qq[X1, . . . , Xr] with
bi−1ai = Qi(z1, . . . , zr) for i = 1, . . . , d. Then the ideal of polynomials Q ∈
Q[X1, . . . , Xr,Y] with Q(z1, . . . , zr, y′) = 0 is generated by P1, . . . , Ps and Yd +∑d

i=1 QiYd−i. Using Theorem 10.7.4, we can compute a finite set of generators
for the ideal of P ∈ Q[X1, . . . , Xr,Y] with P(z1, . . . , zr, y) = 0, and so these
form an ideal representation for L.

Finally, from an expression of an element of L in terms of z1, . . . , zr, y we can
compute an expression for this element as a K-linear combination of 1,y,. . .,yd−1,
using division by f with remainder. �

Corollary 10.7.7 For any effectively given field K = Q(z1, . . . , zr) and any
polynomial f ∈ K[X] with coefficients given in terms of z1, . . . , zr we can de-
termine effectively the splitting field of f over K.

Proof Denote by L the splitting field of F over K. We first factorize f in K[X]
by means of Theorem 10.7.5. Let f1 be one of the irreducible factors of f over
K, and define the field K1 := K(y1) = K[X]/( f1), where y1 is the residue class
of X modulo f1. By the previous result, we can compute an ideal representa-
tion for K1. Next, compute an irreducible factor f2 of f /(X − y1) in K1[X] and
construct the field K2 := K1(y2) = K1[X]/( f1), etc. Continuing in this man-
ner, we construct the splitting field L of F over K in the form K(y1, . . . , yn),
where y1, . . . , yn are the distinct roots of f . By induction, we obtain an ideal
representation for L. �

Corollary 10.7.8 For any effectively given field K = Q(z1, . . . , zr) and any
effectively given finite extension L = Q(z1, . . . , zr, y1, . . . , yn) of K of degree d,
we can:

(i) determine effectively an element y of L in terms of z1, . . . , zr, y1, . . . , yn such
that L = K(y), together with the monic minimal polynomial of y over K, with
coefficients given in terms of z1, . . . , zr;

(ii) for any element of L given in terms of z1, . . . , zr, y1, . . . , yn, determine effec-
tively an expression for this element as a K-linear combination of 1, y, . . . , yd−1.

Proof Let K be the effectively given field. For i = 1, . . . , n, define Ki :=
K(y1, . . . , yi), put di := [Ki : Ki−1], and denote by fi the monic minimal poly-
nomial of yi over Ki−1. The coefficients of fi can be computed in terms of
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z1, . . . , zr, y1, . . . , yi−1 by means of Theorem 10.7.2. Then

{ω1, . . . , ωd} := {yk1
1 · · · y

kn
n : 0 ≤ k j < d j ( j = 1, . . . , n)}

is a K-basis of L = Kn. Using Corollary 10.7.6 we can compute, for any ele-
ment of L given in terms of z1, . . . , zr, y1, . . . , yn, an expression of this element
as a K-linear combination of ω1, . . . , ωd, with coefficients given in terms of
z1, . . . , zr.

Let σ1, . . . , σd be the K-isomorphisms of L into K. It is easy to see that
there are rational integers c1, . . . , cn with |ci| ≤ d2 for i = 1, . . . , n such that∑n

i=1 ciσ j(ωi) ( j = 1, . . . , d) are all distinct. Then y :=
∑n

i=1 ciωi is a primitive
element of L over K.

We determine c1, . . . , cn and the minimal polynomial f of y over K (with co-
efficients in terms of z1, . . . , zr) as follows: for each tuple of integers (c1, . . . , cn)
with |ci| ≤ d2 for i = 1, . . . , n, we express 1, y, y2, . . . as K-linear combinations
of ω1, . . . , ωd and determine the smallest m such that 1, y, . . . , ym are K-linearly
dependent. As soon as m = d, we are done.

Let w be a given element of L. By computing expressions for w, 1, y, . . . , yd−1

as K-linear combinations of ω1, . . . , ωd and solving a system of linear equa-
tions, we obtain an expression for w as a K-linear combination of 1, y, . . . , yd−1.
This completes our proof. �

10.7.2 Finitely generated domains over Z

We need some analogues of the results mentioned above for finitely generated
integral domains Z[z1, . . . , zr] instead of fields Q(z1, . . . , zr). We start with re-
calling some effective results of Aschenbrenner for modules and ideals over
polynomial rings over Z.

For a polynomial P with integer coefficients, we denote by H(P) its height
(maximum of the absolute values of its coefficients) and by Deg P its total
degree. Further, we define the polynomial ring R := Z[X1, . . . , Xr].

Theorem 10.7.9 Let M be an m × n-matrix with entries from R, and b a
vector from Rm, such that the entries of M and b have total degrees at most d
and heights at most H.

(i) The R-module

{x ∈ Rn : Mx = 0}

is generated by vectors, of which the coordinates are polynomials whose total
degrees are bounded above by an effectively computable number C1 depend-
ing only on m, n, d, r and whose heights are bounded above by an effectively
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computable number C2 depending only on m, n, d, r and H.

(ii) Suppose that the system

Mx = b

is solvable in x ∈ Rn. Then this system has a solution x0 ∈ Rn whose coordi-
nates have total degrees bounded above by C3 and heights bounded above by
C4, where both C3,C4 are effectively computable numbers depending only on
m, n, d, r and H.

Proof In [Aschenbrenner (2004)] the above theorem was proved with the
constants C1 = (2md)(2r)c1r

, C2 = exp
(
(2m(d + 1))(2r)c2r

(1 + log H)
)

(cf. his
Proposition 5.2) and C3 = (2md)(2r)c3r

(1 + log H) (cf. his Theorem 6.1), where
c1, c2, c3 are effectively computable absolute constants. In (ii), thanks to our
upper bound for the total degrees, the problem to find a solution to Mx = b
reduces to solving a finite system of inhomogeneous linear equations over Z.
From, e.g., Lemma 8.5.1 or a result from [Borosh, Flahive, Rubin and Treybig
(1989)], it follows that if such a system is solvable in integers, then it has an
integer solution with for the absolute values of the coordinates an effective
upper bound in terms of the coefficients of the system. This yields a value for
C4. �

Corollary 10.7.10 (Ideal membership over Z) Let I = (P1, . . . , Ps) be an
ideal of R and Q ∈ I. Suppose that P1, . . . , Ps and Q have total degrees at most
d and heights at most H. Then there exist P1, . . . , Ps ∈ R of total degrees and
heights bounded above by effectively computable numbers depending only on
r, d and H, such that Q =

∑s
i=1 QiPi.

Proof Apply part (ii) of Theorem 10.7.9 with m = 1. �

Theorem 10.7.11 Let P1, . . . , Ps ∈ Z[X1, . . . , Xr] have total degrees at most
d and heights at most H. Let I be the ideal of Q[X1, . . . , Xr] generated by
P1, . . . , Ps. Then I∩Z[X1, . . . , Xr] is an ideal generated by polynomials of total
degree at most C5 and height at most C6, where C5 is an effectively computable
number depending only on r and d, and C6 an effectively computable number
depending only on r, d and H.

Proof The upper bound for the total degrees follows from [Aschenbrenner
(2004), Thm. 4.7]. Computing an upper bound for the heights of the genera-
tors comes down to computing an upper bound for the absolute values of the
coordinates of a basis for a Z-module of the shape V ∩ ZN where N is some
positive integer and V a linear subspace of QN . It is a standard procedure to
compute such a bound from a given basis of V lying in ZN . �
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Let A be an integral domain with quotient field K of characteristic 0 that is
finitely generated over Z as a Z-algebra, say A = Z[z1, . . . , zr], and let

I := {P ∈ Z[X1, . . . , Xr] : P(z1, . . . , zr) = 0}

be the associated polynomial ideal. Again by Hilbert’s Basis Theorem, the
ideal I has a finite set of generators. Any finite system of generators P1, . . . , Ps

for I is called an ideal representation for A. In other words, P1, . . . , Ps form
an ideal representation for A if A is isomorphic to Z[X1, . . . , Xr]/(P1, . . . , Ps).
As before, we say that an integral domain A is effectively given/can be deter-
mined effectively if an ideal representation for A is given/can be determined
effectively.

We agree that an element y of A = Z[z1, . . . , zr] is given/can be deter-
mined effectively, if a polynomial P ∈ Z[X1, . . . , Xr] is given/can be determined
such that y = P(z1, . . . , zr). By means of Corollary 10.7.10 one can decide
whether two expressions P(z1, . . . , zr), Q(z1, . . . , zr) with P,Q ∈ Z[X1, . . . , Xr]
are equal.

If y1, . . . , yr are effectively given elements of A or K, we say that another el-
ement y of A or K is effectively given/computable as a polynomial in y1, . . . , yr

if one is given/can compute Q ∈ Z[Y1, . . . ,Yr] such that y = Q(y1, . . . , yr).
Finally, we say that a finitely generated A-module M ⊂ K is effectively

given/can be determined effectively, if a set of A-module generators of M is
given/can be determined effectively, i.e., each element of this set of gener-
ators can be expressed as a quotient P(z1, . . . , zr)/Q(z1, . . . , zr) with P,Q ∈
Z[X1, . . . , Xr].

We first give a method to check whether given P1, . . . , Ps ∈ Z[X1, . . . , Xr]
do form an ideal representation of an integral domain that is finitely generated
over Z.

Lemma 10.7.12 Given polynomials P1, . . . , Ps ∈ Z[X1, . . . , Xr], it can be
decided effectively whether Z[X1, . . . , Xr]/(P1, . . . , Ps) is an integral domain
containing Z.

Proof Write I = (P1, . . . , Ps), and assume A = Z[X1, . . . , Xr]/I without loss
of generality. Let I := I · Q[X1, . . . , Xr].

The ring A is an integral domain containing Z if and only if I is a prime ideal
with I ∩ Z = (0), and the latter is equivalent to the assertion that I is a prime
ideal of Q[X1, . . . , Xr] with I ∩Z[X1, . . . , Xr] = I and with 1 < I. We can check
using Theorem 10.7.1 whether I is a prime ideal of Q[X1, . . . , Xr] not contain-
ing 1. Further, using Theorem 10.7.11, we can determine a finite set of genera-
tors for I∩Z[X1, . . . , Xr]. Finally, by means of Corollary 10.7.10 we can check
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whether these generators belong to I and thus, whether I ∩ Z[X1, . . . , Xr] =

I. �

Theorem 10.7.13 For any effectively given integral domain A = Z[z1, . . . , zr] ⊃
Z and any given monic irreducible polynomial f ∈ A[X] with coefficients given
as polynomials in z1, . . . , zr, we can:

(i) determine effectively a finite set of generators for the ideal

{P ∈ Z[X1 . . . Xr,Y] : P(z1, . . . , zr, y) = 0}

where y is a root of f ;

(ii) for any element of A[y] given as polynomial in z1, . . . , zr, y, determine effec-
tively an expression of this element as A-linear combination of 1, y, . . . , ydeg f −1.

Proof Similar to Corollary 10.7.6. �

Theorem 10.7.14 For any effectively given integral domain A = Z[z1, . . . , zr]
with A ⊃ Z, any m × n-matrix M with entries in the quotient field K of A, and
any column vector b ∈ Kn, all with entries given in terms of z1, . . . , zr we can:

(i) determine effectively a finite set of generators, with coordinates given as
polynomials in z1, . . . , zr, for the A-module {x ∈ An : Mx = 0};
(ii) decide whether Mx = b is solvable in x ∈ An and if so, determine effectively
a solution with coordinates given as polynomials in z1, . . . , zr.

Proof Suppose that A is represented by P1, . . . , Ps ∈ Z[X1, . . . , Xr]. This
means that A � Z[X1, . . . , Xr]/I where I = (P1, . . . , Ps), and zi corresponds
to the residue class of Xi mod I.

After multiplication with a suitable non-zero element of A, we may assume
that M and b have their entries in A, and are given as polynomials with integer
coefficients in z1, . . . , zr. Write R := Z[X1, . . . , Xr]. The columns of M may
be represented as the reductions mod I of vectors a1, . . . , an ∈ Rm and b may
be represented as the reduction mod I of some vector c ∈ Rm. Let e1, . . . , em

denote the standard basis vectors of Rm, where ei has a 1 on the i-th place, and
zeros elsewhere.

We first prove (ii). There exists x ∈ An with Mx = b if and only if there are
y1, . . . , yn ∈ R and yi j ∈ R (1 ≤ i ≤ s, 1 ≤ j ≤ m), such that

n∑
k=1

ykak +

s∑
i=1

m∑
j=1

yi jPie j = c (10.7.2)

and moreover, the coordinates of x are the reductions mod I of the first n coor-
dinates of

y = (y1, . . . , yn, y11, . . . , ysm)T .
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Using Theorem 10.7.9 (ii), one can check whether (10.7.2) has a solution y ∈
Rn+sm and if so, compute a solution. By reducing modulo I we then obtain a
solution x ∈ An of Mx = b with coordinates given as polynomials in z1, . . . , zr.

The proof of (i) is similar. Completely similarly as above, we can rewrite
the system Mx = 0 in x ∈ An into a system of type (10.7.2), but with c = 0.
Using Theorem 10.7.9 (i), we can determine a finite set of generators for the
R-module of solutions of (10.7.2), and by reducing modulo I we then obtain
a finite set of generators for the A-module of solutions of Mx = 0, again with
coordinates given as polynomials in z1, . . . , zr. �

Corollary 10.7.15 For any effectively given integral domain A = Z[z1, . . . , zr]
with A ⊃ Z, and any two effectively given finitely generated A-modules M1,M2 ⊆

K, we can effectively determine a finite set of A-module generators for M1∩M2.

Proof Let ω1, . . . , ωu, ωu+1, . . . , ωv be the given sets of A-module generators
of M1,M2 respectively. Then the elements of M1 ∩ M2 are characterized by

x1ω1 + · · · + xuωu = xu+1ωu+1 + · · · + xvωv with x1, . . . , xu, . . . , xv ∈ A.

Using Theorem 10.7.14 (i) we can determine a finite set of generators for the
A-module of solutions (x1, . . . , xv) ∈ Av of this equation, and from this, a set of
A-module generators for M1 ∩ M2. �

Theorem 10.7.16 For any effectively given field K = Q(z1, . . . , zr) and any
y1, . . . , yt and y ∈ K given in terms of z1, . . . , zr we can:

(i) determine effectively a finite set of generators for the ideal

I = {P ∈ Z[Y1, . . . ,Yt] : P(y1, . . . , yt) = 0};

(ii) decide whether y ∈ Z[y1, . . . , yt] and if so, determine effectively a polyno-
mial Q ∈ Z[Y1, . . . ,Yt] such that y = Q(y1, . . . , yt).

Proof The algorithm of Theorem 10.7.4 computes a finite set of generators
for the ideal

I := {P ∈ Q[Y1, . . . ,Yt] : P(y1, . . . , yt) = 0}.

Then using Theorem 10.7.11 one can determine a finite set of generators for
the intersection I ∩ Z[Y1, . . . ,Yt] =: I.

By Theorem 10.7.4 it can be decided whether y ∈ Q(y1, . . . , yt) and if so,
elements a, b of Z[y1, . . . , yt] can be computed, both represented as polyno-
mials with integer coefficients in y1, . . . , yt, such that y = a/b. By Theorem
10.7.14, it can be decided whether a/b ∈ Z[y1, . . . , yt] and if so, a polynomial
Q ∈ Z[Y1, . . . ,Yt] can be computed such that a/b = Q(y1, . . . , yt). This proves
Theorem 10.7.16. �
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Let A = Z[z1, . . . , zr] ⊃ Z be an effectively given integral domain and K its
quotient field. Recall that by Theorem 5.1.2, the integral closure of A (in K) is
finitely generated as an A-module.

Theorem 10.7.17 For any effectively given integral domain A = Z[z1, . . . , zr]
with A ⊃ Z, we can:

(i) effectively decide whether A is integrally closed;

(ii) if not so, determine effectively in terms of z1, . . . , zr a finite set of A-module
generators for the integral closure of A in its quotient field.

Proof This is a combination of results from [de Jong (1998)], [Matsumura
(1986)] and [Matsumoto (2000)]. We briefly outline the idea.

Let A = Z[z1, . . . , zr] ⊃ Z be an integral domain, and denote by K its quotient
field and by AK its integral closure in K. Let J be a non-zero ideal of A that
is contained in the intersection of the singular prime ideals of A, these are the
prime ideals p of A for which the localization Ap is not regular (see [Eisenbud
(1994), §10.3]). Let

√
J := {a ∈ A : ∃n ∈ Z>0 with an ∈ J}

be the radical of J. Define the idealizer of
√

J by

A1 := {x ∈ K : x
√

J ⊆
√

J}.

Then A1 is a subring of AK containing A. In [de Jong (1998)] it is shown that
A1 ' A if and only if A is not integrally closed. In [Matsumura (1986), Thm.
30.4] it is explained how to find a set of generators for a suitable J and in [Mat-
sumoto (2000)] how to compute a set of generators for

√
J. Let {ω1, . . . , ωm}

be the computed set of generators for
√

J. Then A1 =
⋂m

i=1 ω
−1
i

√
J and so a set

of A-module generators for A1 can be computed using Corollary 10.7.15.
Using Theorem 10.7.14 (ii) we can check whether these generators belong

to A, and thus, whether A1 = A and A is integrally closed. In case that A1 ' A
we can compute an ideal representation for A1 and repeat the above proce-
dure. This leads to a sequence of subrings A = A0 & A1 & A2 & · · · of AK ,
which must eventually terminate since A is a Noetherian domain and since by
Theorem 5.1.2, AK is a finitely generated A-module. The last ring in this se-
quence must be AK itself. The above procedure computes for each i ≥ 1 a set
of Ai−1-module generators for Ai. Assuming that AK = Ai0 , we obtain a set of
A-module generators for AK by taking all products

∏i0
i=1 ωi, where ωi is in the

computed set of Ai−1-module generators for Ai. �

Corollary 10.7.18 For any effectively given integral domain A = Z[z1, . . . , zr]
with A ⊃ Z and any effectively given finite extension L of the quotient field of
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A, we can compute a finite set of A-module generators for the integral closure
of A in L.

Proof Denote by K the quotient field of A and by AL the integral closure of
A in L. We have L = K(y), where y is a zero of an effectively given irreducible
monic polynomial f ∈ K[X]. Let d := deg f . One can effectively determine a
non-zero a ∈ A such that a f ∈ A[X]. Then L = K(w), where w := ay and w
is a zero of f ′(X) := ad f (X/a), which is an irreducible monic polynomial in
A[X]. So w is integral over A, and thus, AL is the integral closure of A[w] =

Z[z1, . . . , zr,w]. Using Corollary 10.7.6 we can compute an ideal representation
for L, and then by Theorem 10.7.16 an ideal representation for A[w]. Now by
Theorem 10.7.17 we can compute a set of A[w]-module generators for AL, say
{ω1, . . . , ωm}. Then ωiw j : i = 1, . . . ,m, j = 0, . . . , d − 1} is a set of A-module
generators for AL. �

10.8 Notes
•As was mentioned above, in Theorems 10.1.1 and 10.1.3, the condition that the under-
lying domain A be integrally closed can be relaxed. More precisely, in Theorem 10.1.1
it can be replaced by the weaker condition

( 1
n A+ ∩ A+

K)/A+ is finite, (10.8.1)

and in Theorem 10.1.3 by
(O ∩ K)+/A+ is finite. (10.8.2)

Here AK denotes the integral closure of A (in K), n is the degree of the polynomials
F in (10.1.1), O is an A-order of a finite étale K-algebra Ω, and A+, A+

K and (O ∩ K)+

are the additive groups of A, AK and O ∩ K, respectively. As is pointed out in [Evertse
and Győry (2016)], for effectively given A, resp. A,Ω,O, it can be effectively decided
whether (10.8.1), resp. (10.8.2) is satisfied. Further, the condition (10.8.2) is already
necessary for the finiteness assertion of Theorem 10.1.3. It is an open problem whether
the condition (10.8.1) can be weakened for the finiteness in Theorem 10.1.1.

• The main results of this chapter are proved by applying Theorem 4.2.1 on unit equa-
tions. Another approach would be to follow the strategy of proof in [Bérczes, Evertse
and Győry (2014)]. In that paper the authors obtained effective finiteness results for
Thue equations and hyper- and superelliptic equations over finitely generated domains
over Z by combining effective results for such equations over number fields (obtained
by Baker’s method) and function fields (obtained by the Stothers-Mason abc-theorem
for function fields [Stothers (1981)], [Mason (1983, 1984)]) with the effective special-
ization method described in [Evertse and Győry (2013)] or [Evertse and Győry (2015),
chap. 8]. Indeed, by combining the corresponding theorems of Chapter 8 on polyno-
mials and integral elements with given discriminant with their function field analogues
from [Győry (2008b)] and [Gaál (1988)] and using the effective specialization argument
mentioned above, one could establish essentially the same effective results as presented
in Section 10.1. In fact, following this approach, but using a specialization method that
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is not as generally applicable, Győry [Győry (1984)] already obtained results similar to
those in Section 10.1 for a restricted class of integral domains.

• Also in [Győry (1984)], analogues of some results of the present chapter are estab-
lished in the so-called relative case when the ground ring A is a domain which is finitely
generated over a field of characteristic 0. Effective bounds are given for the so-called
Degrees of the solutions of the equations in question which, however, do not imply the
finiteness of the number of solutions.
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Further applications

In this chapter we present two applications of the results from Chapters 6 and
8, respectively. The first one characterizes the number fields having a canonical
number system and the bases of all canonical number systems. In the second
application we consider OS -orders of finite étale algebras over an algebraic
number field. Our main result is, that if O is such an OS -order, and O is effec-
tively given, then one can compute the minimal number r of generators of O
as an OS -algebra, and also a set α1, . . . , αr such that O = OS [α1, . . . , αr].

11.1 Number systems and power integral bases

Number systems and their generalizations have been intensively studied for
a long time. As is well-known, any non-zero integer can be uniquely written
in the form ±

∑k
i=0 aiai, where a ≥ 2 is a fixed integer and the ai are integers

with 0 ≤ ai < a, ak , 0. Grünwald [Grünwald (1885)] introduced the radix
representation with respect to negative bases in the following way: Let a ≤ −2
be an integer. Then every non-zero integer can be uniquely represented in the
form

k∑
i=0

aiai with integers ai such that 0 ≤ ai < |a|, ak , 0.

This concept allows a far reaching generalization which was started in [Knuth
(1960)]. In this section we present some generalizations and point out the close
connection with power integral bases. For further results and applications, we
refer to [Knuth (1998)], [Pethő (2004)], [Brunotte, Huszti and Pethő (2006)]
and the references given there.

252
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11.1.1 Canonical number systems in algebraic number fields

Let K be an algebraic number field of degree d and denote by OK its ring of
integers.

Definition Let α ∈ OK with |NK/Q(α)| ≥ 2. Then {α,N (α)} with N (α) ={
0, 1, . . . , |NK/Q(α)| − 1

}
is called a canonical number system, in short CNS, in

OK if every non-zero γ ∈ OK has a unique representation of the form

γ = a0 + a1α + · · · + akα
k with ai ∈ N (α) for i = 0, · · · , k, ak , 0. (11.1.1)

�

In what follows α will be called the base and N (α) the set of digits of the
number system.

This is a generalization of the radix representation considered in Z.

Remark 11.1.1 We note that in (11.1.1) the uniqueness follows already from
the representability of every non-zero γ ∈ OK . Indeed, suppose that for some
γ ∈ OK , (11.1.1) and γ = a′0 + a′1α + · · · + a′lα

l hold with a′j ∈ N (α) for
j = 0, . . . , l. If k > l, we may take a′l+1 = · · · = a′k = 0. Every residue class
of OK modulo α can be represented by an integer from N (α), and this integer
is uniquely determined since N (α) and OK/(α) have the same cardinality.
Hence a0 = a′0. Repeating this argument with (γ − a0)/α, we obtain a1 = a′1,
and subsequently a2 = a′2,. . ., ak = a′k.

All the canonical number systems have been determined in Z in [Penney (1965)]
and in the Gaussian integers by [Kátai and Szabó (1975)]. Later this was ex-
tended to arbitrary quadratic number fields in [Kátai and Kovács (1980, 1981)]
and independently in [Gilbert (1981)].

Kovács [Kovács (1981)] gave the following necessary and sufficient condi-
tion for an arbitrary number field to have a canonical number system.

Theorem 11.1.2 Let K be an algebraic number field with ring of integers
OK . Then in OK there exists a canonical number system if and only if OK has
a power integral basis.

This provides a characterization of number fields having a canonical number
system.

Let Q be an effectively given algebraic closure of Q, see Section 3.7. We
recall that an element α ofQ is effectively given/computable if a representation
(3.7.1) for α is effectively given/computable. Further, a number field K is said
to be effectively given if α1, . . . , αr ∈ Q are effectively given such that K =

Q(α1, . . . , αr). If K is effectively given, Corollary 6.2.5 gives an algorithm to
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decide whether OK has a power integral basis. Together with Theorem 11.1.2
this implies at once the following.

Theorem 11.1.3 If K is effectively given, then it is effectively decidable
whether there exists a canonical number system in OK .

Corollary 6.2.5 provides even an algorithm to determine all power integral
bases in OK . Using this, in [Kovács and Pethő (1991)] a characterization was
given for the bases of all canonical number systems of OK . By Theorem 11.1.2
it suffices to deal with the case when OK has a canonical number system.

Theorem 11.1.4 Suppose that K is effectively given and that OK has a canon-
ical number system. There exist α1, . . . , αt ∈ OK , n1, . . . , nt ∈ Z and finite sub-
sets N1, . . . ,Nt of Z, which are all effectively computable, such that {α,N (α)}
is a canonical number system in OK if and only if α = αi − h for some integers
i, h with 1 ≤ i ≤ t and either h ≥ ni or h ∈ Ni.

This implies that if there is at least one canonical number system in OK then
there are infinitely many ones. Further, up to translation by rational integers
there are only finitely many canonical number systems in OK . Using Theorem
9.1.5, we prove that the number of such canonical number systems can be
estimated from above by a bound depending only on the degree d of K. More
precisely, we have the following.

Theorem 11.1.5 Up to translation by rational integers there are at most
25d2+1 elements α ∈ OK such that {α,N (α)} is a canonical number system
in OK .

We note that this theorem is new, not yet published.

11.1.2 Proofs

Keeping the notation of the previous subsection, let again K be an algebraic
number field of degree d with ring of integers OK . We recall that {1, α, . . . , αd−1}

is a power integral basis of OK if and only if OK = Z[α].
To prove Theorem 11.1.2 we need the following two lemmas.

Lemma 11.1.6 If {α,N (α)} is a canonical number system in OK then OK =

Z[α].

Proof Let {α,N (α)} be a canonical number system in OK and let f (X) =

Xd + pd−1Xd−1 + · · ·+ p0 be the minimal polynomial of α over Z. Then every γ ∈
OK has a unique representation in the form (11.1.1) with a0, . . . , ak ∈ N (α).
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Putting B(X) = akXk + ak−1Xk−1 + · · · + a0, there is a uniquely determined
polynomial B0(X) of degree at most d − 1 with integral coefficients such that

B(X) ≡ B0(X) (mod f (X)).

This implies that γ = B0(α) which proves our lemma. �

Lemma 11.1.7 Assume that OK = Z[α] for some α ∈ OK and that the mini-
mal polynomial f (X) = Xd + pd−1Xd−1 + · · · + p0 of α over Z has the property
1 ≤ pd−1 ≤ · · · ≤ p0 with p0 ≥ 2. Then {α,N (α)} is a canonical number
system in OK .

Proof By assumption, every γ ∈ OK can be written in the form γ = u0 +

u1α+ · · ·+ ud−1α
d−1 with suitable integers u0, . . . , ud−1. Let g(X) = ud−1Xd−1 +

· · ·+u1X+u0. There exists a polynomial t(X) with suitable non-negative integer
coefficients such that g(X)+t(X) f (X) = v0 +v1X+· · ·+vmXm with non-negative
integers v0, . . . , vm. Then γ = g(α) = v0 + v1α + · · · + vmα

m.
Consider an arbitrary representation γ = v0 + v1α + · · · + vmα

m, where
v0, . . . , vm are non-negative integers. We may assume here that m ≥ d + 1.
Let T (γ, v) := v0 + v1 + · · · + vm. For γ , 0, this is a positive integer. Since
p0 ≥ 2, we have v0 = r0 + Lp0 with some r0 ∈ N (α) and non-negative integer
L. Then, putting pd = 1, we get

γ = γ + L · (α − 1)P(α)

= r0 +

d∑
i=1

(vi − Lpi + Lpi−1)αi + (vd+1 + L)αd+1 + · · · + vmα
m

= v∗0 + v∗1α + · · · + v∗mα
m

with non-negative integers v∗0, . . . , v
∗
m such that v∗0 = r0. Let γ1 = v∗1 + v∗2α +

· · · + v∗mα
m−1. Then 0 ≤ T (γ1, v∗) = T (γ, v) − v∗0 ≤ T (γ, v) and γ = r0 + β1α.

By repeating this procedure we get γ1 = r1 + γ2α, γ2 = r2 + γ3α, . . . , where
ri ∈ N (α) for each i ≥ 0, T (γ, v) ≥ T (γ1, v) ≥ · · · and T (γi, v) = T (γi+1, v)
only if ri = 0. Since {T (γk, α)} is a monotone non-increasing sequence of non-
negative integers, for a suitable integer M we have T (γk, v) = T (γk+1, v) for
k ≥ M. Consequently, rk = 0 and γk = γk+1α if k ≥ M. So αi divides γM

in OK and hence NK/Q(α)i divides NK/Q(γM) in Z for every integer i ≥ 1.
But by assumption |NK/Q(α)| = p0 ≥ 2, thus it follows that γM = 0 and so
γ = r0 + r1α + · · · + rM−1α

M−1 with r0, . . . , rM−1 ∈ N (α). Further, by Remark
11.1.1, this representation is unique. This completes the proof. �

Proof of Theorem 11.1.2 If {α,N (α)} is a canonical number system in OK

then, by Lemma 11.1.6, OK = Z[α] holds, i.e.
{
1, α, . . . , αd−1

}
is a power inte-

gral basis of OK with d = [K : Q].
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Conversely, suppose that α generates a power integral basis of OK , and let
f (X) = Xd + pd−1Xd−1 + · · · + p0 ∈ Z[X] be the minimal polynomial of α over
Z. Then for every large integer N we have

fN(X) := f (X + N) = Xd + bd−1Xd−1 + · · · + b0 ∈ Z[X]

such that 1 ≤ bs ≤ bs−1 for s = 1, . . . , d − 1 and b0 ≥ 2. But, for β = α − N,
fN(β) = 0 and

{
1, β, . . . , βd−1

}
is also a power integral basis of OK . Hence, by

Lemma 11.1.7, {β,N (β)} is a canonical number system in OK . �

In the proof of Theorem 11.1.4 we need again several lemmas. As above,
K denotes an algebraic number field of degree d with ring of integers OK . We
denote by σ1, . . . , σd the Q-isomorphisms of K into C, and put β( j) := σ j(β)
for β ∈ K, K( j) := σ j(K), O( j)

K := σ j(OK).

Lemma 11.1.8 Let {β,N (β)} be a canonical number system in OK . Then
|β( j)| > 1 for j = 1, . . . , d.

Proof First suppose that |β( j)| = 1 for some j. Then
(
β( j)

)−1
is equal to the

complex conjugate of β( j). Hence
(
β( j)

)−1
, and so β−1 is an algebraic integer.

But then β is a unit in OK , whence |NK/Q(β)| = 1 which is impossible because
{β,N (β)} is a canonical number system.

Next suppose that |β( j)| < 1 for some j. Every γ ∈ OK has a representation
of the form

γ = a0 + a1β + · · · + akβ
k with ai ∈ N (β) for i = 0, . . . , k.

Then

|γ( j)| ≤
A

1 − |β( j)|
,

where A := |NK/Q(β)| − 1 ≥ 1. But this is impossible because O( j)
K has elements

in absolute value larger than A/(1 − |β( j)|). This completes the proof. �

Lemma 11.1.9 Let β ∈ OK be of degree d over Q such that |β( j)| > 1 for
j = 1, . . . , d. Put A := |NK/Q(β)| − 1. Then for every γ ∈ Z[β] and every integer
k ≥ 1 there exist a0, . . . , ak−1 ∈ N (β) and γ′ ∈ Z[β] such that

γ =

k−1∑
i=0

aiβ
i + γ′βk (11.1.2)

and

|γ′( j)| <
|γ( j)|

|β( j)|k
+

A
|β( j)| − 1

for j = 1, . . . , d. (11.1.3)
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Proof Let Xd + bd−1Xd−1 + · · · + b0 be the minimal polynomial of β over Z.
Then |b0| = |NK/Q(β)|. Let γ ∈ Z[β]. The assertion (11.1.2) is trivial for k = 1.
Assume that it holds for some k ≥ 1, i.e

γ =

k−1∑
i=0

aiβ
i + γkβ

k, (11.1.4)

where ai ∈ N (β) for i = 0, . . . , k−1 and γk ∈ Z[β]. Then there are c0, . . . , cd−1 ∈

Z such that

γk = c0 + c1β + · · · + cd−1β
d−1.

Let a ∈ N (β) with a ≡ c0 (mod |b0|) and h = (c0 − a)/b0. Then we have

γk = γk − h(b0 + b1β + · · · + bd−1β
d−1 + βd)

= a + (c1 − hb1)β + · · · + (cd−1 − hbd−1)βd−1 − hβd

= a + βγk+1

with some γk+1 ∈ Z[β]. Inserting this into (11.1.4), we get (11.1.4) with k
replaced by k + 1. This proves (11.1.2) for any γ ∈ Z[β]. Finally, (11.1.3)
easily follows from (11.1.2) by taking the conjugates of (11.1.2) and deducing

|γ′( j)| ≤
|γ( j)|

|β( j)|k
+

1
|β( j)|k

k−1∑
i=0

|ai||β
( j)|i for j = 1, . . . , d.

This immediately implies (11.1.3). �

Lemma 11.1.10 Let β ∈ OK and A := |NK/Q(β)| − 1. Then {β,N (β)} is a
canonical number system in OK if and only if

(i) |β( j)| > 1 for j = 1, . . . , d,

(ii) Z[β] = OK ,

(iii) every γ ∈ OK with

|γ( j)| ≤
A

|β( j)| − 1
for j = 1, . . . , d (11.1.5)

has a representation of the form

γ = a0 + a1β + · · · + akβk with ai ∈ N (β) for i = 0, . . . , k.

Proof The necessity of (i) follows from Lemma 11.1.8, and the necessity of
(ii) and (iii) is obvious.

We prove now the sufficiency of (i), (ii) and (iii). Let γ ∈ OK . Then by (ii)
we have γ ∈ Z[β]. By (i) there exists for any ε > 0 an integer k = k(ε) for
which

|γ( j)| < ε|β( j)|k for j = 1, . . . , d.
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By Lemma 11.1.9 there are a0, . . . , ak−1 in N (β) such that

γ =

k−1∑
i=0

aiβ
i + γkβ

k (11.1.6)

and

|γ
( j)
k | ≤

|γ( j)|

|β( j)|k
+

A
|β( j)| − 1

< ε +
A

|β( j)| − 1
for j = 1, . . . , d.

For ε = 1, this inequality has only finitely many solutions in γk. Consequently,
we can choose ε so small that, for a corresponding k,

|γ
( j)
k | ≤

A
|β( j)| − 1

, j = 1, . . . , d

holds. By (iii) and (11.1.6) we get the desired representation of γ. Lemma
11.1.10 is proved. �

For the proof of Theorem 11.1.4 we need a further characterization. Denote
by r2 the number of pairs of non-real conjugates of K.

Lemma 11.1.11 Keep the notation of Lemma 11.1.10 and put

C1 :=

2r2+1(A + 1)
|DK/Q(β)|1/2

√√√ d∑
j=1

(
1

|β( j)| − 1

)2 (
d β

d
) d−1

2


d

,

C2 := max
1≤ j≤d

[
log(A + 1)
log |β( j)|

]
+ 1.

Then {β,N (β)} is a canonical number system in OK if and only if (i), (ii) from
Lemma 11.1.10 hold and if moreover
(iv) ∑k−1

i=0 aiβ
i

βk − 1
< OK

holds for each integer k with

0 < k ≤ C1C2 (11.1.7)

and for each a0, . . . , ak−1 ∈ N (β) with ai , 0 for at least one i ∈ {0, . . . , k−1}.

It is easy to check that both factors C1 and C2 are greater than 1.

Proof In the proof of Lemma 11.1.10 we have seen that (i) and (ii) are neces-
sary conditions for {β,N (β)} to be a canonical number system in OK . Assume
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now that {β,N (β)} is a canonical number system in OK and that there exists
an integer k > 0 with (11.1.7) and ai ∈ N (β) for i = 1, . . . , k − 1, such that

0 , γ =

∑k−1
i=0 aiβ

i

βk − 1
∈ Z[β].

Then

−γ =

k−1∑
i=0

aiβ
i − γβk. (11.1.8)

But −γ can be represented in the form

−γ = b0 + b1β + · · · + bhβ
h, with bi ∈ N (β) for i = 1, . . . , h.

Inserting this into the right-hand side of (11.1.8), we get a second finite rep-
resentation of −γ in {β,N (β)} which is not allowed. Hence assumption (iv) is
indeed necessary.

To prove the sufficiency of (iv), it is enough to show that, subject to the
conditions (i) and (ii), each γ ∈ OK with

|γ( j)| ≤
A + 1
|β( j)| − 1

for j = 1, . . . , d (11.1.9)

has a representation in {β,N (β)}.
Let K(1), . . . ,K(r1) be the images of the real embeddings, and K(r1+1),K(r1+1),

. . .,K(r1+r2),K(r1+r2) the images of the complex conjugate pairs of complex em-
beddings of K, where r1 + 2r2 = d. Then (11.1.9) implies that

|γ( j)| ≤
A

|β( j)| − 1
for j = 1, . . . , r1,

|Re γ(r1+ j)|, |Im γ(r1+ j)| ≤
A + 1
|β( j)| − 1

for j = 1, . . . , r2.

 (11.1.10)

Write γ = c0 + c1β + · · · + cd−1β
d−1 with ci ∈ Z for i = 0, . . . , d − 1. Using

Cramer’s rule and Hadamard’s inequality, one can see that the number of so-
lutions of (11.1.10) in c0, c1, . . . , cd−1, and so the number of γ ∈ OK satisfying
(11.1.9) is bounded above by C1.

Let γ ∈ OK satisfying (11.1.9). Choose k so that k = C2. Then (11.1.7) holds
and

|γ( j)|

|β( j)|k
≤

A + 1
|β( j)|k(|β( j)| − 1)

≤
1

|β( j)| − 1
for j = 1, . . . , d.

By Lemma 11.1.9 there are a0, . . . , ak−1 ∈ N (β) and γ1 ∈ OK such that

γ =

k−1∑
i=0

aiβ
i + γ1β

k
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and γ1 satisfies (11.1.9). Repeating the application of Lemma 11.1.9 to γ1,
γ2, . . . instead of γ we get a sequence γ, γ1, γ2, . . . of elements of OK with
(11.1.9). This procedure either terminates with γi′ = 0 for some i′, and then
the lemma is proved, or will be periodic. If it is periodic, then we may assume
that it is purely periodic, i.e.

γ = a0 + a1β + · · · + ah−1β
h−1 + γβh (11.1.11)

holds with ai ∈ N (β) for i = 0, . . . , h − 1 and h ≤ C1C2. At least one of ai is
non-zero because otherwise β would be a root of unity. Now (11.1.11) implies
that

−γ = (a0 + a1β + · · · + ah−1β
h−1)/(βh − 1) ∈ OK

which contradicts condition (iv). This completes the proof of Lemma 11.1.11.
�

In the next two lemmas we assume that the number field K is effectively
given.

Lemma 11.1.12 Assume that OK = Z[α] for some α ∈ OK . If α is effec-
tively given in K then there is an effectively computable N0 ∈ Z such that
{α − N,N (α − N)} is a canonical number system in OK for all N ≥ N0.

Proof Since by assumption α is effectively given, its minimal polynomial
over Z, denoted by f (X) = Xd + ad−1Xd−1 + · · ·+ a0, is effectively computable.
For an integer N > 0, let f (X + N) = Xd + bd−1(N)Xd−1 + · · · + b0(N). The
bi(N) are polynomials in N and there is an effectively computable integer N0

such that

1 ≤ bd−1(N) ≤ · · · ≤ b0(N) and b0(N) ≥ 2 for N ≥ N0.

Applying now Lemma 11.1.7 to f (X + N), it follows that {α − N,N (α − N)}
is a canonical number system if N ≥ N0. �

Lemma 11.1.13 Assume that OK = Z[α] for some α ∈ OK . If α is effec-
tively given in K then there exists an effectively computable M0 ∈ Z such that
{α + M,N (α + M)} is a canonical number system in OK for all M > M0.

Proof Let f (X) be as in the proof of Lemma 11.1.12. Let M > 0 be an integer
and f (X − M) = Xd + Cd−1(M)Xd−1 + · · · + C0(M). Then C0(M) = f (−M),
hence there exists an effectively computable M0 ∈ Z such that |C0(M)| is
strictly decreasing (strictly increasing if d is even) for M ≥ M0. This means
that |C0(M)| ≥ 2 and |C0(M)| ∈ N (α + M + 1) if M ≥ M0. Further, we have

|C0(M)|
(α + M + 1) − 1

=
|C0(M)|
α + M

∈ OK
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and so, by Lemma 11.1.11, {α + M + 1,N (α + M + 1)} is not a canonical
number system. �

Proof of Theorem 11.1.4 Suppose that K is effectively given and that there
is a canonical number system {α,N (α)} in OK . Then, by Lemma 11.1.6,
{1, α, . . . , αd−1

}
is an integral basis of OK . Further, it follows from Corollary

6.2.5 that there are effectively computable elements α1, . . . , αt in OK such that
α = αi + h for some i with 1 ≤ i ≤ t and some rational integer h.

Let i be fixed with 1 ≤ i ≤ t. By Lemma 11.1.13 one can effectively deter-
mine an integer Mi such that {αi + M,N (αi + M)} is not a canonical num-
ber system for every integer M > Mi. On the other hand, it follows from
Lemma 11.1.12 that there is an effectively computable integer Ni such that
{αi + N,N (αi + N)} is a canonical number system for all integers N ≤ Ni. Fi-
nally, by Lemma 11.1.11 it is possible to decide for every integer m with Ni <

m ≤ Mi whether {αi + m,N (αi + m)} is a canonical number system. Denoting
by Ni the set of those m for which Ni < m ≤ Mi and {αi + m,N (αi + m)} is a
canonical number system and taking ni = −Ni, Ni and ni satisfy the assertion
of Theorem 11.1.4 which completes the proof.

�

Proof of Theorem 11.1.5 If {α,N (α)} is a canonical number system in OK ,
then by Lemma 11.1.6

{
1, α, . . . , αd−1

}
is a power integral basis of OK . But

Theorem 9.1.5 implies that up to translation by rational integers the number of
such α is at most 25d2+1. This proves our theorem. �

11.1.3 Notes
• Let K be an algebraic number field, and OK its ring of integers. Theorem 11.1.4 makes
it possible, at least in principle, to determine all canonical number systems in OK . Com-
bining their method of proof with Corollary 6.2.5, Kovács and Pethő [Kovács and Pethő
(1991)] gave an algorithm for deciding whether {β,N (β)} is a canonical number sys-
tem. Brunotte [Brunotte (2001)] considerably improved their procedure. This provided
an efficient algorithm for finding all such number systems, provided that one has an effi-
cient algorithm for determining all power integral bases in OK . As was seen in Chapter
7, such an algorithm is known if the degree of K is at most 6 and the discriminant is
not large in absolute value. Combining the results of [Gaál and Schulte (1989)] and the
enumeration technique of [Fincke and Pohst (1983)] with their Theorem 11.1.4, Kovács
and Pethő [Kovács and Pethő (1991)] computed all but one classes of bases of canoni-
cal number systems in the rings of integers of totally real cubic fields with discriminant
≤ 564. For complete determination of canonical number systems in some other cubic
and some quartic number fields, see [Körmendi (1986)], [Brunotte (2001)], [Akiyama,
Brunotte and Pethő (2003)], [Pethő (2004)], [Brunotte, Huszti and Pethő (2006)] and
the references given there.

• Kovács and Pethő [Kovács and Pethő (1991)] proved their Theorem 11.1.4 in a more
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general form, for orders of OK instead of OK . Further, they generalized the concept of
canonical number systems to arbitrary integral domains.

Let A be an integral domain, α an element of A and N = {n1, . . . , nm} a finite subset
of Z. They called {α,N } a number system in A if any γ ∈ A can be uniquely represented
as

γ = a0 + a1α + · · · + akα
k with ai ∈ N for i = 0, . . . , k and ak , 0 if k > 0.

If the characteristic of A is a prime p, then we may identify any n ∈ Z with n1 ∈ A,
where 0 ≤ n1 < p and 1 is the identity element of A. Hence, in this case we may assume
without loss of generality that N ⊆ {0, . . . , p − 1}.

We denote by Fp the finite field with p elements, where p is a prime. The following
theorems were proved in [Kovács and Pethő (1991)].

Theorem 11.1.14 In A there exists a number system if and only if

(i) A = Z[α] for some α algebraic over Q, if charA = 0,
(ii) A = Fp[x], where x is transcendental over Fp, if charA = p for some prime p.

This theorem generalizes a result of [Kovács (1989)], where integral domains with
some special number systems were characterized.

If charA = p > 0, then A = Fp[x] and, in this case, all number systems can be
described.

Theorem 11.1.15 {α,N } is a number system in Fp[x] if and only if α = a0 + a1 x,
where a0, a1 ∈ Fp, a1 , 0 and N = {0, 1, . . . , p − 1}.

• Let f (X) ∈ Z[X] be a monic polynomial of degree d and put p0 = f (0). If for every
A(X) ∈ Z[X] there exist 0 ≤ a j < |p0|, j = 0, . . . , k, such that

A(X) ≡
k∑

j=0

a jX j (mod f (X)),

then f (X) is called a CNS polynomial. This notion which was introduced in [Pethő
(1991)] is a natural generalization of the CNS in number fields by taking for f (X) the
minimal polynomial of the base of a CNS. The CNS concept was further generalized
in [Akiyama, Borbély, Brunotte, Pethő and Thuswalder (2005)] to shift radix systems
(SRS) as follows: For r ∈ Rd let τr : Zd → Zd be the mapping defined by τr(a) =
(a2, . . . , ad,−br · ac) for a = (a1, . . . , ad) ∈ Zd, where r · a denotes the scalar product of
r and a. The mapping τr is called SRS with finiteness property if for every a ∈ Zd there
exists an integer k ≥ 0 such that τk

r(a) = 0. In [Akiyama et al. (2005)] it was proved
among others that f (X) = Xd + pd−1Xd−1 + · · · + p0 ∈ Z[X] is a CNS polynomial if and
only if τr is a SRS with finiteness property for r =

(
1
p0
,

pd−1
p0
, . . . , p1

p0

)
.

SRS is a common generalization of many numeration concepts, see [Kirschenhofer
and Thuswaldner (2014)]. Moreover, as a quite simple discrete dynamical system, it
makes it possible to study properties of such systems as well as the tilings associated
with them, see [Barat, Berthé, Liardet and Thuswaldner (2006)].
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11.2 The number of generators of an OS -order

For commutative rings A ⊂ B, we denote by r(B, A) the least number of el-
ements of B that generate B as an A-algebra, i.e., the minimal number r for
which there exist α1, . . . , αr such that B = A[α1, . . . , αr]. As was already men-
tioned in Subsection 8.4.2, Pleasants [Pleasants (1974)] gave, for number fields
K ⊂ L, an explicit formula which enables one to compute a positive integer
m(OL,OK) such that

m(OL,OK) ≤ r(OL,OK) ≤ max {m(OL,OK), 2} .

Together with Corollary 8.4.13, this provides an algorithm for determining the
least number of elements of OL that generate OL as an OK-algebra.

In this section we generalize part of Pleasants’ results to the following set-
ting. Let K be an algebraic number field, S a finite set of places of K containing
all infinite places, Ω a finite étale K-algebra, andO an OS -order of Ω. Suppose
that K, S ,Ω and O are all effectively given in the sense of Section 3.7. In par-
ticular, this means that O is given by a finite set of OS -module generators. We
agree here that an element α of O is given/can be computed effectively, if it is
given/can be computed as an OS -linear combination of the given OS -module
generators of O.

For a place v ∈ MK \ S , we define the local ring, maximal ideal and residue
class field

Av := {x ∈ K : |x|v ≤ 1}, pv := {x ∈ K : |x|v < 1}, kv := Av/pv.

Further, we define the localization of O at v, Ov := AvO. We prove the follow-
ing result.

Theorem 11.2.1 One can effectively compute

m(O,OS ) := max
v∈MK\S

r(Ov, Av).

Further, one can effectively compute α1, . . . , αh, where h := max{2,m(O,OS )},
such that O = OS [α1, . . . , αh].

Apart from the effectivity, this is a special case of Theorem 5.7 of [Krav-
chenko, Mazur and Petrenko (2012)]. The authors attribute the basic idea of
their proof to H.W. Lenstra. The authors did not make an explicit statement
on the effective computability of α1, . . . , αh but their proof is easily seen to be
constructive. Below we give the proof of Kravchenko et al., specialized to our
situation.

Recall that by Corollary 8.4.7 one can decide whether there is α such that
O = OS [α] and if so, compute such α. Assume O is not monogenic over OS .
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Then since clearly r(O,OS ) ≥ r(Ov, Av) for all v ∈ MK \ S , the quantity h in
Theorem 11.2.1 gives the right value for r(O,OS ). This leads at once to the
following.

Theorem 11.2.2 One can effectively compute r(O,OS ). Further, if r(O,OS ) =

r, one can effectively compute α1, . . . , αr such that O = OS [α1, . . . , αr].

It already follows from Pleasants’ result [Pleasants (1974)] mentioned above
in combination with Corollary 8.4.7 that if L is a finite extension of K then
r(OL,OK) can be computed effectively. Pleasants did not explicitly make the
observation that one can effectively compute α1, . . . , αr with r = r(OL,OK)
such that OL = OK[α1, . . . , αr], but his proof can be made constructive.

The proof of Theorem 11.2.1 requires some lemmas. We frequently use
the algorithmic results mentioned in Section 3.7 without explicitly mention-
ing them.

For v ∈ MK \ S , we define the quotient order Ov := Ov/pvOv. This is a
finite dimensional kv-algebra. For α ∈ Ov, we denote by α the corresponding
element α mod pvOv in Ov.

Lemma 11.2.3 Let α1, . . . , αs ∈ Ov be such that Ov = kv[α1, . . . , αs]. Then
Ov = kv[α1, . . . , αs].

Proof Since Av is a principal ideal domain, Ov is free as an Av-module. Let
{ω1, . . . , ωn} be an Av-basis ofOv. Our assumption onOv implies that there are
polynomials Pi ∈ Av[X1, . . . , Xs] such that

ωi − Pi(α1, . . . , αs) ∈ pvOv for i = 1, . . . , n.

Let θi := Pi(α1, . . . , αs) for i = 1, . . . , n. Let π be a generator of pv. Then there
are ai j ∈ Av such that

θi = ωi + π

n∑
j=1

ai jω j for i = 1, . . . , n.

This shows that θ1, . . . , θn are expressible as Av-linear combinations ofω1,. . .,ωn

with coefficient matrix in GL(n, Av). Hence {θ1, . . . , θn} is also an Av-basis of
Ov. This implies the lemma. �

Lemma 11.2.4 Let v ∈ MK \ S be effectively given. Then one can effectively
compute r(Ov, Av). Moreover, if r(Ov, Av) = r, one can effectively compute
α1, . . . , αr with Ov = Av[α1, . . . , αr].

Proof By the previous lemma, it suffices to determine the smallest r such that
Ov is generated by r elements as a kv-algebra, and to determine such a system
of r generators.
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The assumption that v is effectively given, means that a set of OK-module
generators is given for the prime ideal p of OK corresponding to v. This allows
to compute a full system of representatives R for kv � OK/p. Further, for any
two given elements of OK one can decide whether their difference is in p, i.e.,
whether they represent they same class in kv. We use the elements from R to
represent the elements from kv and to perform the arithmetic operations in kv.

Let {ω1, . . . , ωs} be the given set of OS -module generators of O. Then Ov

is generated as a kv-vector space by ω1, . . . , ωs. Using linear algebra, one
can effectively select from this set a kv-basis for Ov, say {ω1, . . . , ωn}. Then
the elements of Ov can be represented uniquely as kv-linear combinations of
ω1, . . . , ωn.

Notice that every element α of Ov is a zero of a polynomial from kv[X] of
degree at most n. Hence if α1, . . . , αr are given elements ofOv, then the algebra
kv[α1, . . . , αr] is generated as a kv-vector space by the monomials

∏n
i=1 αi

ki

with ki ∈ Z, 0 ≤ ki < n for i = 1, . . . , r. So to check whether kv[α1, . . . , αr] =

Ov, it suffices to verify if among the monomials mentioned above there are n
linearly independent ones. This is done by straightforward linear algebra.

Now to compute the minimal number r of generators needed to generate
Ov as a kv-algebra, and to compute a set of r generators, it clearly suffices to
check, for all r ≤ n and all α1, . . . , αr ∈ Ov, whether Ov = kv[α1, . . . , αr].
This requires only a finite computation, since Ov is finite. This proves Lemma
11.2.4. �

Lemma 11.2.5 For any effectively given finite set of places T ⊃ S of K and
elements αv ∈ Ov (v ∈ T \ S ), one can effectively determine α ∈ O with
α − αv ∈ pvOv for v ∈ T \ S .

Proof Let {ω1, . . . , ωs} be the given set of OS -module generators of O. For
v ∈ T \ S one can compute xiv ∈ Av (i = 1, . . . , s) such that αv =

∑s
i=1 xivωi.

Using an algorithmic version of the Chinese Remainder Theorem (see Section
3.7), one can compute xi ∈ OS with xi ≡ xiv mod pv for v ∈ T \S , i = 1, . . . , s.
Then α :=

∑s
i=1 xiωi satisfies the requirements of the lemma. �

Lemma 11.2.6 Let α ∈ O with K[α] = Ω. Then there is a finite set of places
T ⊃ S of K such that Ov = Av[α] for v ∈ MK \ T. Given α, this set can be
determined effectively.

Proof Let [Ω : K] = n and let {ω1, . . . , ωs} be the set of OS -module gen-
erators by which O is given. Then we can compute xi j ∈ K such that ωi =∑n−1

j=0 xi jα
j. By investigating the prime ideal factorizations of the xi j, we can

determine a finite set of places T ⊃ S such that xi j ∈ Av for v ∈ MK \ T and all
i, j. Then clearly, Ov = Av[α] for v ∈ MK \ T . �
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Proof of Theorem 11.2.1 We can effectively determine α ∈ Ω with Ω = K[α],
and after multiplying this with a non-zero element of OS , which we can com-
pute, we can arrange that α ∈ O. By Lemma 11.2.6, we can effectively compute
a finite set of places T ⊃ S such that Ov = Av[α] for v ∈ MK \ T . Now clearly,
r(Ov, Av) = 1 for v ∈ MK \ T and by Lemma 11.2.4, we can compute r(Ov, Av)
for v ∈ T \ S . This allows us to compute m(O,OS ).

Let h := max{2,m(O,OS )}. Choose w ∈ MK \ T . By Lemma 11.2.4 we can
compute, for each v ∈ T \S , a tuple α1v, . . . , αhv such thatOv = Av[α1v, . . . , αhv]
for v ∈ T . Using Lemma 11.2.5 we can compute α1 ∈ O such that

α1 − α1v ∈ pvOv for v ∈ T \ S , α1 − α ∈ pwOw.

Then by Lemma 11.2.3 we have Ov = Av[α1, α2v, . . . , αhv] for v ∈ T \ S and
Ow = Aw[α1]. The latter enforces that Ω = K[α1]. Choosing αiv = α for
i = 2, . . . , h, v ∈ MK \ T , we get in fact Ov = Av[α1, α2v, . . . , αhv] for all
v ∈ MK \ S . It is at this point that we have to use h ≥ 2.

Since K[α1] = Ω and α1 ∈ O, we can compute, in view of Lemma 11.2.6, a
finite set of places T ′ ⊃ S , such that Ov = Av[α1] for v ∈ MK \ T ′. By Lemma
11.2.5, we can compute α2, . . . , αh ∈ O such that αi−αiv ∈ pvOv for v ∈ T ′ \S ,
i = 2, . . . , h. Then Lemma 11.2.3 yields Ov = Av[α1, α2, . . . , αh] for v ∈ T ′ \ S .
This is clearly also true for v ∈ MK \ T ′, so for all v ∈ MK \ S .

The final step of the proof is to apply Proposition 2.9.1, leading to O =

OS [α1, . . . , αh]. �

11.2.1 Notes
We call an OS -orderO of Ω exceptional over OS if m(O,OS ) = 1 but r(O,OS ) = 2. The
condition m(O,OS ) = 1 can be interpreted otherwise as follows. Recall that if α ∈ O
and Ω = K[α], then the index ideal of α with respect to O is given by

IO(α) := [O : OS [α] ]OS

(see (2.9.3) and (5.3.6)). We call a prime ideal of OS a common index divisor of O
over OS if it divides IO(α) for every α ∈ O with K[α] = Ω. Notice that if for some
v ∈ MK \ S , α ∈ Ov we have Ov = Av[α], then after multiplying α with a suitable
element of A∗v we can arrange that α ∈ O. Hence r(Ov, Av) = 1 if and only if there exists
α ∈ O with Ov = Av[α] and by (2.9.4), the latter holds if and only if the prime ideal
of OS corresponding to v is not a common index divisor of O. That is, m(O,OS ) = 1 if
and only if O has no common index divisors over OS .

Hall [Hall (1937)] constructed infinitely many cubic number fields L such that OL
is exceptional over Z, that is, OL has no common index divisors over Z but OL is not
monogenic. Pleasants [Pleasants (1974)] extended this to number fields of arbitrarily
large degree. For instance, in his paper he shows that for every n > 2 such that n + 1 is a
prime, there are infinitely many integers D such that the ring of integers of L := Q( n√D)
is exceptional over Z.
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12
A brief overview of the basic finiteness theorems

We give a brief overview of the basic finiteness theorems, in their simplest
qualitative and ineffective form, for binary forms of given discriminant or given
invariant order. These theorems will be proved in a more precise, effective and
quantitative form in the subsequent chapters. We start with some definitions.

Let F = a0Xn + a1Xn−1Y + · · · + anYn be a binary form of degree n ≥ 1 with
coefficients in a field K. We can factor F over a finite extension of K as

F(X,Y) =

n∏
i=1

(βiX − αiY),

say. Then the discriminant of F is given by

D(F) :=


∏

1≤i< j≤n

(αiβ j − α jβi)2 if n ≥ 2,

1 if n = 1.
(12.1)

The discriminant D(F) can be expressed otherwise by means of the determi-
nantal formula (1.4.5). So D(F) is a homogeneous polynomial of degree 2n−2
in Z[a0, . . . , an].

For U =
( a b

c d
)

with entries in K we define the binary form FU by

FU(X,Y) := F(aX + bY, cX + dY).

Then from (12.1) one deduces at once

D(λFU) = λ2n−2(det U)n(n−1)D(F) (12.2)

for any λ ∈ K and 2 × 2-matrix U with entries in K.
Now let A be a subring of K. Two binary forms F1, F2 ∈ K[X,Y] are called

GL(2, A)-equivalent, if there exist a unit ε ∈ A∗ and a matrix U ∈ GL(2, A)
such that

F2 = ε(F1)U .

269
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In this case we clearly have

D(F2) = ηD(F1) for some η ∈ A∗. (12.3)

Let K be a field of characteristic 0 and F ∈ K[X,Y] a binary form of de-
gree n ≥ 3 with non-zero discriminant D(F). We define a finite étale K-algebra
Ω(F) and a zero (αF , βF) ∈ Ω(F) × Ω(F) associated with F as follows. Write
F = F1 · · · Fq where F1, . . . , Fq ∈ K[X,Y] are pairwise non-proportional irre-
ducible binary forms in K[X,Y]. For i = 1, . . . , q, let Li = K, αi = 1, βi = 0 if
Fi = cY with c ∈ K∗, and Li = K(θi), αi = θi, βi = 1 if Fi(1, 0) , 0 where θi is
a zero of Fi(X, 1). Then put

Ω(F) := L1 × · · · × Lq, α := (α1, . . . , αq), β := (β1, . . . , βq).

We call Ω(F) the finite étale K-algebra associated with F. It is easy to see that
[Ω(F) : K] = deg F.

Now let A be an integrally closed integral domain with quotient field K. and
let F ∈ A[X,Y] be a binary form of degree n ≥ 3. Let Ω(F), α, β be as above.
It is shown in Chapter 16 that there are unique ω1, . . . , ωn ∈ Ω(F) such that

αF(X,Y) = (βX − αY)(ω1Xn−1 + ω2Xn−2Y + · · · + ωnYn−1)

and that the A-module with A-basis {1, ω1, . . . , ωn−1} is an A-order of Ω(F), the
invariant A-order of F. It is further shown in Chapter 16 that

DΩ(F)/K(1, ω1, . . . , ωn−1) = D(F)

and moreover, that GL(2, A)-equivalent binary forms in A[X,Y] of non-zero
discriminant have isomorphic invariant A-orders. In case that F(1, 0) = 1, the
invariant A-order of F is isomorphic to A[X]/(F(X, 1)).

Now let K be an algebraic number field, S a finite set of places of K con-
taining the infinite places, δ a non-zero element of OS and n an integer ≥ 3.
Consider the discriminant equation

D(F) ∈ δO∗S in binary forms F ∈ OS [X,Y] of degree n. (12.4)

It is clear from (12.3) that the set of binary forms with (12.4) is a union of
GL(2,OS )-equivalence classes. We have the following result.

Theorem 12.1 The binary forms F ∈ OS [X,Y] with (12.4) lie in only finitely
many GL(2,OS )-equivalence classes.

Proof This was first proved in [Birch and Merriman (1972)] and, in a more
precise effective form in [Evertse and Győry (1991a)]. �
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More precisely, Evertse and Győry proved that every binary form F ∈ OS [X,Y]
with (12.4) is GL(2,OS )-equivalent to a binary form F∗ whose height is bounded
above by an explicit quantity depending only on K, S , n and the S -norm NS (δ)
(see (3.4.1)).

One immediately obtains the following corollary.

Corollary 12.2 Let O be an OS -order of a finite étale K-algebra Ω with
[Ω : K] ≥ 2. Then there are only finitely many GL(2,OS )-equivalence classes
of binary forms F ∈ OS [X,Y] with invariant OS -order isomorphic to O.

Let A be an integrally closed integral domain of characteristic 0 that is
finitely generated as a Z-algebra. Denote by K its quotient field. In Section
17.9 we show that if there is a non-zero b ∈ A such that A/bA is infinite (e.g.,
A = Z[t], b = t) then for every n ≥ 2 there is a non-zero δ ∈ A such that the
binary forms F ∈ A[X,Y] with D(F) ∈ δA∗ lie in infinitely many GL(2, A)-
equivalence classes. That is, Theorem 12.1 can not be extended to arbitrary
finitely generated domains over Z. On the other hand, in Section 17.9 we prove
the following.

Theorem 12.3 Let O be an A-order of a finite étale K-algebra Ω for which
[Ω : K] ≥ 3. Then there are only finitely many GL(2, A)-equivalence classes of
binary forms F ∈ A[X,Y] with invariant A-order isomorphic to O.

In the subsequent chapters we prove various refinements and generalizations
of Theorem 12.1 and Corollary 12.2. In Chapter 13 we develop a reduction
theory for binary forms, going back to Hermite. By combining this with the ef-
fective results for S -unit equations recalled in Section 4.1, we obtain in Chap-
ter 14 a sharpening of the effective result from [Evertse and Győry (1991a)]
on Theorem 12.1. In Chapter 15 we deduce a so-called semi-effective result,
which implies that every binary form F with (12.4) is GL(2,OS )-equivalent to
a binary form whose height is bounded above by a quantity with a very good,
and effectively computable dependence on NS (δ), but with a non-effective de-
pendence on S , n and the splitting field of F. In Chapter 17 we consider, among
other things the binary forms F ∈ OS [X,Y] with invariant OS -order isomor-
phic to a given OS -order O, and give a uniform explicit upper bound for the
number of GL(2,OS )-equivalence classes of those, which depends only on n
and OS hence is independent of O. Here the main tool is Corollary 4.3.4. We
also deduce a result which implies an explicit upper bound for the number of
GL(2,OS )-equivalence classes of binary forms F ∈ OS [X,Y] of degree n ≥ 2
with a given associated finite étale K-algebra that satisfy (12.4). In Chapter
18 we give two applications: one to root separation of polynomials and one to
reduction of hyperelliptic curves.
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Reduction theory of binary forms

We recall some history on reduction theories of binary forms. Lagrange [La-
grange (1773)] was the first to develop a reduction theory for binary quadratic
forms with integer coefficients. His theory was made more precise by Gauss in
his Disquisitiones Arithmeticae [Gauss (1801)]. The theories of Lagrange and
Gauss imply that there are only finitely many GL(2,Z)-equivalence classes
of binary quadratic forms in Z[X,Y] of given discriminant. In fact, their argu-
ments provide an effective method to determine a full system of representatives
for these classes. Hermite [Hermite (1851)] studied binary forms with integer
coefficients of degree larger than 2. He developed an effective reduction theory
for such forms which implies, among other things, that there are only finitely
many GL(2,Z)-equivalence classes of cubic forms in Z[X,Y] of given discrim-
inant. For binary forms in Z[X,Y] of degree larger than 3, Hermite defined
a suitable invariant Ψ(F) for a binary form F and proved that there are only
finitely many GL(2,Z)-equivalence classes of binary forms with a given value
of this invariant. Hermite’s theory was made more precise in [Julia (1917)].
For another account of Hermite’s and Julia’s reduction method, see [Cremona
(1999)]. Humbert [Humbert (1940, 1949)] developed a reduction theory for
binary quadratic forms with coefficients in the ring of integers OK of a number
field K. Finally, Birch and Merriman [Birch and Merriman (1972)] generalized
Hermite’s reduction theory to binary forms of arbitrary degree over OK .

We briefly discuss the contents of this chapter. In Section 13.1 we consider
binary forms with integer coefficients and recall the reduction theory of [Her-
mite (1851)] and [Julia (1917)] for such forms. A consequence of this theory
is that every binary form F ∈ Z[X,Y] of degree n ≥ 4 is GL(2,Z)-equivalent to
a binary form F∗ whose height is effectively bounded above in terms of the in-
variant Ψ(F) mentioned above. In Chapter 14 we give an effective upper bound
for Ψ(F) in terms of n and |D(F)|, using the effective results on unit equations
from Section 4.2. Thus, we show that every binary form F of degree n ≥ 4
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with non-zero discriminant is equivalent to a binary form F∗ whose height is
effectively bounded above in terms of n and |D(F)|. This leads to a method to
effectively determine in principle all binary forms F ∈ Z[X,Y] of given degree
n and discriminant D, up to GL(2,Z)-equivalence.

In Section 13.2 we have listed some auxiliary results from the geometry
of numbers over algebraic number fields. In Section 13.3 we have collected
some estimates for polynomials which are used both in this chapter and the
subsequent chapters. Finally, in Section 13.4 we extend the reduction theory
of Hermite and Julia to binary forms whose coefficients lie in the ring OS of
S -integers of a number field. Here we apply the results from Sections 13.2
and 13.3. Also in Section 13.3 we deduce that every quadratic or cubic form
F ∈ OS [X,Y] with discriminant D(F) , 0 is GL(2,OS )-equivalent to a binary
form whose height is effectively bounded in terms of the S -norm NS (D(F)). In
Chapter 14 we extend this to binary forms of arbitrary degree, by combining
the reduction theory over the S -integers with Theorem 4.1.3.

13.1 Reduction of binary forms over Z

The main tool in our reduction theory is the following well-known result for
quadratic forms.

Lemma 13.1.1 Let F ∈ R[X,Y] be a quadratic form of discriminant D(F) <
0. Then F is GL(2,Z)-equivalent to a quadratic form

F∗ = AX2 + BXY + CY2

with |B| ≤ A ≤ C. We have AC ≤ |D(F)|/3.

A quadratic form F∗ as in Lemma 13.1.1 is said to be reduced.

Proof Denote by A the minimum of all values |F(x, y)| with (x, y) ∈ Z2 and
(x, y) , (0, 0). Since D(F) < 0 this minimum exists and is > 0. Choose (a, c) ∈
Z2 such that |F(a, c)| = A. Clearly, gcd(a, c) = 1. Let (b′, d′) ∈ Z2 such that
ad′−b′c = 1, and define F′(X,Y) := ±F(aX + b′Y, cX + d′Y) where ±F(a, c) =

A. Then F′ = AX2 + B′XY +C′Y2. Next, choose k ∈ Z such that |B′−2kA| ≤ A,
put B := B′ − 2kA and define F∗(X,Y) := F′(X − kY,Y). Then F∗ is GL(2,Z)-
equivalent to F, and F∗ = AX2 + BXY + CY2. Clearly, |B| ≤ A. Further, we
have C > 0 since B2 − 4AC = D(F∗) = D(F) < 0. Also A ≤ C holds, since
|F∗(x, y)| and |F(x, y)| assume the same values on Z2, whence A is the minimum
of |F∗(x, y)| on Z2 \ {(0, 0)}.

Finally, we have 4AC = |D(F)| + B2 ≤ |D(F)| + AC, hence AC ≤ |D(F)|/3.
This proves our lemma. �
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A binary form F ∈ Z[X,Y] is said to be (ir)reducible if it is (ir)reducible
over Q.

Proposition 13.1.2 Let F ∈ Z[X,Y] be a quadratic form of discriminant
D(F) , 0. Then F is GL(2,Z)-equivalent to a quadratic form F∗ such that

(i) H(F∗) ≤ |D(F)|/3 if D(F) < 0;
(ii) H(F∗) ≤ D(F)/4 if D(F) > 0 and F is irreducible;
(iii) H(F∗) ≤ D(F)1/2 if D(F) > 0 and F is reducible.

Proof (i) Use Lemma 13.1.1, together with the observation that A is a positive
integer, hence ≥ 1.

(ii) Our assumptions imply that |F(x, y)| assumes a minimum A ≥ 1 on
Z2 \ {(0, 0)}. The same argument as in the proof of Lemma 13.1.1 gives that
F is GL(2,Z)-equivalent to a quadratic form F∗ = AX2 + BXY + CY2 with
|B| ≤ A ≤ |C|. We have B2 − 4AC = D(F∗) = D(F) > 0, hence AC < 0. It
follows that |AC| ≤ D(F)/4. Hence H(F∗) = |C| ≤ D(F)/4.

(iii) F is GL(2,Z)-equivalent to F′ = BXY + C′Y2 with B,C′ ∈ Z and
B , 0. Choose an integer k such that |C′ − kB| ≤ |B|/2 and define F∗(X,Y) =

F′(X − kY,Y). Then F∗ is GL(2,Z)-equivalent to F, and F∗ = BXY +CY2 with
|C| = |C′ − kB| ≤ |B|/2. Hence H(F∗) = |B| = D(F∗)1/2 = D(F)1/2. �

In what follows, for a polynomial P with complex coefficients we denote by
P the polynomial obtained by complex conjugating the coefficients of P.

Let F = a0Xn +a1Xn−1Y + · · ·+anYn ∈ Z[X,Y] be a binary form of non-zero
discriminant. We fix a factorization

F = l1 · · · ln (13.1.1)

where l1, . . . , ln are linear forms in X,Y such that l1, . . . , lr have real coeffi-
cients, lr+1, . . . , ln have complex coefficients, and lr+s+i = lr+i for i = 1, . . . , s =

(n − r)/2. Let B = (B1, . . . , Bn) be a tuple of positive reals such that

Br+s+i = Br+i for i = 1, . . . , s, (13.1.2)

and consider the quadratic form

Φ = ΦF,B :=
n∑

i=1

B−2
i li · li. (13.1.3)

It is not difficult to see that Φ is positive definite. The form Φ depends on
the choice of l1, . . . , ln. Notice that if U ∈ GL(2,Z) and if we choose the fac-
torization FU =

∏n
i=1 li,U , then

ΦFU ,B =

n∑
i=1

B−2
i li,U li,U = (ΦF,B)U . (13.1.4)
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Define 
∆i j := det(li, l j) (1 ≤ i, j ≤ n),

M := B1 · · · Bn, R :=

 ∑
1≤i< j≤n

|∆i j|
2

B2
i B2

j

1/2

.
(13.1.5)

Theorem 13.1.3 Let n ≥ 3. Then F is GL(2,Z)-equivalent to a binary form
F∗ such that

H(F∗) ≤
( 4

n
√

3

)n
M2Rn (13.1.6)

if F has no linear factor in Q[X,Y], and

H(F∗) ≤
( 2
√

n

)n( 2
√

3(n − 1)

)n(n−1)/(n−2)(
M2Rn)(n−1)/(n−2) (13.1.7)

if F does have a linear factor in Q[X,Y].

Proof In view of (13.1.4) and Lemma 13.1.1, we may assume without loss
of generality that Φ is reduced, i.e.,

Φ = AX2 + BXY + CY2 with |B| ≤ A ≤ C, AC ≤ |D(Φ)|/3. (13.1.8)

Further, since M2Rn is invariant under replacing B1, . . . , Bn by tB1, . . . , tBn for
any real t > 0, we may assume that

M = B1 · · · Bn = 1. (13.1.9)

We show that (13.1.6), (13.1.7) hold with F∗ = F, M = 1.
Write

mi := B−1
i li = αiX + βiY (i = 1, . . . , n).

Then by (13.1.1), (13.1.9) we have

F = m1 · · ·mn =

n∏
i=1

(αiX + βiY). (13.1.10)

An important role will be played by the quantities
∑n

i=1 |αi|
2 and

∑n
i=1 |βi|

2 and
so we want to estimate H(F) in terms of these quantities. By a straightforward
estimate, using the inequality of the arithmetic and geometric mean, and the
Cauchy-Schwarz inequality, we get

H(F) ≤
n∏

i=1

(|αi| + |βi|) ≤
(
n−1

n∑
i=1

(|αi| + |βi|)
)n

(13.1.11)

≤
(
2 · n−1

n∑
i=1

(|αi|
2 + |βi|

2)
)n/2

.
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Define the matrices

W :=
(
α1 · · · αn

β1 · · · βn

)
, W∗ :=


α1 β1
...

...

αn βn .


Then

Φ =

n∑
i=1

mimi =

n∑
i=1

(αiX + βiY)(αiX + βiY) = (X,Y)W ·W∗

(
X
Y

)
.

By our choices of l1, . . . , ln, B1, . . . , Bn in (13.1.1), (13.1.2), the linear forms
m1, . . . ,mr have real coefficients, while mr+s+i = mr+i for i = 1, . . . , s. As a
consequence, W ·W∗ is a real symmetric positive definite 2 × 2-matrix. By the
Cauchy-Binet formula,

D(Φ) = −4 det W ·W∗ = −4
∑

1≤i< j≤n

| det(mi,m j)|2 (13.1.12)

= −4
∑

1≤i< j≤n

|∆i j|
2

B2
i B2

j

= −4R2.

Note that Φ = AX2 + BXY + CY2 with A =
∑n

i=1 |αi|
2, C =

∑n
i=1 |βi|

2. So by
(13.1.8), (13.1.12), n∑

i=1

|αi|
2

 ·  n∑
i=1

|βi|
2

 ≤ 4
3

R2,

n∑
i=1

|αi|
2 ≤

n∑
i=1

|βi|
2. (13.1.13)

We now prove our Theorem by combining (13.1.11), (13.1.13). Note that by
(13.1.10), the coefficient of Xn in F is α1 · · ·αn. First assume that this coeffi-
cient is non-zero. This is certainly the case if F does not have a linear factor in
Q[X,Y]. Then by the inequality of the arithmetic and geometric mean,

1 ≤ |α1 · · ·αn|
2/n ≤

1
n

n∑
i=1

|αi|
2,

and together with (13.1.13) this yields
n∑

i=1

|αi|
2 ≤

n∑
i=1

|βi|
2 ≤

4
3n

R2.

Combined with (13.1.11) this implies

H(F) ≤
( 16
3n2 R2

)n/2

which is (13.1.6) with F∗ = F, M = 1.
Next, assume that the coefficient α1 · · ·αn of Xn in F is 0, say α1 = 0. Then
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the coefficient of Xn−1Y in F is , 0, since F has non-zero discriminant. This
coefficient is β1α2 · · ·αn. So

1 ≤ |β1α2 · · ·αn|
2

≤

 n∑
i=1

|βi|
2

 ·  1
n − 1

·

n∑
i=1

|αi|
2

n−1

.

Together with (13.1.13) this implies
n∑

i=1

|αi|
2 ≤

n∑
i=1

|βi|
2

≤

 1
n − 1

·
( n∑

i=1

|αi|
2
)
·
( n∑

i=1

|βi|
2
)(n−1)/(n−2)

≤

(
4

3(n − 1)
R2

)(n−1)/(n−2)

,

and combined with (13.1.11) this gives

H(F) ≤

2 · n−1 · 2
(

4
3(n − 1)

R2
)(n−1)/(n−2)n/2

which is (13.1.7) with F∗ = F,M = 1. This completes our proof of Theorem
13.1.3. �

Corollary 13.1.4 Let F ∈ Z[X,Y] be a binary cubic form of non-zero dis-
criminant D(F). Then F is GL(2,Z)-equivalent to a cubic form F∗ such that

H(F∗) ≤
64
27
· |D(F)|1/2 if F is irreducible, (13.1.14)

H(F∗) ≤
64

3
√

3
· |D(F)| if F is reducible. (13.1.15)

Proof Write F as a product of linear forms l1l2l3 such that either l1, l2, l3
have real coefficients, or l1 has real coefficients and l3 = l2. Put again ∆i j :=
| det(li, l j)| and take Bi = ∆−1

jk for any permutation i, j, k of 1, 2, 3. With this
choice, we have M = |D(F)|−1/2, R = (3|D(F)|)1/2. Now Corollary 13.1.4
follows directly from Theorem 13.1.3. �

13.2 Geometry of numbers over the S -integers

Let K be an algebraic number field, v a place of K, and g a positive integer. A g-
dimensional symmetric v-adic convex body is a set Cv ⊂ Kg

v with the following
properties:
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- Cv is compact in the topology of Kg
v and has 0 as an interior point;

- for x ∈ Cv, α ∈ Kv with |α|v ≤ 1 we have αx ∈ Cv;
- if v is infinite then for x, y ∈ Cv, λ ∈ Rwith 0 ≤ λ ≤ 1 we have (1−λ)x+λy ∈

Cv;
- if v is finite, then for x, y ∈ Cv we have x + y ∈ Cv.

For infinite places v and reals λ ≥ 0, we define λCv = {λx : x ∈ Cv}.
Now let S be a finite set of places of K, containing all infinite places. We

write elements of the Cartesian product
∏

v∈S Kg
v as (xv)v∈S , where xv ∈ Kg

v .
We view Og

S as a subset of
∏

v∈S Kg
v by identifying x ∈ Og

S with the tuple (x)v∈S

with the same component for each v ∈ S .
A g-dimensional S -convex body is a Cartesian product

C =
∏
v∈S

Cv ⊂
∏
v∈S

Kg
v ,

where for v ∈ S , Cv is a g-dimensional symmetric v-adic convex body. For
λ > 0 set

λC :=
∏
v|∞

(λCv) ×
∏

v∈S
v-∞

Cv.

For i = 1, . . . , g, we define the i-th successive minimum λi of C to be the
minimum of all λ ∈ R≥0 such that λC ∩ Og

S contains at least i K-linearly
independent points. From the definition of v-adic convex body and from the
fact that Og

S is discrete in
∏

v∈S Kv, it follows that these minima exist and

0 < λ1 ≤ · · · ≤ λg < ∞.

Thus we have g linearly independent points x1, . . . , xg of Og
S with xi ∈ λiC but

in general these do not form a basis of Og
S .

Suppose [K : Q] = d, let r1 be the number of real places and r2 the number
of complex places of K, and put r := r1 + r2−1. Denote as usual by DK ,RK , hK

the discriminant, regulator and class number of K. Let p1, . . . , pt be the prime
ideals corresponding to the finite places of S . For K , Q define

QS := NK(p1 · · · pt) if t > 0, QS := 1 otherwise,

C1 := 24g
{
d2(2/π)r2

}g+g/(2d)
· exp

{
1
2 r

(
6rd2

log d

)r

RK

}
· Q(hK−1)/d

S .

We have the following result:

Theorem 13.2.1 Let C be a g-dimensional S -convex body, and let λ1, . . . , λg

be its successive minima.
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(i) Suppose that K = Q. Then Og
S has a basis x1, . . . , xg such that

xi ∈ max(1, 1
2 i)λiC for i = 1, . . . , g.

(ii) Suppose that K , Q. Then Og
S has a basis x1, . . . , xg such that

xi ∈ C1λi+1C for i = 1, . . . , g − 1, xg ∈ C1λgC .

Proof (i) In case that Og
S = Zg, this is essentially a result of Mahler, see

[Cassels (1959), chap. V]. For arbitrary S , we observe that the set of x ∈ Og
S

with x ∈ Cv for v ∈ S \ {∞} is equal to a g-dimensional lattice M ⊂ Qg. Hence
λ1, . . . , λg are the successive minima of the symmetric convex body C∞ ⊂ Rg

with respect to M . By a linear transformation we can reduce this to the case
of the successive minima of a symmetric convex body with respect to Zg and
apply Mahler’s result.

(ii) This is a special case of [Evertse (1992), Cor. 2]. �

McFeat [McFeat (1971)] and unaware of his work much later Bombieri and
Vaaler [Bombieri and Vaaler (1983)] proved a general Minkowski-type theo-
rem for the successive minima of convex bodies in adèlic spaces. We need only
a special case of their result.

For v ∈ S , let {m1v, . . . ,mgv} be a linearly independent set of linear forms
from Kv[X1, . . . , Xg] and define

Cv :=
{
x ∈ Kg

v : max
1≤i≤g

|miv(x)|v ≤ 1
}
.

Note that Cv is a symmetric v-adic convex body.

Theorem 13.2.2 Let λ1, . . . , λg be the successive minima of
∏

v∈S Cv. Then

λ1 · · · λg ≤
(
(2/π)r2 |DK |

1/2
)g/d
·
∏
v∈S

| det(m1v, . . . ,mgv)|1/dv .

Proof This is a special case of [McFeat (1971), p. 19, Thm. 5], or [Bombieri
and Vaaler (1983), Thm. 3]. �

We deduce the following consequence. For v ∈ MK we define

|K∗v |v := {|x|v : x ∈ K∗v }.

This is R>0 if v is infinite, and {NK(p)m : m ∈ Z} if v = p is finite.

Corollary 13.2.3 Let Cv (v ∈ MK) be positive reals such that
Cv ∈ |K∗v |v for v ∈ MK ,

Cv = 1 for all but finitely many v,∏
v∈MK

Cv ≥ (2/π)r2 |DK |
1/2.

(13.2.1)
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Then there is x ∈ K∗ with |x|v ≤ Cv for v ∈ MK .

Proof Let S ⊇ M∞K be a finite set of places of K such that Cv = 1 for v ∈ MK \

S . For v ∈ S , choose αv ∈ K∗v with |αv|v = C−1
v , and define the one-dimensional

v-adic symmetric convex body Cv = {x ∈ Kv : |αvx|v ≤ 1}. By Theorem 13.2.2
with g = 1,

∏
v∈S Cv has single minimum λ1 ≤ 1, hence it contains a non-zero

x ∈ OS . This easily translates into |x|v ≤ Cv for v ∈ MK . �

We deduce a result for other types of convex bodies. We need the following
notation. For a polynomial P with coefficients in a commutative ring A and a
ring homomorphism σ on A we denote by σ(P) the polynomial obtained by
applying σ to the coefficients of P. Further, for a set L of polynomials with
coefficients in A, we define σ(L ) := {σ(P) : P ∈ L }.

Let v ∈ MK . Recall that | · |v has a unique extension to Kv. A set of linear
forms L from Kv[X1, . . . , Xg] is called Kv-symmetric if σ(L ) = L for every
σ ∈ Gal(Kv/Kv).

Let n be an integer ≥ g. For v ∈ S , let

Lv = {l1v, . . . , lnv} ⊂ Kv[X1, . . . , Xg]

be a Kv-symmetric set of linear forms of maximal rank g, and define

Cv :=
{
x ∈ Kg

v : max
1≤i≤n

|liv(x)|v ≤ 1
}
.

This is clearly a v-adic symmetric convex body. Further, put

Rv = Rv(Lv) := max
1≤i1,...,ig≤n

| det(li1,v, . . . , lig,v)|v for v ∈ S

where the maximum is taken over all g-tuples i1, . . . , ig from {1, . . . , n}, and

C2 := (
√

2 · g)g|DK |
g/2dntgn/2Qgn/2d

S .

Theorem 13.2.4 Let λ1, . . . , λg be the successive minima of
∏

v∈S Cv. Then

λ1 · · · λg ≤ C2

∏
v∈S

Rv

1/d

.

We need some lemmas. For a finite place v of K put Nv := NK(p) = |OK/p|,
dv := [Kv : Qp] where p is the prime ideal of OK corresponding to v and p is
the prime below p.

Lemma 13.2.5 Let v ∈ S . There exists a set Mv = {m1v, . . . ,mnv} of linear
forms in Kv[X1, . . . , Xg] of rank g such that

max1≤i≤n |liv(x)|v ≤ Cv1 max1≤i≤n |miv(x)|v for x ∈ Kg
v , (13.2.2)

Rv(Mv) ≤ Cv2Rv(Lv), (13.2.3)
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where

Rv(Mv) = max
1≤i1,...,ig≤n

| det(mi1v, . . . ,migv)|v,

and

Cv1 = g−1, Cv2 = (
√

2 · g)g if v is real,

Cv1 = g−2, Cv2 = g2g if v is complex,

Cv1 = 1, Cv2 =
(
ndv Nv

)gn/2 if v is finite.

Proof We drop the index v and write li,mi instead of liv,miv.
First assume that v is complex. Then the linear forms li have their coefficients

in Kv, and we may take mi := g · li for i = 1, . . . , r.
Next, assume that v is real. Since Lv is Kv-symmetric, we may assume that

Lv = {l1, . . . , lr1 , lr1+1, lr1+1, . . . , lr1+r2 , lr1+r2 },

where r1 + 2r2 = n. Now take mi = g · li for i = 1, . . . , r1, and

mr1+2i−1 =
g
√

2
(lr1+2i−1 + lr1+2i), mr1+2i =

g
√
−2
· (lr1+2i−1 − lr1+2i)

for i = 1, . . . , r2. Then clearly, m1, . . . ,mn have their coefficients in Kv = R,
and their rank is g. Notice that |·|v is just the ordinary absolute value on Kv = C.
Now for x ∈ Kg

v = Rg, i = 1, . . . , r2,

|lr1+2i−1(x)|2 = |lr1+2i(x)|2

= 1
2 g−2

(
|mr1+2i−1(x)|2 + |mr1+2i(x)|2

)
≤ g−2 max(|mr1+2i−1(x)|2, |mr1+2i(x)|2).

Each linear form mi can be expressed as αl j + βlk with |α|+ |β| ≤
√

2 · g. Hence
for any g indices i1, . . . , ig from {1, . . . , r}, we have

det(mi1 , . . . ,mig ) =
∑

j=( j1,..., jg)

αj det(l j1 , . . . , l jg ),

where the sum is over tuples j = ( j1, . . . , jg) in {1, . . . , n} and the αj are com-
plex numbers with

∑
j |αj| ≤ (

√
2 · g)g. These two inequalities imply (13.2.2),

(13.2.3) if v is real.
Now let v be a finite place. We can partition {l1, . . . , ln} into Kv-conjugacy

classes such that li, l j belong to the same class if l j = σ(li) for some σ ∈
Gal(Kv/Kv). Let l1, . . . , lq be a full system of representatives for these classes,
and let Liv be the extension of Kv generated by the coefficients of li. Finally, let
Ω be the finite étale Kv-algebra L1v×· · ·×Lqv. Writing li =

∑g
j=1 αi jX j we define

l =
∑g

j=1 α jX j, where α j =: (α1 j, . . . , αq j) ∈ Ω. We have [Ω : Kv] = n. Denote
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by σ1, . . . , σn the Kv-homomorphisms of Ω to Kv. Then after a reordering,
li(x) = σi(l(x)) for i = 1, . . . , n, x ∈ Kg

v .
Let Av = {x ∈ Kv : |x|v ≤ 1} be the local ring of v, and let Av,Ω be its integral

closure in Ω. Since Av is a principal ideal domain, Av,Ω is a free Av-module of
rank n. Choose an Av-basis {ω1, . . . , ωn} of Av,Ω. Then there is a set of linear
forms Mv = {m1, . . . ,mn} ⊂ Kv[X1, . . . , Xg] such that l =

∑n
j=1 ω jm j. Hence

li =

n∑
j=1

σi(ω j)m j (i = 1, . . . , n).

Clearly, m1, . . . ,mn have rank g. Since the elements σi(ω j) are integral over
Av, we have |σi(ω j)|v ≤ 1 for all i, j and so, by the ultrametric inequality,

max
1≤i≤n

|li(x)|v ≤ max
1≤i≤n

|mi(x)|v for x ∈ Kg
v .

This proves (13.2.2), so it remains to prove (13.2.3).
Let

(
ωi j) be the inverse of the matrix

(
σi(ω j)

)
. Then

mi =

n∑
j=1

ωi jl j (i = 1, . . . , n). (13.2.4)

We estimate from above |ωi j|v for i, j = 1, . . . , n. Since the numbers σi(ω j) are
integral over Av, the numbers ∆ωi j are also integral over Av, where

∆ = det(σi(ω j)).

Hence

|ωi j|v ≤ |∆|
−1
v for i, j = 1, . . . , n.

By (13.2.4) and the ultrametric inequality,

Rv(Mv) ≤ |∆|−g
v Rv(Lv). (13.2.5)

Let p be the prime ideal of OK corresponding to v, p the prime number below
p, and denote be e, f the ramification index and residue class degree of p over
p. Then dv = [Kv : Qp] = e f . For i = 1, . . . , q, let ni := [Liv : Kv]. Further,
Denote by Aiv the integral closure of Av in Liv. Then by Proposition 2.10.2 and
Corollary 2.8.3 (iii) we have

|∆|v = |dAv,Ω/Av |
1/2
v =

q∏
i=1

|dAiv/Av |
1/2
v = Nv−w/2,

where

w ≤
q∑

i=1

ni

(
1 + e

log ni

log p

)
=

q∑
i=1

ni

(
1 + dv

log ni

log Nv

)
≤ n

(
1 + dv

log n
log Nv

)
.
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Here we used Nv = p f . Hence

|∆|v ≥ (Nv)−n(1+dv log n/ log Nv)/2 = (ndv Nv)−n/2.

Together with (13.2.5) this implies (13.2.3). �

Lemma 13.2.6 Let v ∈ S . Then there are linearly independent linear forms
m1v, . . . ,mgv ∈ Kv[X1, . . . , Xg] such that

max1≤i≤n |liv(x)|v ≤ max1≤i≤g |miv(x)|v for x ∈ Kg
v , (13.2.6)

| det(m1v, . . . ,mgv)|v ≤ Cv2Rv(Lv). (13.2.7)

Proof In this proof, we write again li,mi instead of liv,miv. Let Mv be the set
of linear forms from the previous lemma. Without loss of generality, we have

Rv(M ) = | det(m1, . . . ,mg)|v. (13.2.8)

Then (13.2.3) implies (13.2.7), so it remains to prove (13.2.6).
The linear forms m1, . . . ,mg are linearly independent. By Cramer’s rule, we

have mi =
∑g

j=1(αi j/α)m j for i = g + 1, . . . , n, where α = det(m1, . . . ,mg) and
αi j is the same determinant but with m j replaced by mi. Now (13.2.8) implies
that |αi j/α|v ≤ 1 for all i, j. Consequently, for x ∈ Kg

v , i = g + 1, . . . , n,

|mi(x)|v ≤ gs(v) max
1≤ j≤g

|m j(x)|v,

where as usual, we have put s(v) = 1 if v is a real place, s(v) = 2 if v is a
complex place, and s(v) = 0 if v is a finite place. Together with (13.2.2) this
implies (13.2.6). �

Proof of Theorem 13.2.4 Let λ1, . . . , λg be the successive minima of
∏

v∈S Cv

as defined in Theorem 13.2.4. For v ∈ S , let m1v, . . . ,mgv be the linear forms
from Lemma 13.2.6 and put

C ′v := {x ∈ Kg
v : max

1≤i≤g
|miv(x)|v ≤ 1}.

Then by (13.2.6) we have
∏

v∈S C ′v ⊆
∏

v∈S Cv, hence λ1, . . . , λg are at most
equal to the successive minima of

∏
v∈S C ′v . Now Theorem 13.2.2 and (13.2.7)
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imply

λ1 · · · λg ≤
(
(2/π)r2 |DK |

1/2
)g/d
·

∏
v∈S

| det(m1v, . . . ,mgv)|v

1/d

≤
(
(2/π)r2 |DK |

1/2
)g/d(∏

v∈S

C2vRv

)1/d

≤ (
√

2 · g)g|DK |
g/2d

∏
v∈S

v-∞

(
ndv Nv

)gn/2d
·
∏
v∈S

R1/d
v

≤ C2 ·
∏
v∈S

R1/d
v .

This proves Theorem 13.2.4. �

13.3 Estimates for polynomials

Let K be an algebraic number field. As usual, we denote the unique extension
of | · |v (v ∈ MK) to Kv also by | · |v. For P ∈ Kv[X1, . . . , Xg] we define |P|v
as max(|a1|v, . . . , |ar |v) where a1, . . . , ar are the non-zero coefficients of P. We
frequently use our notation s(v) = 1 if v is a real place, s(v) = 2 if v is complex,
and s(v) = 0 if v is finite.

Let S be a finite set of places of K containing the infinite places. We define
the S -content (P)S of P ∈ K[X1, . . . , Xg] to be the fractional ideal of OS gener-
ated by the coefficients of P, and then the S -norm of P by NS (P) := NS ((P)S ).
Clearly, NS (0) = 0, and by (3.4.3) we have for non-zero P,

NS (P) =
( ∏

v∈MK\S

|P|v
)−1
. (13.3.1)

It is clear that

NS (P) ≥ 1 for P ∈ OS [X1, . . . , Xg] \ {0}. (13.3.2)

Further, if P ∈ OS [X1, . . . , Xg] \ {0}, then NS (P) = 1 if and only if the coeffi-
cients of P generate the unit ideal of OS .

We list some other properties. Recall that the S -norm of a ∈ K∗ equals
NS (a) =

∏
v∈S |a|v. First, by the product formula,

NS (aP) = NS (a)NS (P) for a ∈ K∗, P ∈ K[X1, . . . , Xg]. (13.3.3)

Second, by Gauss’ Lemma, see Proposition 2.6.1, we have

NS (PQ) = NS (P)NS (Q) for P,Q ∈ K[X1, . . . , Xg]. (13.3.4)
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Let L be a finite extension of K of degree n, and let σ1, . . . , σn be the K-
isomorphisms of L into an algebraic closure of K. For P ∈ L[X1, . . . , Xg] we
put

NL/K(P) :=
n∏

i=1

σi(P).

Lemma 13.3.1 Let v ∈ MK be a finite place. Then for P ∈ L[X1, . . . , Xg] we
have |NL/K(P)|v =

∏
V |v |P|V , where the product is taken over all places of L

above v.

Proof Denote by h the class number of OL and by G the normal closure of
L/K. For a polynomial Q with coefficients in G, denote by (Q) the fractional
ideal of OG generated by the coefficients of Q. Then there is α ∈ L∗ such that
(P)h = (α). Hence |P|hV = |α|V for each place V of L above v. Further, by
Corollary 2.6.2 (Gauss’ Lemma for Dedekind domains),

(NL/K(P))h =

n∏
i=1

(σi(P))h =

n∏
i=1

(σi(α)) = (NL/K(α)),

hence |NL/K(P)|hv = |NL/K(α)|v. Now Lemma 13.3.1 follows by applying Propo-
sition 3.3.1. �

Lemma 13.3.2 Let P ∈ L[X1, . . . , Xg] \ {0}, F := NL/K(P). Then there is
λ ∈ L∗ such that

(i) the coefficients of λP are integral over OS ;
(ii) NS (aF) ≤ |DL|

1/2, where a := NL/K(λ).

Proof Let T be the set of places of L lying above the places of S . By Lemma
13.3.1 and Corollary 13.2.3 there exists λ ∈ L∗ such that

|λ|V ≤
(
|DL|

1/2 · NS (F)−1
)s(V)/n

for V ∈ T,

|λ|V ≤ |P|−1
V for V ∈ ML \ T.

Then clearly, (i) is satisfied. Further, by Proposition 3.3.1 (ii) and (13.3.2),
(13.3.3),

NS (aF) = NS (F)
∏
v∈S

|NL/K(λ)|v = NS (F)
∏
V∈T

|λ|V ≤ |DL|
1/2. �

An immediate consequence of Lemma 13.3.2 is that roughly speaking, we
can multiply a polynomial P ∈ K[X1, . . . , Xg] with a ∈ K∗ in such a way that
the coefficients of aP are in OS and are “almost coprime.”
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Corollary 13.3.3 Let P ∈ K[X1, . . . , Xg] \ {0}. Then there is a ∈ K∗ such that
for P′ := aP we have

P′ ∈ OS [X1, . . . , Xg], NS (P′) ≤ |DK |
1/2.

Proof Apply Lemma 13.3.2 with L = K. �

We deduce another consequence.

Corollary 13.3.4 Let Ω = L1 × · · · ×Lq where L1, . . . , Lq are finite extensions
of K. Further, let

F = a
q∏

i=1

NLi/K(Pi)

where a ∈ K∗, Pi ∈ Li[X1, . . . , Xg] for i = 1, . . . , q. Then we can express F
otherwise as

F = a′
q∏

i=1

NLi/K(P′i), (13.3.5)

where P′i ∈ Li[X1, . . . , Xg] is a scalar multiple of Pi, with coefficients integral
over OS for i = 1, . . . , q, and where

a′ ∈ K∗ , |DΩ|
−1/2NS (F) ≤ NS (a′) ≤ NS (F).

Proof For i = 1, . . . , q, let Fi := NLi/K(Pi), choose λi ∈ L∗i according to
Lemma 13.3.2 and put ai := NLi/K(λi). Then the coefficients of P′i := λiPi

are integral over OS , and NS (aiFi) ≤ |DLi |
1/2. Clearly, we have (13.3.5) with

a′ := a(a1 · · · aq)−1. The lower bound for NS (a′) follows by taking the product
over i = 1, . . . , q and applying (13.3.4), while the upper bound follows from
aiFi ∈ OS [X1, . . . , Xg] for i = 1, . . . , g. �

Suppose K has degree d. Denote by r the rank of O∗K . Put QS := NK(p1 · · · pt)
if p1, . . . , pt are the prime ideals corresponding to the finite places in S ; if S
has no finite places we put QS := 1. We define the (inhomogeneous) height
and logarithmic height of P ∈ K[X1, . . . , Xg] by

H(P) :=
( ∏

v∈MK

max(1, |P|v)
)1/d

, h(P) := log H(P).

Lemma 13.3.5 Let P ∈ OS [X1, . . . , Xg]. Then there exists ε ∈ O∗S such that

H(εP) ≤ ec0RK QhK/d
S

(∏
v∈S

|P|v
)1/d

,

where c0 = 0 if r = 0, c0 = 1/d if r = 1, c0 = 29er!r
√

r − 1 log d if r ≥ 2.
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Proof Put s := |S |, A :=
∑

v∈S log |P|v. By Proposition 3.6.2, there exists
ε ∈ O∗S such that∑

v∈S

∣∣∣∣ log |ε|v + log |P|v − A/s
∣∣∣∣ ≤ dc0RK + hK log QS .

As a consequence,

h(εP) =
1
d

∑
v∈S

max(0, log |ε|v + log |P|v)

≤
1
d

∑
v∈S

∣∣∣∣ log |ε|v + log |P|v − A/s
∣∣∣∣ + A/d

≤ c0RK + (hK/d) log QS + A/d

which implies our lemma. �

13.4 Reduction of binary forms over the S -integers

Let K be an algebraic number field of degree d. Let as usual DK , hK ,RK de-
note the discriminant, class number and regulator of K, and let r := rank O∗K .
Further, let S be a finite set of places of K, containing all the infinite places,
let p1, . . . , pt be the prime ideals corresponding to the finite places in S , and
define as usual QS := 1 if t = 0 and QS := NK(p1 · · · pt) otherwise.

Let F ∈ OS [X,Y] be a binary form of degree n ≥ 2 and non-zero dis-
criminant. Let G be the splitting field of F over K. The binary form F has a
factorization into linear forms such that

F = al1 · · · ln with a ∈ K∗, l1, . . . , ln ∈ G[X,Y], (13.4.1)

where the system l1, . . . , ln is K-symmetric, that is, for each σ ∈ Gal(G/K)
there is a permutation (σ(1), . . . , σ(n)) of (1, . . . , n) such that

σ(li) = lσ(i) for i = 1, . . . , n, σ ∈ Gal(G/K). (13.4.2)

We fix once and for all a factorization (13.4.1) with (13.4.2) of F.
Denote by T the set of places of G lying above those in S . Let BiV (V ∈ T ,

i = 1, . . . , n) be positive real numbers satisfying

Bσ(i),V = Bi,V◦σ for V ∈ T, σ ∈ Gal(G/K), i = 1, . . . , n. (13.4.3)
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Put

M :=
(∏

V∈T

n∏
i=1

BiV

)1/[G:Q]
,

R :=
(∏

V∈T

max
1≤i< j≤n

| det(li, l j)|V
BiV B jV

)1/[G:Q]
,

C3(n) := |DK |
n/d · exp

{( 10d3

log∗ d

)r+1
nRK

}
· nn2tQ(nhK+n2+n)/d

S ,

where as before, we put log∗ x := max(1, log x).

Theorem 13.4.1 Let F ∈ OS [X,Y] be a binary form of degree n and non-zero
discriminant, and choose a factorization of F as in (13.4.1), (13.4.2).
(i) Assume that n ≥ 2 and that F has no linear factor in K[X,Y]. Then F is
GL(2,OS )-equivalent to a binary form F∗ such that

H(F∗) ≤ C3(n)NS (a)2/d M2Rn.

(ii) Assume that n ≥ 3 and that now F does have a linear factor in K[X,Y].
Then F is GL(2,OS )-equivalent to a binary form F∗ with

H(F∗) ≤
(
C3(n)NS (a)2/d M2Rn

)(n−1)/(n−2)
.

For v ∈ S , denote by A (v) the set of places of G lying above v. Then⋃
v∈S A (v) = T . After suitable identifications, we may assume that K ⊂ G ⊂

GV for V ∈ T , K ⊂ Kv ⊂ GV for v ∈ S , V ∈ AV , where GV is the completion
of G at V . For v ∈ S , we define

Cv := {x ∈ K2
v : |li(x)|V ≤ BiV for i = 1, . . . , n, V ∈ A (v)};

this is a symmetric v-adic convex body in K2
v . Our crucial tool is the following

lemma.

Lemma 13.4.2 Assume that n ≥ 2. Let λ1, λ2 be the successive minima of∏
v∈S Cv. Then

λ1λ2 ≤ C4(n)R where C4(n) = 8|DK |
1/dnntQ(n+2)/d

S .

Proof The first step in our proof is to rewrite R and Cv in a way which makes
it possible to apply the theory of Section 13.2. For this, we need some prepa-
rations.

Let v ∈ S , fix V0 ∈ A (v), and write Gv for GV0 . Then Gv is a Galois extension
of Kv as it is the splitting field of some polynomial in K[X]. Put gv := [Gv : Kv].
We can extend | · |v uniquely to Kv and thus to Gv. On the other hand, | · |V0 can
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be extended uniquely to Gv. By Proposition 3.3.1 (i), | · |V0 coincides with | · |gv
v

on K. So in fact we have

|x|V0 = |x|gv
v for x ∈ Gv. (13.4.4)

Let E := {σ ∈ Gal(G/K) : V0 = V0 ◦ σ}, i.e., the decomposition group of
V0. We can extend each σ ∈ E uniquely to an element of Gal(Gv/Kv) since
|σ(x)|V0 = |x|V0 for x ∈ G. Conversely, any element of Gal(Gv/Kv) leaves | · |V0

on Gv invariant and so it restricts to an element of E . Thus, the restriction to G
yields an isomorphism Gal(Gv/Kv)→ E (see [Neukirch (1999), chap. 3, Thm.
2.6]).

For V ∈ A (v), put E (V |v) := {σ ∈ Gal(G/K) : V = V0◦σ}. Since the places
in A (v) are conjugate over K, the sets E (V |v) are precisely the cosets of E in
Gal(G/K). From (13.4.4) it follows that

|x|V = |σ(x)|V0 = |σ(x)|gv
v for x ∈ G, V ∈ A (v), σ ∈ E (V |v). (13.4.5)

Put

B′iv := B1/gv
i,V0

.

Then from (13.4.3) it follows that

B′iv = B1/gv

σ−1(i),V for V ∈ A (v), σ ∈ E (V |v), i = 1, . . . , n. (13.4.6)

Indices i, j such that j = σ(i) for some σ ∈ E are called conjugate over Kv.
This definition is justified by the fact that every σ ∈ E is the restriction to G of
an element of Gal(Gv/Kv). We have

B′iv = B′jv if i, j are conjugate over Kv. (13.4.7)

Indeed, if j = σ(i) for some σ ∈ E then B′jv = B1/gv
j,V0

= B1/gv
σ(i),V0

= B′iv.
We first rewrite R. Let v ∈ S . By (13.4.5), (13.4.2) we have for V ∈ A (v),

σ ∈ E (V |v),

| det(li, l j)|V = |σ(det(li, l j))|
gv
v = | det(lσ(i), lσ( j))|

gv
v .

Together with |E (V |v)| = gv, (13.4.6) this implies∏
V |v

max
1≤i< j≤n

| det(li, l j)|V
BiV B jV

=
∏
V |v

∏
σ∈E (V |v)

max
1≤i< j≤n

| det(lσ(i), lσ( j))|v
B′σ(i),vB′σ( j),v

=
∏

σ∈Gal(G/K)

max
1≤i< j≤n

| det(lσ(i), lσ( j))|v
B′σ(i),vB′σ( j),v

=
(

max
1≤i< j≤n

| det(li, l j)|v
B′ivB′jv

)[G:K]
.
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Hence

R =
(∏

v∈S

max
1≤i< j≤n

| det(li, l j)|v
B′ivB′jv

)1/d
. (13.4.8)

Next, we rewrite Cv. By (13.4.5), (13.4.6), (13.4.2) we have for x ∈ K2
v , that

|li(x)|V ≤ BiV for i = 1, . . . , n, V ∈ A (v)

⇐⇒ |σ(li)(x)|v ≤ B′σ(i),v for i = 1, . . . , n, V ∈ A (v), σ ∈ E (V |v)

⇐⇒ |lσ(i)(x)|v ≤ B′σ(i),v for i = 1, . . . , n, σ ∈ Gal(G/K)

⇐⇒ |li(x)|v ≤ B′iv for i = 1, . . . , n,

that is, for v ∈ S we have

Cv = {x ∈ K2
v : |li(x)|v ≤ B′iv for i = 1, . . . , n}. (13.4.9)

We make the sets Cv (v ∈ S ) somewhat smaller. Let v be a finite place in S
and put Nv := NK(p) = |OK/p|, where p is the prime ideal of OK corresponding
to v. Then in view of (13.4.7) and the fact that the value set of | · |v on K∗v is a
cyclic group generated by Nv, there are aiv ∈ K∗v (i = 1, . . . , n) such that

Nv−1B′iv ≤ |aiv|v ≤ B′iv (i = 1, . . . , n), (13.4.10)

aiv = a jv if i, j are conjugate over Kv. (13.4.11)

If v is an infinite place we put Nv := 1, and choose aiv = B′iv if v is real,
aiv = (B′iv)1/2 if v is complex. Then (13.4.10), (13.4.11) hold true also for the
infinite places. Now let

miv := a−1
iv li (v ∈ S , i = 1, . . . , n).

Then the system {m1v, . . . ,mnv} is Kv-symmetric. Indeed, let i ∈ {1, . . . , n},
σ ∈ Gal(Gv/Kv) and σ′ its restriction to G. Then by (13.4.2), (13.4.11), we
have σ(miv) = a−1

iv lσ′(i) = mσ′(i),v. Moreover, it is clear from (13.4.9), (13.4.10)
that for v ∈ S ,

Cv ⊇ C ′v := {x ∈ K2
v : |miv(x)|v ≤ 1 for i = 1, . . . , n}.

Let λ′1, λ
′
2 be the successive minima of

∏
v∈S C ′v . Then clearly, λi ≤ λ′i for

i = 1, 2. Notice that for g = 2, the constant C2 in Theorem 13.2.4 is at most
C4(n)Q−2/d

S . So by that Theorem, and in view of QS =
∏

v∈S Nv, (13.4.10),
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(13.4.8), we have

λ1λ2 ≤ λ
′
1λ
′
2 ≤ C4(n)Q−2/d

S

(∏
v∈S

max
1≤i< j≤n

| det(miv,m jv)|v
)1/d

≤ C4(n)Q−2/d
S

∏
v∈S

max
1≤i< j≤n

| det(li, l j)|v
|aiva jv|v

1/d

≤ C4(n)

∏
v∈S

max
1≤i< j≤n

| det(li, l j)|v
B′ivB′jv

1/d

= C4(n)R.

This proves Lemma 13.4.2. �

Proof of Theorem 13.4.1 Let n ≥ 2. Put

C5 := 100d4 exp
{

r
( 6rd2

log∗ d

)r
RK

}
· Q(hK−1)/d

S .

This is an upper bound for the constant C1 from Theorem 13.2.1 with g = 2. It
follows that O2

S has a basis a1 = (a11, a21), a2 = (a12, a22) with

a1, a2 ∈ C5λ2

∏
v∈S

Cv.

For λ > 0, x ∈ λ
∏

v∈S Cv ∩ O2
S we have |li(x)|V ≤ λs(V)BiV for i = 1, . . . , n,

V ∈ T , where as usual, we put s(V) = 1 if V is real, s(V) = 2 if V is complex,
and s(V) = 0 if V is finite. Hence

max(|li(a1)|V , |li(a2)|V ) ≤ (C5λ2)s(V)BiV (13.4.12)

for i = 1, . . . , n, V ∈ T . Put U :=
( a11 a12

a21 a22

)
. Then U ∈ GL(2,OS ), and

FU = am1 · · ·mn with mi = li(a1)X + li(a2)Y for i = 1, . . . , n

by (13.4.1). From this and (13.4.12) it follows that for V ∈ T ,

|FU |V ≤ |a|V2ns(V)
n∏

i=1

max(|li(a1)|V , |li(a2)|V )

≤ |a|V B1V · · · BnV (2C5λ2)ns(V).

By Proposition 3.3.1 we have

|FU |
[G:K]
v =

∏
V |v

|FU |V , |a|[G:K]
v =

∏
V |v

|a|V . (13.4.13)

Moreover,
∑

V∈T s(V) = [G : Q] = d[G : K]. Hence∏
v∈S

|FU |v =
(∏

V∈T

|FU |V

)1/[G:K]
≤ NS (a)

(
M(2C5λ2)n

)d
.
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By Lemma 13.3.5 there is ε ∈ O∗S such that F∗ := εFU satisfies

H(F∗) ≤ ec0RK QhK/d
S (2C5)n · NS (a)1/d Mλn

2. (13.4.14)

Notice that F∗ is GL(2,OS )-equivalent to F. Thus, it remains to estimate λ2.
For the moment, we keep our assumption n ≥ 2. Let c1, c2 be linearly inde-

pendent vectors from O2
S such that ci ∈ λi

∏
v∈S Cv for i = 1, 2, that is,

|li(cj)|V ≤ BiVλ
s(V)
j for j = 1, 2, i = 1, . . . , n, V ∈ T . (13.4.15)

First assume that F(c1) , 0. This is certainly the case if F has no linear factor
in K[X,Y]. Then F(c1) is a non-zero S -integer. So by the product formula, and
(13.4.13),

1 ≤
∏
V∈T

|F(c1)|V =
∏
V∈T

|a|V ·
∏
V∈T

n∏
i=1

|li(c1)|V

≤ NS (a)[G:K]M[G:Q]λn[G:Q]
1 .

Together with Lemma 13.4.2 this implies

λn
2 ≤ NS (a)1/d M(λ1λ2)n ≤ NS (a)1/dC4(n)nMRn.

By inserting this into (13.4.14) we get

H(F∗) ≤ ec0RK QhK/d
S (2C5)nC4(n)nNS (a)2/d M2Rn

≤ C3(n)NS (a)2/d M2Rn

which is precisely the bound from part (i) of Theorem 13.4.1.
Now assume that n ≥ 3 and F(c1) = 0. Assume for instance that l1(c1) = 0.

Then

α := l1(c2)
n∏

i=2

li(c1) , 0

since l1, . . . , ln are pairwise linearly independent. Further, by Gauss’ Lemma
2.6.1,

|α|V ≤ |a|V |l1|V · · · |ln|V = |F|V ≤ 1 for V ∈ MG \ T.

So by the product formula, (13.4.15), and (13.4.13),

1 ≤
∏
V∈T

|α|V ≤
∏
V∈T

|a|V M[G:Q](λ2λ
n−1
1 )[G:Q]

= NS (a)[G:K]M[G:Q](λ2λ
n−1
1 )[G:Q].

Combined with Lemma 13.4.2 this gives

λn−2
2 ≤ NS (a)1/d M(λ1λ2)n−1 ≤ NS (a)1/d M · (C4(n)R)n−1
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and insertion of this into (13.4.14) leads to

H(F∗) ≤ ec0RK QhK/d
S (2C5)n · NS (a)1/d

(
C4(n)nNS (a)2/d M2Rn

)(n−1)/(n−2)

≤
(
C3(n)NS (a)2/d M2Rn

)(n−1)/(n−2)
.

This proves part (ii) of Theorem 13.4.1. �

Corollary 13.4.3 Let F ∈ OS [X,Y] be a binary quadratic form of non-zero
discriminant D(F). Then F is GL(2,OS )-equivalent to a binary form F∗ such
that

H(F∗) ≤ C3(2)NS (D(F))1/d.

Proof First assume that F is irreducible over K. Then F = al1l2 where
a ∈ K∗, l1, l2 are linear forms in G[X,Y], and D(F) = a2 det(l1, l2)2. Apply
Theorem 13.4.1 with B1V = B2V = 1 for V ∈ T . Thus, M = 1 and

R =
(∏

V∈T

| det(l1, l2)|V
)1/[G:Q]

=
∏
V∈T

|a−2D(F)|1/2[G:Q]
V

= NS (a−2D(F))1/2d,

where we have used that NS (b) = NT (b)1/[G:K] =
(∏

V∈T |b|V
)1/[G:K]

for b ∈ K.
Now Corollary 13.4.3 follows by applying part (i) of Theorem 13.4.1.

Now assume that F is reducible over K. Thus, G = K, T = S . We modify
some of the arguments in the proof of Theorem 13.4.1. Choose a factorization
F = l1l2 with l1, l2 linear forms in K[X,Y] (so with a = 1); then conditions
(13.4.2), (13.4.3) are void. Take

B1v := NS (l1)s(v)/d, B2v := NS (l2)s(v)/d (v ∈ S ).

Then by (13.3.4),

M = (NS (l1)NS (l2))1/d = NS (F)1/d, R = NS (D(F))1/2/NS (F)2/d
S . (13.4.16)

Choose c1, c2 as in (13.4.15). At least one of l1(c1), l2(c1), say the second, is
non-zero. Then by the product formula,

1 =
∏

v∈MK

|l2(c1)|v ≤
∏
v∈S

|l2(c1)|v
∏

v∈MK\S

|l2|v

≤ NS (l2)λd
1

∏
v∈MK\S

|l2|v = λd
1,

and together with Lemma 13.4.2 this implies λ2 ≤ C4(2)R. By inserting this
and (13.4.16) into (13.4.14), we see that F is GL(2,OS )-equivalent to a binary
quadratic form F∗ with

H(F∗) ≤ ec0RK QhK/d
S (2C5)2M ·C4(2)2R2 ≤ C3(2)NS (D(F)).
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This completes the proof of Corollary 13.4.3. �

Corollary 13.4.4 Let F ∈ OS [X,Y] be a binary cubic form of non-zero dis-
criminant D(F). Then F is GL(2,OS )-equivalent to a binary form F∗ such that

H(F∗) ≤ C3(3)NS (D(F))1/2d if F is irreducible over K,

H(F∗) ≤ C3(3)2NS (D(F))1/d if F is reducible over K.

Proof Choose a factorization F = al1l2l3 of F with (13.4.1), (13.4.2). Put
∆i j := det(li, l j). Apply Theorem 13.4.1 with

BiV = |∆ jk |
−1
V for i = 1, 2, 3, V ∈ T ,

where { j, k} = {1, 2, 3} \ {i}. Then for V ∈ T , σ ∈ Gal(G/K), i = 1, 2, 3 we have

Bσ(i),V = |∆σ( j),σ(k)|
−1
V = |σ(∆ jk)|−1

V = |∆ jk |
−1
V◦σ = Bi,V◦σ,

that is, (13.4.3) is satisfied. Further, we have

M =
∏
V∈T

|∆12∆23∆13|
−1/[G:Q]
V , R =

∏
V∈T

|∆12∆23∆13|
1/[G:Q]
V ,

and

NS (a)2/d M2R3 =
∏
V∈T

|a4(∆12∆23∆13)2|
1/2[G:Q]
V

=
∏
V∈T

|D(F)|1/2[G:Q]
V = NS (D(F))1/2d.

By inserting this into the bounds from Theorem 13.4.1, our Corollary follows
at once. �



14
Effective results for binary forms of given

discriminant

Recall that two binary forms F, F∗ having their coefficients in a ring A are
called GL(2, A)-equivalent if F∗ = εFU for some U ∈ GL(2, A) and ε ∈ A∗.

Birch and Merriman [Birch and Merriman (1972)] proved that there are only
finitely many GL(2,Z)-equivalence classes of binary forms in Z[X,Y] with
given degree and given non-zero discriminant. Further, they extended this re-
sult to binary forms having their coefficients in the ring OS of S -integers of an
algebraic number field K where S is any finite set of places of K containing all
infinite ones. The proofs of Birch and Merriman are ineffective in the sense that
they do not allow to compute in principle a full system of representatives for
the equivalence classes under consideration. In [Evertse and Győry (1991a)],
the authors proved the following theorem which implies among other things
effective versions of the results of Birch and Merriman: every binary form
F ∈ OS [X,Y] of degree n ≥ 2 with non-zero discriminant D(F) is GL(2,OS )-
equivalent to a binary form F∗ such that H(F∗) ≤ C, where C is an effectively
computable number depending only on n, K, S and NS (D(F)). Apart from
some effectively computable absolute constants occurring in C, the bound C
was given in an explicit form.

In this chapter we give an alternative proof of the result of Evertse and
Győry, with a much better and completely explicit expression for C. In the
proof we combine the reduction theory of binary forms over OS with some
effective results from Chapter 4 on S -unit equations.

In Section 14.1 we present our results and some of their applications in
the classical situation, for binary forms with rational integer coefficients. The
general results over rings of S -integers of a number field are formulated in
Section 14.2. In Section 14.7 we show that these imply in a weaker form some
of the results on monic polynomials from Chapter 8. In Section 14.3 we give
some applications, among other things to the minimal values of binary forms
at S -integral points and to algebraic numbers of given discriminant. Further

295
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applications will be established in Chapter 18. The proofs can be found in Sec-
tions 14.4, 14.5 and 14.6. In Section 14.8 we show that the effective finiteness
assertions for binary forms of given discriminant and for unit equations in two
unknowns are in a certain sense equivalent. Finally, in Section 14.9 extensions
of some results concerning binary forms are presented to decomposable forms.

14.1 Results over Z

Lagrange [Lagrange (1773)] proved that there are only finitely many GL(2,Z)-
equivalence classes of binary quadratic forms in Z[X,Y] of given non-zero dis-
criminant. Hermite [Hermite (1851)] proved the same for binary cubic forms in
Z[X,Y]. The proofs of Lagrange and Hermite were effective. Versions of these
theorems with explicit upper bounds for the heights of binary forms represent-
ing the equivalence classes are given in Chapter 13. The finiteness results of
Lagrange and Hermite were extended to binary forms of degree n ≥ 4 in [Birch
and Merriman (1972)] in an ineffective form, and later in [Evertse and Győry
(1991a)] in an effective and explicit form. We present here an improved and
completely explicit version of Evertse and Győry’s theorem.

The height H(F) of a binary form F ∈ Z[X,Y] is the maximum of the abso-
lute values of its coefficients.

Theorem 14.1.1 Let F ∈ Z[X,Y] be a binary form of degree n ≥ 2 with
discriminant D(F) , 0. Then F is GL(2,Z)-equivalent to a binary form F∗ ∈
Z[X,Y] for which

H(F∗) ≤ exp
{
(42n3)25n2

|D(F)|5n−3
}
. (14.1.1)

This is a special case of Theorem 14.2.2 from Section 14.2 which is estab-
lished over S -integers of a number field. For n ≥ 4, the proof requires the use
of Theorem 4.1.3 on S -unit equations which was proved by means of the the-
ory of logarithmic forms. This is the reason that the upper bound in (14.1.1) is
much larger than those in Chapter 13 for n = 2 and 3. For convenience of later
applications, Theorem 14.1.1 is stated with a single bound valid both for n ≥ 4
and for n ≤ 3. We note that a better bound than (14.1.1) could be obtained by
deducing it directly from the specialized version of Theorem 4.1.3 for ordinary
units.

The following theorem is from [Győry (1974)]. It was proved in terms of
polynomials.

Theorem 14.1.2 Every binary form F in Z[X,Y] with non-zero discriminant
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D(F) has degree

n ≤ 3 + 2 log |D(F)|/ log 3 (14.1.2)

with equality if and only if F is GL(2,Z)-equivalent to

XY(X + Y) or XY(X + Y)(X2 + XY + Y2).

We prove this in Section 14.6.
Theorem 14.1.2 implies that in Theorem 14.1.1 the upper bound can be re-

placed by an explicit bound which depends only on D(F). This gives that there
are only finitely many GL(2,Z)-equivalence classes of binary forms of degree
≥ 2 with given non-zero discriminant, and that a full set of representatives of
these classes can be effectively determined.

For a binary form F ∈ Z[X,Y] of degree n ≥ 2 with discriminant D , 0, let

µ(F) := min {|F(x, y)| : x, y ∈ Z, F(x, y) , 0} .

For n = 2, Gauss [Gauss (1801)] proved that µ(F) ≤ (−D/3)1/2 if D < 0,
and it was shown in [Korkine and Zolotareff (1873)] and [Markoff (1879)] that
µ(F) ≤ (D/5)1/2 if D > 0. [Mordell (1945)] obtained for n = 3 the results
µ(F) ≤ (−D/23)1/4 if D < 0, and µ(F) ≤ (D/49)1/4 if D > 0. These bounds
are best possible.

The following consequence of Theorem 14.1.1 gives a result of this type for
every n ≥ 4, but with a much larger bound in terms of D.

Corollary 14.1.3 Let F ∈ Z[X,Y] be a binary form of degree n ≥ 4 with
discriminant D , 0. Then

µ(F) ≤ exp
{
(4n)75n2

|D|5n−3
}
.

This Corollary is deduced as follows. Let F∗ be the binary form from The-
orem 14.1.1. There is an integer a with |a| ≤ n such that F∗(1, a) , 0. Then
µ(F) = µ(F∗) ≤ |F∗(1, a)| ≤ (n + 1)nH(F∗).

Theorem 14.1.1 can be applied to algebraic numbers as well. To every al-
gebraic number θ of degree ≥ 2 we associate the irreducible binary form
Fθ(X,Y) ∈ Z[X,Y] such that Fθ(θ, 1) = 0, Fθ(1, 0) > 0 and the coefficients
of Fθ are relatively prime. Let H(θ) denote as usual the absolute height of θ,
and define the discriminant D(θ) of θ as the discriminant D(Fθ) of Fθ. Two
algebraic numbers θ1, θ2 are called GL(2,Z)-equivalent if

θ2 =
aθ1 + b
cθ1 + d

with some
(

a b
c d

)
∈ GL(2,Z).

It is easy to verify that θ2 is GL(2,Z)-equivalent to θ1 if and only if Fθ2 is
GL(2,Z)-equivalent to Fθ1 . Further, in this case D(θ2) = D(θ1).
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Theorem 14.1.1, together with the inequality H(θ) ≤ (n + 1)1/2nH(Fθ)1/n (cf.
(3.5.3)) implies at once:

Corollary 14.1.4 Every algebraic number θ of degree n ≥ 2 and discriminant
D is GL(2,Z)-equivalent to an algebraic number θ∗ such that

H(θ∗) ≤ exp
{
(42n3)26n2

|D|5n−3
}
.

We recall that for algebraic integers, a better result is provided by Corollary
6.4.1 with a stronger concept of equivalence.

14.2 Results over the S -integers of a number field

Let K be an algebraic number field of degree d and S a finite set of places of
K containing all infinite places, of cardinality s. Thus, s = r1 + r2 + t, where
r1 is the number of real places, r2 the number of complex places of S , and t
the number of finite places of S . In case that t > 0, let p1, . . . , pt be the prime
ideals corresponding to the finite places in S . Put

PS :=
{

maxi NK(pi) if t > 0,
1 if t = 0

and

WS :=


t∏

i=1

log NK(pi) if t > 0,

1 if t = 0

where as usual NK(a) denotes the absolute norm of a fractional ideal a of K.
Let F ∈ OS [X,Y] be a binary form of degree n with non-zero discrimi-

nant. Then F = F1 · · · Fq, where F1, . . . , Fq are pairwise non-proportional
irreducible binary forms in K[X,Y]. For i = 1, . . . , q, let Li = K if Fi is a
scalar multiple of Y , and Li = K(αi) if Fi is not a scalar multiple of Y , where
Fi(αi, 1) = 0. Then

Ω(F) := L1 × · · · × Lq (14.2.1)

is a finite étale K-algebra of degree n. We call Ω(F) the étale K-algebra asso-
ciated with F. Recall that the discriminant of Ω(F) is DΩ(F) =

∏q
i=1 DLi , where

DLi is the discriminant of Li. The algebra Ω(F) is up to isomorphism uniquely
determined by F. Choose U ∈ GL(2,K) such that FU(1, 0) , 0. Then

Ω(F) � K[X]/(FU(X, 1)). (14.2.2)

For convenience of reference, we state our result for binary forms of any
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degree ≥ 2. For quadratic and cubic forms, Corollaries 13.4.3 and 13.4.4 give
much better results. Recall that the height of a binary form F =

∑n
i=0 aiXn−iY i ∈

K[X,Y] is given by

H(F) :=

∏
v∈MK

max(1, |a0|v, . . . , |an|v)

1/[K:Q]

.

Let

n4 := n(n − 1)(n − 2)(n − 3) if n ≥ 4, n4 := 0 if n = 2, 3.

Theorem 14.2.1 Let δ ∈ OS \ {0}, and let F be a binary form in OS [X,Y] of
degree n ≥ 2 with discriminant D(F) ∈ δO∗S . Then F is GL(2,OS )-equivalent
to a binary form F∗ such that

H(F∗) < exp
{

C1Pn4+1
S |DΩ(F)|

4n−3
(
|DΩ(F)|

n +
1

2d
log NS (δ)

)}
, (14.2.3)

where C1 = (12n3s)25n2 s. Further, if t > 0, then there is a binary form F∗ ∈
OS [X,Y] which is GL(2,OS )-equivalent to F, such that

H(F∗) < exp
{
Ct

2Pn4+1
S Wn4

S log∗ NS (δ)
}

(14.2.4)

where C2 is an effectively computable number which depends only on d, n and
DΩ(F).

The proof of Theorem 14.2.1 is based on a combination of Theorem 13.4.1
concerning reduction of binary forms, and Theorem 4.1.3 concerning S -unit
equations.

Let DK denote the discriminant of K, and put

QS :=
{

NK(p1 · · · pt) if t > 0,
1 if t = 0.

The following theorem will be deduced from Theorem 14.2.1.

Theorem 14.2.2 Let δ ∈ OS \ {0}, and let F ∈ OS [X,Y] be a binary form of
degree n ≥ 2 with discriminant D(F) ∈ δO∗S . Then F is GL(2,OS )-equivalent
to a binary form F∗ such that

H(F∗) < exp
{
C3Pn4+1

S

(
Qn

S |DK |
nNS (δ)

)5n−3
}
, (14.2.5)

where C3 = 2n5n2dt(12n3s)25n2 s.

Theorem 14.2.2 and the first statement of Theorem 14.2.1 were proved in
[Evertse and Győry (1991a)] with weaker bounds, but with a slightly stronger
notion of equivalence, involving matrices from SL(2,OS ) instead of GL(2,OS ).
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However, from the first parts of Theorem 14.2.1 and Theorem 14.2.2 one can
deduce similar results with this stronger equivalence, with bounds of the same
form as in (14.2.3) and (14.2.5) with different absolute constants instead of C1,
C3.

By means of Theorem 14.2.2 one can effectively compute a representative
from each GL(2,OS )-equivalence class, provided that K, S and δ are effectively
given in the sense described in Section 3.7. Recall that for this we have to as-
sume that an algebraic closureQ ofQ is effectively given, and that all algebraic
numbers and number fields considered below belong to this Q. A binary form
F ∈ K[X,Y] is effectively given/computable if the degree and coefficients of F
are effectively given/computable.

Corollary 14.2.3 Let n ≥ 2 be an integer, and δ ∈ OS \{0}. Then there are only
finitely many GL(2,OS )-equivalence classes of binary forms F in OS [X,Y] of
degree n with D(F) ∈ δO∗S . Further, there exists an algorithm which for any
n ≥ 2 and any effectively given K, S and δ computes a full set of representatives
of these classes.

For every C ≥ 1 it is possible to determine a finite subset of K such that each
α in K with absolute height H(α) ≤ C belongs to that subset; see Subsection
3.7.1. However, Corollary 14.2.3 does not follow at once from Theorem 14.2.2
since among the forms F∗ with small height mentioned in Theorem 14.2.2
there might be GL(2,OS )-equivalent ones. In Section 14.4 we prove Corollary
14.2.3 by showing that there exists an algorithm that can decide whether two
binary forms in OS [X,Y] are GL(2,OS )-equivalent.

Remark 14.2.4 Corollary 14.2.3 does not remain valid in general if n is not
fixed. Indeed, it follows from the remark made after Corollary 8.2.4 that if S
contains all finite places lying above a given rational prime p, then for k =

1, 2, . . . and ε ∈ O∗S the binary forms Xpk
−εY pk

have their discriminants in O∗S .

14.3 Applications

The fractional ideal of OS generated by α1, . . . , αk is denoted by (α1, . . . , αk)S .
For F ∈ K[X1, . . . , Xm] we denote by (F)S the fractional ideal of OS generated
by the coefficients of F. It is called the S -content of F.

For a binary form F ∈ K[X,Y] of degree n ≥ 2 with non-zero discriminant
we define the primitive S -discriminant of F by the ideal of OS ,

dS (F) :=
(D(F))S

(F)2n−2
S

. (14.3.1)
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In the case OS = Z this means that we divide F by the greatest common
divisor of its coefficients to make it primitive, and then take the discriminant.
The primitive S -discriminant is generated by the numbers

α2n−2D(F) = D(αF) with α ∈ (F)−1
S .

Since each binary form αF has its coefficients in OS , the discriminants D(αF)
belong to OS , hence the primitive discriminant is indeed an ideal of OS . As
will be seen in Section 14.5, if F, F′ ∈ K[X,Y] are binary forms such that
F′ = λFU for some λ ∈ K∗ and U ∈ GL(2,OS ), then F and F′ have the same
primitive S -discriminant. We shall consistently replace the subscript S by K
when S is just the set of infinite places in K.

The next applications of Theorems 14.2.1 and 14.2.2 are considerable im-
provements of the corresponding results of [Evertse and Győry (1991a)].

The first application concerns the following problem. Suppose that F is a
binary form in K[X,Y]. Then its primitive S -discriminant can be factorized as

dS (F) = q
k1
1 · · · q

kω
ω OS , (14.3.2)

where q1, . . . , qω are distinct prime ideals of OK not corresponding to places in
S . Recall that the S -norm of dS (F) is

NS (dS (F)) = NK(qk1
1 · · · q

kω
ω )

(i.e., the absolute norm of the ideal on the right-hand side). We call

CS (F) := NK(q1 · · · qω)

the S -conductor of F. Can we give an upper bound for NS (dS (F)) in terms
of K, S and CS (F)? In general, such a bound need not exist, but it does
exist when F has minimal primitive S -discriminant. This means that with
T = S

⋃
{q1, . . . , qω}, we have

NS (dS (F)) ≤ NS (dS (F′))

for every binary form F′ ∈ K[X,Y] such that F′ = λFU for some λ ∈ K∗ and
U ∈ GL(2,OT ).

With the factorization (14.3.2), write

P(dS (F)) := max
(
NK(q1), . . . ,NK(qω)

)
.

Denote by log∗i the i times iteration of log∗. Corollary 14.3.1 is a consequence
of Theorems 14.2.1 and 14.2.2.

Corollary 14.3.1 Let F ∈ K[X,Y] be a binary form of degree n ≥ 2 with
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minimal primitive S -discriminant. Define N := NS (dS (F)), P := P(dS (F)).
Then

N ≤ exp
{
CS (F)C4

}
, (14.3.3)

and, if ω > 0,

P >

{
C5(log N)C6 if ω ≤ log∗ P/ log∗2 P,
C7(log∗2 N)(log∗3 N)/(log∗4 N) otherwise,

(14.3.4)

provided that log N > 1, where C4 is an effectively computable number de-
pending only on K, S and n and C5,C6,C7 are effectively computable positive
numbers which depend at most on K, S , n and DΩ(F).

This corollary provides some information about the arithmetical properties
of minimal S -discriminants.

Corollary 14.3.1 motivates the following conjecture.

Conjecture 14.3.2 With the same notation and assumptions of Corollary
14.3.1 we have

P > C8(log N)C9 ,

where C8,C9 denote effectively computable numbers depending only on K, S , n
and DΩ(F).

The next application deals with the problem to find a “small” non-zero value
of a binary form. Denote by H( . ) the absolute height. The following corollary
is a consequence of Theorem 14.2.2.

Corollary 14.3.3 Let F ∈ OS [X,Y] be a binary form of degree n ≥ 2 with
discriminant D(F) , 0, and put

µS (F) := min {H(F(x, y)) : x, y ∈ OS , F(x, y) , 0} .

Then

µS (F) ≤ exp
{
C10Pn4+1

S (Qn
S |DK |

nNS (D(F)))5n−3
}

where C10 = 2n5n2dt(12n3s)26n2 s.

We note that a similar result follows from Theorem 14.2.1 with a much
better upper bound in terms of D(F). However, such a bound would depend
also on the discriminant DΩ(F) of the étale algebra Ω(F) associated with F.

The following consequence of Theorem 14.2.2 concerns equivalence of ele-
ments of an étale K-algebra. Theorem 14.2.1 has a similar consequence.

Let Ω be a finite étale K-algebra of degree n ≥ 2 over K, isomorphic to
L1 × · · · × Lq, say, where L1, . . . , Lq are finite field extensions of K. We view
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K as a K-subalgebra of Ω. Two elements θ1, θ2 of Ω are called GL(2,OS )-
equivalent if there are a, b, c, d ∈ OS with ad− bc ∈ O∗S such that cθ1 + d ∈ Ω∗

and

θ2 =
aθ1 + b
cθ1 + d

.

If θ is a primitive element of Ω over K and x 7→ x(i) (i = 1, . . . , n) denote the
K-homomorphisms from Ω to K we can associate to θ the binary form

Fθ(X,Y) =

n∏
i=1

(X − θ(i)Y)

which has its coefficients in K. Here Fθ(X, 1) is the monic minimal polynomial
of θ over K and Ω � Ω(F) = Ω(F(X, 1)) = K[X]/(F(X, 1)). We define the
S -discriminant of θ by

dS (θ) =
(D(Fθ))S

(Fθ)2n−2
S

. (14.3.5)

This is just the primitive S -discriminant of Fθ, hence it is an ideal of OS .
Further, it is easy to check that θ1, θ2 are GL(2,OS )-equivalent if and only if
there are λ ∈ K∗ and U ∈ GL(2,OS ) such that Fθ2 = λ(Fθ1 )U . Thus GL(2,OS )-
equivalent elements of Ω over K have the same S -discriminant.

We define as before

n4 = n(n − 1)(n − 2)(n − 3) if n ≥ 4, and n4 = 0 if n ≤ 3.

Further, the absolute height of an element α ∈ Ω is defined as

H(α) := max(H(α1), . . . ,H(αq)),

where (α1, . . . , αq) ∈ L1 × · · · × Lq is the image of α under a K-algebra isomor-
phism ϕ : Ω →∼ L1 × · · · × Lq, and H(αi) denotes the absolute height of αi, for
i = 1, . . . , q.

Corollary 14.3.4 Let d be a non-zero ideal of OS , and let θ ∈ Ω be such that
Ω = K[θ] and dS (θ) = d. Then θ is GL(2,OS )-equivalent to a θ∗ ∈ Ω for which

H(θ∗) ≤ exp
{
C11Pn4+1

S

(
Qn

S |DK |
2n−1NS (d)

)5n−3
}
, (14.3.6)

where C11 = 2n5n2dt(12n3s)26n2 s.

Observe that the upper bound in (14.3.6) depends only on the degree, but
not on the discriminant of Ω. Hence, specializing Corollary 14.3.4 to the case
when Ω is a finite field extension of K, we need not restrict ourselves to a fixed
field extension of K. So, together with Corollary 14.2.3 our above corollary
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implies that there are only finitely many GL(2,OS )-equivalent classes of alge-
braic numbers of degree n ≥ 2 with given S -discriminant d over K, and a set
of representatives for these classes can be determined effectively.

We note that for those elements of a finite extension of K which are integral
over OS , Theorem 8.4.1 gives a similar result, but with a stronger concept of
equivalence.

14.4 Proofs of the results from Section 14.2

As in the proof of Theorem 8.2.1, one of our main tools is the effective theory
from Subsection 4.1.2 for equations in two unknowns from a finitely gener-
ated multiplicative group, more precisely, Theorem 4.1.3 and Theorem 4.1.7.
Another important tool is the reduction theory from Section 13.4, in particular
Theorem 13.4.1. Further, we need effective estimates for S -units, (in particu-
lar Propositions 3.6.3 and 3.6.1), as well as for discriminants, class numbers,
regulators and S -regulators.

We keep the notation used in Theorem 14.2.1; further, we denote by G the
splitting field of F over K, and by T the set of places of G lying above the
places from S . For b ∈ G, we define

NT (b) :=
∏
V∈T

|b|V .

Then

NT (b) = NS (b)[G:K] for b ∈ K.

Let F = a0Xn + · · · + anYn. Then the S -norm of F equals

NS (F) :=
( ∏

v∈MK\S

max(|a0|v, . . . , |an|v)
)−1

(see (13.3.1)). Let Ω(F) = L1 × · · · × Lq be the finite étale K-algebra associated
with F. Then F can be factored as

F = a
q∏

i=1

NLi/K(li) (14.4.1)

where a ∈ K∗ and li is a linear form in Li[X,Y] for i = 1, . . . , q. By Corollary
13.3.4, we can choose a, l1 . . . lq in such a way, that

|DΩ(F)|
−1/2NS (F) ≤ NS (a) ≤ NS (F)

and the coefficients of l1, . . . , lq are integral over OS . Taking the conjugates of
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l1, . . . , lq over K, we get a factorization

F = al1 · · · ln (14.4.2)

where

a ∈ K∗, |DΩ(F)|
−1/2NS (F) ≤ NS (a) ≤ NS (F),

l1, . . . , ln ∈ OT [X,Y]

}
(14.4.3)

and for each σ ∈ Gal(G/K) there is a unique permutation σ(1), . . . , σ(n) of
1, . . . , n such that

σ(li) = lσ(i) for σ ∈ Gal(G/K), i = 1, . . . , n. (14.4.4)

We put

∆i j := det(li, l j) (1 ≤ i, j ≤ n), F0 := l1 · · · ln = a−1F.

Then

D(F0) =
∏

1≤i< j≤n

∆2
i j. (14.4.5)

Notice that by (14.4.3) and since F has its coefficients in OS ,

NS (D(F0)) = NS (a)−2n+2NS (D(F))

≤ |DΩ(F)|
n−1NS (F)−2n+2NS (D(F))

≤ |DΩ(F)|
n−1NS (D(F)). (14.4.6)

Recall that the absolute height of b ∈ G is defined by

H(b) :=
∏

V∈MG

max(1, |b|V )1/[G:Q].

Further, n4 = n(n − 1)(n − 2)(n − 3) if n ≥ 4.
We now prove a lemma which is crucial for the proof of Theorem 14.2.1. Its

proof depends on Theorem 4.1.3 and Theorem 4.1.7 concerning S -unit equa-
tions. Its proof is at many points similar to that of Lemma 8.3.1 from Section
8.3, but instead of the identity (8.3.2) we use

∆i j∆kh + ∆ jk∆ih + ∆ik∆h j = 0, (14.4.7)

for any four distinct indices i, j, k, h.

Lemma 14.4.1 Assume that n ≥ 4. For each quadruple of distinct indices i,
j, k, h ∈ {1, 2, . . . , n} we have

H(∆i j∆kh/∆ik∆ jh) ≤ C12, (14.4.8)



306 Effective results for binary forms of given discriminant

where

C12 = exp
{

C13Pn4+1
S |DΩ(F)|

4n−3
(
|DΩ(F)|

n +
1

2d
log NS (δ)

)}
and

C13 =
(
290n74s24)n2 s

.

Further, if t > 0,

H(∆i j∆kh/∆ik∆ jh) ≤ exp
{
Ct

14Pn4+1
S Wn4

S log∗ NS (δ)
}

(14.4.9)

where C14 is an effectively computable positive number depending only on d,
n and DΩ(F).

Proof For 1 ≤ i < j ≤ n, let Li j denote the extension of K generated by the
coefficients of li and l j. Denote by di j, Di j, hi j and Ri j the degree, discriminant,
class number and regulator of Li j, by Ti j the set of places of Li j lying above
those in S , by OTi j the ring of Ti j-integers in Li j, i.e., the integral closure of OS

in Li j, and by NTi j the Ti j-norm in Li j. Clearly, di j ≤ n2d where n2 := n(n − 1).
Fix distinct indices i, j ∈ {1, . . . , n}. The number ∆i j belongs to OTi j since the

coefficients of li, l j belong to this ring. Proposition 3.6.3 gives a decomposition
∆i j = βi jεi j, with εi j ∈ O∗Ti j

and with βi j ∈ OTi j with an effective upper bound
for the height of βi j. We first compute this upper bound.

The number ∆2
i j divides D(F0) in OTi j . Using the identity NTi j (D(F0)) =

NS (D(F0))di j/d, we deduce from (14.4.5) and (14.4.6), that

NTi j (∆i j)1/2di j ≤ NTi j (D(F0))1/2di j = NS (D(F0))1/2d

≤
(
|DΩ(F)|

n−1NS (D(F))
)1/2d

. (14.4.10)

Similarly to (8.3.7) we have

hi j, Ri j, hi jRi j ≤ (2n)n2d |DΩ(F)|
n−1 (

log∗ |DΩ(F)|
)dn2−1

=: C15, (14.4.11)

where by (8.3.7) and (8.3.8),

C15 ≤ (n3d)n2d |DΩ(F)|
n. (14.4.12)

Lastly, we have an inequality for absolute norms,

Qi j :=
∏
P∈Ti j

NLi jP ≤
(∏
p∈S

NK(p)
)[Li j:K]

≤ Pt[Li j:K]
S . (14.4.13)

Applying now Proposition 3.6.3 to ∆i j (with Li j,Ti j instead of K, S ) and insert-
ing the estimates (14.4.10), (14.4.11), (14.4.13), (14.4.12), we infer completely
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similarly to (8.3.10), that there are βi j ∈ OTi j , εi j ∈ O∗Ti j
such that

∆i j = βi jεi j, (14.4.14)

where

h(βi j) ≤
1

di j
log NTi j (∆i j) + 29e(n2d)n2d(t + 1)(log∗ PS )C15

≤
1

2d
log NS (D(F)) + (n5d2)n2d(t + 1)(log∗ PS )|DΩ(F)|

n

=: C16.

Now let i, j, k, h be any four distinct indices from {1, . . . , n} and consider the
extension Li jkh of K generated by the coefficients of li, l j, lk, lh. The degree of
Li jkh is at most n4d, where n4 = n(n − 1)(n − 2)(n − 3). Denote by Ti jkh the set
of places of Li jkh lying above those in S , and by O∗Ti jkh

the group of Ti jkh-units
in Li jkh. The cardinality of Ti jkh is at most n4s, where s = |S |. Denote by Γ the
multiplicative subgroup of L∗i jkh generated by O∗Ti j

, O∗Tkh
, O∗Tik

, O∗T jh
. Obviously,

Γ ⊆ O∗Ti jkh
.

By inserting (14.4.14) into (14.4.7) we obtain(
βi jβkh

βikβ jh

)
εi jεkh

εikε jh
+

(
β jkβih

βikβ jh

)
ε jkεih

εikε jh
= 1, (14.4.15)

where εi jεkh/εikε jh, ε jkεih/εikε jh are unknowns from Γ and O∗Ti jkh
, respectively,

while the coefficients βi jβkh/βikβ jh, β jkβih/βikβ jh have logarithmic heights not
exceeding 4C16.

We first prove (14.4.8). We apply Theorem 4.1.3 to the equation (14.4.15).
To do so, we first choose a system of generators {ξ1, . . . , ξm} for Γ/Γtors and
give a bound for

Θ := h(ξ1) · · · h(ξm).

We first apply Proposition 3.6.1 to the group O∗Tpq
, where p, q are any two

indices from i, j, k, h. The cardinality tpq of Tpq is at most n2s. Similarly as
in the proof of Lemma 8.3.1, we obtain that there is a fundamental system{
η1, . . . , ηtpq−1

}
of Tpq-units in Lpq such that

tpq−1∏
i=1

h(ηi) ≤ (ns)2n2 sRTpq . (14.4.16)

where RTpq denotes the Tpq-regulator. Using the upper bound (3.4.8) for the
S -regulator, applied with Ti j instead of S , and (14.4.11), we get as in (8.3.13)
that

RTpq ≤ C15

(
n2 log∗ PS

)n2t
. (14.4.17)
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We can now choose as set of generators for Γ the union of the fundamental
systems of units for OTi j , OTkh , OTik and OT jh , respectively, considered above.
Then from (14.4.16) and (14.4.17) we deduce

Θ ≤
(
C15

(
(ns)2n2 s

) (
n2 log∗ PS

)n2t
)4

≤ (2n)4n2d(ns)8n2 sn8n2t |DΩ(F)|
4(n−1) ×

×(log∗ |DΩ(F)|)4(n2d−1)(log∗ PS )4n2t

=: C17. (14.4.18)

We apply Theorem 4.1.3 to the equation (14.4.15) with H, m, d, s replaced
by 4C16, 4(n2s − 1), n4d and n4s, respectively. Then we obtain

h
(
εi jεkh

εikε jh

)
≤ C18 (14.4.19)

where

C18 := 1716(2n4s)2 log(2n4s)(16en4d)12n2 s−7 Pn4
S

log∗ PS
×C17C16 ×

×max
(

log
(
s3(16en4d)12n2 sPn4

S
)
, log C17

)
whence by (14.4.15),

h(∆i j∆kh/∆ik∆ jh) ≤ 4C16 + C18 < 2C18.

To estimate this quantity, we insert the expressions for C16,C17, use d ≤ 2s,
t + 1 ≤ s for terms d, t occurring in the basis and 1

2 d + t ≤ s for terms d, t in
the exponent. Further, using (log X)B ≤ (B/2ε)BXε for X, B, ε > 0, we estimate
from above the occurring powers of log∗ |DΩ(F)| and log∗ PS by

(log∗ PS )4n2t+1 ≤ (2n2s)4n2t+1PS ,

(log∗ |DΩ(F)|)4n2d−3 ≤ (4n2s)4n2d−3|DΩ(F)|,

and lastly, insert D(F) ∈ δO∗S . Then after some simplifications we obtain
(14.4.8).

Next we prove (14.4.9) by applying Theorem 4.1.7. Let again i, j, k, h be
any four distinct indices from {1, . . . , n} and Li jkh the extension of K generated
by the coefficients of li, l j, lk, lh. Clearly, Li jkh has degree ≤ n4d, and we can
estimate the absolute value of the discriminant of Li jkh from above first in terms
of n, |DLi |, . . . , |DLh | by means of (3.1.10) and then in terms of n, |DΩ(F)| using
(3.1.12). Together with (3.1.8), this gives effective upper bounds in terms of
n, d,DΩ(F) for the class number and regulator of Li jkh. Further, above each finite
place in S there are at most n4 places of Ti jkh (which is the set of places of Li jkh
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above those in S ) and the prime ideals corresponding to these places have
norm at most Pn4

S . Using (3.4.8), this leads to an upper bound cn4n4tWn4
S for

the Ti jkh-regulator, where c is effectively computable and depends only on n, d
and DΩ(F). For the heights of βi j, etc. we use again the estimate (14.4.15). The
number of finite places t in S can be estimated from above by d times the
number of prime numbers ≤ PS . Using the prime ideal theorem, we can thus
bound the factor (t + 1)(log∗ PS ) in C16 above by c′PS , where c′ is effectively
computable and depends only on d. We follow the above argument, but we now
view εi jεkh/εikε jh, etc. in equation (14.4.15) as elements of O∗Ti jkh

and apply
Theorem 4.1.7 to this equation. Inserting the upper bounds mentioned above,
one can easily verify that (14.4.9) follows. �

Proof of Theorem 14.2.1 It is more convenient here to use the absolute height
instead of the absolute logarithmic height.

In view of Corollaries 13.4.3, 13.4.5 we may restrict ourselves to the case
n ≥ 4. We apply Theorem 13.4.1 with

BiV :=
n∏

k=1, k,i

|∆ik |
1/(n−2)
V , V ∈ T, i = 1, . . . , n.

We first verify (13.4.3). From assumption (14.4.4) it follows that for σ ∈
Gal(G/K), i = 1, . . . , n, invoking (3.3.3),

Bσ(i),V =

n∏
k=1, k,i

|∆σ(i),σ(k)|
1/(n−2)
V =

n∏
k=1, k,i

|σ(∆ik)|1/(n−2)
V

=

n∏
k=1, k,i

|∆ik |
1/(n−2)
V◦σ = Bi,V◦σ

which is (13.4.3). Next, we have

M =

∏
V∈T

n∏
i=1

BiV

1/[G:Q]

=
∏
V∈T

∏
1≤p<q≤n

|∆pq|
2/(n−2)[G:Q]
V

=
∏
V∈T

|D(F0)|1/(n−2)[G:Q]
V = NS (D(F0))1/(n−2)d. (14.4.20)
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Further, for any V ∈ T and any two distinct indices i, j ∈ {1, . . . , n} we have

|∆i j|V

BiV B jV
= |∆i j|V ·

 n∏
k=1, k,i

|∆ik |V

n∏
h=1, h, j

|∆ jh|V

−1/(n−2)

=
∏

1≤k,h≤n

∣∣∣∣∆i j∆kh

∆ik∆ jh

∣∣∣∣1/(n−1)(n−2)

V
· |D(F0)|−1/(n−1)(n−2)

V

where the product is taken over all pairs of indices (k, h) with 1 ≤ k, h ≤ n,
k , h, k , i, j, h , i, j. It follows that for V ∈ T ,

max
1≤i< j≤n

|∆i j|V

BiV B jV
≤

|D(F0)|−1
V

∏
i, j,k,h

max
(
1,

∣∣∣∣∆i j∆kh

∆ik∆ jh

∣∣∣∣
V

)
1

(n−1)(n−2)

,

where the product is over all quadruples of indices i, j, k, h ∈ {1, . . . , n} such
that i, j, k, h are distinct and i < j. By taking the product over V ∈ T , and
applying Lemma 14.4.1 and (14.4.6),

R ≤

NS (D(F0))−1/d
∏
i, j,k,h

H(∆i j∆kh/∆ik∆ jh)


1

(n−1)(n−2)

≤ C19NS (D(F0))−1/d(n−1)(n−2) with C19 = exp
{
C

1
2(n−1)(n−2) (n

4)
12

}
,

where C12 denotes the upper bound occurring in (14.4.8). Let C3(n) denote
the number defined in Section 13.4. It is easy to check that C3(n) ≤ C12.
Putting C20 =

(
C3(n)Cn

19

)(n−1)/(n−2)
, Theorem 13.4.1 and (14.4.6) imply that

F is GL(2,OS )-equivalent to a binary form F∗ such that

H(F∗) ≤
(
C3(n)NS (a)2/d M2Rn

)(n−1)/(n−2)

≤ C20

(
NS (a)2NS (D(F0))

2
n−2−

n
(n−1)(n−2)

)(n−1)/d(n−2)

≤ C20

(
NS (a)2NS (D(F0))1/(n−1)

)(n−1)/d(n−2)

≤ C20NS (D(F))1/d(n−2).

Finally, using D(F) ∈ δO∗S , we get

H(F∗) ≤ exp
{

n3C13Pn4+1
S |DΩ(F)|

4n−3
(
|DΩ(F)|

n +
1

2d
log NS (δ)

)}
,

whence (14.2.3) follows.
Suppose now that t > 0. Following the above proof and using (14.4.9) as

well as C3(n) ≤ exp
{
Ct

21(PS WS )n4
}
, where C21 is an effectively computable

number depending only on d, n and DΩ(F) we get (14.2.4). �



14.4 Proofs of the results from Section 14.2 311

We now prove Theorem 14.2.2. For n = 2 and 3, Theorem 14.2.2 follows
at once from Corollaries 13.4.3 and 13.4.4 with better bounds. For n ≥ 4,
Theorem 14.2.2 will be deduced from Theorem 14.2.1. For this purpose, we
need Lemma 8.3.2 and two other lemmas.

Let again F ∈ K[X,Y] be a binary form of degree n ≥ 2 of discriminant
D(F) , 0. Recall that the primitive discriminant of F has been defined by

dS (F) =
(D(F))S

(F)2n−2
S

. (14.4.21)

Lemma 14.4.2 We have

dS (F) ⊆ dΩ/KOS , where Ω = Ω(F).

Proof The ideal dS (F) is equal to the ideal of OS generated by the numbers
α2n−2D(F) = D(αF) with α ∈ (F)−1

S . For each of these numbers α, the binary
form αF has its coefficients in OS . Writing αF =: F′, we see that it suffices to
prove the following: let F′ ∈ OS [X,Y] be a binary form of degree n and Ω the
finite étale K-algebra associated with it. Then

D(F′) ∈ dΩ/KOS . (14.4.22)

To prove this, write F′ = a0Xn + a1Xn−1Y + · · · + anYn. After a suitable
GL(2,OS )-transformation which up to multiplication with an S -unit does not
affect D(F′), we may assume that a0 , 0. Then Ω � K[X]/( f ) where f =

F′(X, 1). Let θ be the element of Ω corresponding to X (mod f ) and define the
elements

ωi := a0θ
i + a1θ

i−1 + · · · ai−1θ (i = 1, . . . , n − 1).

By Corollary 1.5.2 we have D(F′) = D( f ) = DΩ/K(1, ω1, . . . , ωn−1). We show
by induction on i that ω1, . . . , ωn−1 are integral over OS . This suffices, since it
implies that

DΩ/K(1, ω1, . . . , ωn−1) ∈ dOS ,Ω/OS = dΩ/KOS .

First note that ω1 = a0θ is a zero of an−1
0 f (X/a0) which is monic and is in

OS [X]. Hence ω1 is integral over OS . Next, let 1 ≤ i ≤ n − 2 and observe that

ωn−i
i+1 +

n−i−1∑
j=0

(ωi + ai)n−i−1− jan− jω
j
i+1 = 0.

Hence ωi+1 is integral over OS [ωi] and so by induction, integral over OS . This
completes the induction step and the proof of our lemma. �

We need the following extension of Lemma 8.3.3 to binary forms F ∈

OS [X,Y]. Let K, S be as in Theorems 14.2.1 and 14.2.2, and define in the
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usual manner QS := NK(p1 · · · pt), where p1, . . . , pt denote the prime ideals
corresponding to the finite places in S , with QS := 1 if t = 0. Let F ∈ OS [X,Y]
be a binary form of degree n ≥ 2 with non-zero discriminant D(F), and let
Ω(F) be the étale algebra associated with it, as given by (14.2.1), with discrim-
inant DΩ(F).

Lemma 14.4.3 Under the above notation and assumptions, we have

|DΩ(F)| ≤
(
ndt |DK |QS

)n
NS (D(F)). (14.4.23)

Proof Let F ∈ OS [X,Y] be a binary form of degree n ≥ 2 and non-zero
discriminant D(F). By Lemma 14.4.2,

(D(F))S = (F)2n−2
S dS (F) ⊆ dS (F) ⊆ dΩ/KOS

hence NS (dΩ/KOS ) ≤ NS (D(F)). Together with Lemma 8.3.2 this implies
(14.4.23). �

Proof of Theorem 14.2.2 By assumption D(F) ∈ δO∗S , hence NS (D(F)) =

NS (δ). If now n = 2 or n = 3, Theorem 14.2.2 immediately follows from
Corollaries 13.4.3 and 13.4.4 by using (3.1.8) and observing that d ≤ 2s and
t < s.

For n ≥ 4, Theorem 14.2.1 and Lemma 14.4.3 give Theorem 14.2.2. �

We shall deduce Corollary 14.2.3 from Theorem 14.2.2 by means of the
following lemma. For the remainder of this section we assume that K and S
are effectively given in the sense described in Section 14.2; see also Section
3.7. We recall that a binary form F ∈ K[X,Y] is said to be effectively given if
its degree and its coefficients are effectively given. Further, the height H(A) of
a matrix A with algebraic entries is the maximum of the heights of the entries
of A.

Lemma 14.4.4 Let F, F∗ ∈ OS [X,Y] be GL(2,OS )-equivalent binary forms
of degree n ≥ 2 with non-zero discriminants. Then there are ε ∈ O∗S and
U ∈ GL(2,OS ) such that

F∗ = εFU , H(U) ≤ C22,

where C22 is an effectively computable number depending only on K, S , n and
the coefficients of F and F∗.

Proof In the proof below, we use several of the algorithms referred to in
Section 3.7, without explicitly mentioning them. We can compute the splitting
field G of F over K by choosing m ∈ Z with F(1,m) , 0, computing the
zeros of F(X,mX + 1), and adjoining them to K. This is then also the splitting
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field of F∗. Denote the set of places of G lying above those in S by T . We
can compute the prime ideals corresponding to the finite places in T in terms
of the prime ideals corresponding to the finite places in S . Below, C23 and
subsequent constants will be effectively computable numbers depending on K,
S , n, the coefficients of F and F∗, G and T . But as mentioned above, we can
express the dependence on G and T in terms of the other parameters.

We choose factorizations of F and F∗ of the following shape:

F = a
n∏

i=1

(αiX + βiY), F∗ = b
n∏

i=1

(γiX + δiY) (14.4.24)

with a, b ∈ K∗,

(αi, βi) = (0, 1) or αi = 1 for i = 1, . . . , n,

(γi, δi) = (0, 1) or γi = 1 for i = 1, . . . , n.

Then

αi, βi, γi, δi ∈ G,
H(a),H(b),H(αi),H(βi),H(γi),H(δi) ≤ C23

}
(14.4.25)

for i = 1, . . . , n. Since F, F∗ are GL(2,OS )-equivalent there exist U0 ∈ GL(2,OS ),
η0 ∈ O∗S , λ1, . . . , λn ∈ G∗ such that after permuting (γ1, δ1), . . . , (γn, δn), we
have

(γi, δi) = λi(αi, βi)U0 for i = 1, . . . , n, b = η0aλ1 · · · λn. (14.4.26)

In the remainder of the proof, we make a distinction between the cases n = 2
and n ≥ 3. We denote fractional ideals with respect to OT by (·)T .

First let n = 2. Then either G = K or [G : K] = 2. If [G : K] = 2 let σ be
the non-trivial K-automorphism of G. Then

(α2, β2, γ2, δ2) = (σ(α1), σ(β1), σ(γ1), σ(δ1))

and hence λ2 = σ(λ1). Note that

a :=
(α1β2 − α2β1)T

(α1, β1)T (α2, β2)T
⊆ OT .

Put

N := |(OT /a)∗| .

Then

N = |(OG/OG ∩ a)∗| ≤ C24. (14.4.27)
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We claim that if ε1, ε2 ∈ O∗T are such that ε2 = σ(ε1) if [G : K] = 2, then there
is U ∈ GL(2,OS ) such that

(γi, δi) = λiε
N
i (αi, βi)U for i = 1, 2. (14.4.28)

To prove this, it suffices to show that there exists V ∈ GL(2,OS ) with

εN
i (αi, βi) = (αi, βi)V for i = 1, 2. (14.4.29)

Indeed, (14.4.29) and (14.4.26) imply (14.4.28) with U = V−1U0. We prove
(14.4.29). There is a unique matrix V ∈ GL(2,G) with (14.4.29). If [G : K] =

2, then εN
i (αi, βi) = (αi, βi)σ(V) for i = 1, 2, where σ(V) is obtained by ap-

plying σ to the entries of V . Hence σ(V) = V and so V ∈ GL(2,K). Next,
det V = (ε1ε2)N ∈ O∗T ∩ K = O∗S . Finally,

V =

(
εN

1 0
0 εN

2

)
+

εN
1 − ε

N
2

α1β2 − α2β1

(
α2β1 β1β2

−α1α2 α2β1

)
.

By the Euler-Fermat-Lagrange theorem for number fields, εN
i ≡ 1(mod a) for

i = 1, 2. It follows that

εN
1 − ε

N
2

α1β2 − α2β1
α2β1 ∈

(α1β2 − α2β1)T

(α1, β1)T (α2, β2)T
·

(α2β1)T

(α1β2 − α2β1)T
∈ OT ,

hence the left upper entry of V belongs to OT ∩ K = OS . In a similar way it
follows that the other entries of V lie in OS . Hence V ∈ GL(2,OS ).

So (14.4.28) holds for some U ∈ GL(2,OS ). Notice that by (14.4.26) we
have F∗ = ηFU , with η = η0(ε1ε2)−N . We choose appropriate ε1, ε2 and esti-
mate H(U). By Proposition 3.6.3, there exist ε1, ε2 ∈ O∗T with

H(εN
i λi) ≤ CN

25MT (λi)1/[L:Q] for i = 1, 2, (14.4.30)

where

MT (λi) = max

 ∏
V∈ML\T

max(1, |λi|V ) ,
∏

V∈ML\T

max(1, |λi|
−1
V )

 .
Note that for V ∈ ML \ T we have max(|α′i |V , |β

′
i |V ) = max(|αi|V , |βi|V ) where

(α′i , β
′
i) = (αi, βi)U0, since U0 ∈ GL(2,OT ). Hence

|λi|V =
max(|γi|V , |δi|V )
max(|αi|V , |βi|V )

for i = 1, 2, V ∈ ML \ T.

Noting that one of αi, βi and one of γi, δi are equal to 1, it follows that

MT (λi) ≤
∏

V∈ML\T

max
(
|αi|V , |βi|V , |γi|V , |δi|V

)
≤ C26 for i = 1, 2.



14.4 Proofs of the results from Section 14.2 315

Together with (14.4.30), (14.4.27), this implies

H(εN
i λi) ≤ C27 for i = 1, 2.

Hence by (14.4.28), (14.4.25) we get H(U) ≤ C22. This proves Lemma 14.4.4
for n = 2.

Next assume that n ≥ 3. From elementary projective geometry it follows
that the matrix U0 given by (14.4.26) is uniquely determined up to a scalar.
Write

U0 = λV (14.4.31)

where λ ∈ K∗ and V =
( v11 v12

v21 v22

)
∈ GL(2,K) such that the first non-zero element

of v11, v12, v21, v22 is 1. Then V is uniquely determined and can be computed
from (14.4.26), and so we have

H(V) ≤ C28. (14.4.32)

We know that λ2 det V ∈ O∗S . Hence

|λ|v = | det V |−1/2
v for v ∈ MK \ S .

By Proposition 3.6.3, there exists η1 ∈ O∗S with

H(η1λ) ≤ C29MS (λ)1/d

where by the product formula,

MS (λ) = max

 ∏
v∈MK\S

max(1, |λ|v),
∏

v∈MK\S

max(1, |λ|−1
v )


= max

 ∏
v∈MK\S

max(1, | det V |1/2v ),
∏

v∈MK\S

max(1, | det V |−1/2
v )


≤ H(det V)d/2 ≤ Cd/2

28 .

Together with (14.4.32) this implies H(η1λ) ≤ C30. Now let

U := η1U0 = η1λV, η := η0η
−n
1 .

Then U ∈ GL(2,OS ), F∗ = ηFU , and H(U) ≤ C22 by (14.4.32). This proves
Lemma 14.4.4 for n ≥ 3. �

Proof of Corollary 14.2.3 The finiteness assertion of Corollary 14.2.3 fol-
lows at once from Theorem 14.2.2, using Theorem 3.5.2 and (3.5.4). To de-
termine effectively a set consisting of one binary form from each GL(2,OS )-
equivalence class, we shall use some of the number-theoretic algorithms col-
lected in Section 3.7.
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Suppose that n ≥ 2, K, S and δ ∈ K∗ are effectively given. Then we can
check whether δ ∈ OS \ {0}. Let F ∈ OS [X,Y] be a binary form of degree n ≥ 2
with D(F) ∈ δO∗S . Then by Theorem 14.2.2, F is GL(2,OS )-equivalent to a
binary form F∗ with H(F∗) ≤ C where C is the upper bound from (14.2.5).
By (3.5.4), the absolute heights of the coefficients of F∗ are bounded above
by H(F∗), hence by C. Now we can effectively determine a finite set of bi-
nary forms of degree n which contains all binary forms F∗ ∈ K[X,Y] of de-
gree n whose coefficients have absolute heights ≤ C. Further, we can select
from this set those binary forms with coefficients in OS and discriminant in
δO∗S . Thus we get a finite set of binary forms F∗ ∈ OS [X,Y] of degree n with
D(F∗) ∈ δO∗S which contains at least (but possibly more than) one form from
each GL(2,OS )-equivalence class. To obtain a finite set of binary forms with
precisely one binary form from each class it remains to check for any two bi-
nary forms in our set whether they are GL(2,OS )-equivalent and if so, remove
one of these forms from our set.

To decide whether any two given binary forms F, F′ are GL(2,OS )-equivalent
we proceed as follows. We can compute the constant C22 from Lemma 14.4.5
and then determine effectively, using again some algorithms from Section 3.7,
a finite set of matrices in GL(2,OS ) which contains all matrices U ∈ GL(2,OS )
with H(U) ≤ C22. Then F, F′ are GL(2,OS )-equivalent if and only if for one
of these matrices U there is ε ∈ O∗S such that F′ = εFU , which can be easily
checked. This completes our proof. �

14.5 Proofs of the results from Section 14.3

We keep the notation of Section 14.3. In particular, K is an algebraic number
field, S a finite set of places of K which consists of all infinite places and
t ≥ 0 finite places. Suppose these finite places correspond to the prime ideals
p1, . . . , pt of OK . Let δ ∈ OS \ {0}. Put d := [K : Q], s := |S |, and PS =

WS = QS := 1 if t = 0 and PS := max1≤i≤t NK(pi), QS :=
∏t

i=1 NK(pi),
WS :=

∏t
i=1 log NK(pi) if t > 0.

We make some preparations for the proof of Corollary 14.3.1. For a binary
form F ∈ K[X,Y] of degree n ≥ 2 and discriminant D(F) , 0, we denote by
(F)S the fractional OS -ideal generated by the coefficients of a binary form F
and by

dS (F) =
(D(F))S

(F)2n−2
S

the S -discriminant of F. This is an ideal of OS . We first show our claim from
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Section 14.3, that if F′ = λFU for some binary forms F, F′ ∈ K[X,Y] of
degree n ≥ 2, λ ∈ K∗, U ∈ GL(2,OS ), then dS (F′) = dS (F). Indeed, D(F′) =

λ2n−2(det U)n(n−1)D(F), whence (D(F′))S = (λ)2n−2
S (D(F))S . Further, (F′)S =

(λ)S (FU)S and (FU)S = (F)S , which proves our claim.
To prove Corollary 14.3.1 we need the following.

Lemma 14.5.1 Let F(X,Y) ∈ K[X,Y] be a square-free binary form of degree
n ≥ 2. Then

NS (dS (F)) ≤ n3nd/2H(F)(2n−2)d. (14.5.1)

Proof Let F = a0Xn + a1Xn−1Y + · · · + anYn and put |F|v := max0≤i≤n |ai|v for
v ∈ MK . By (3.4.3), (3.4.1), we have

NS (dS (F)) = NS (F)−2n+2NS (D(F)) (14.5.2)

=
∏
v<S

|F|2n−2
v ·

∏
v∈S

|D(F)|v.

Further, from the determinantal expression (1.4.5) and Hadamard’s inequality
for determinants we infer for the infinite places v,

|D(F)|v ≤ (12 + · · · + n2)ns(v)/2|F|2n−2
v ≤ n3ndv/2|F|2n−2

v

where s(v) = 1 if v is real and s(v) = 2 if v is complex. Further, if v is finite we
deduce |D(F)|v ≤ |F|2n−2

v from the ultrametric inequality. Combining these two
inequalities with

∑
v s(v) = d and (14.5.2) we obtain

NS (dS (F)) ≤ n3nd/2
∏

v∈MK

|F|2n−2
v ≤ n3nd/2H(F)(2n−2)d.

�

Proof of Corollary 14.3.1 Let F ∈ K[X,Y] be a binary form of degree n ≥ 2
with minimal S -discriminant. Recall that

dS (F) = q
k1
1 · · · q

kω
ω OS

for certain prime ideals q1, . . . , qω corresponding to places outside S . Further,
CS (F) = NK(q1 · · · qω). Let S consist of the infinite places and of the finite
places corresponding to the prime ideals p1, . . . , pt of OK , and let T consist of
S and the finite places corresponding to q1, . . . , qω. Finally, put

PT := max
p∈T

NK(p), WT :=
∏
p∈T

(log∗ NK(p)), QT :=
∏
p∈T

NK(p).

By Corollary 13.3.3 F is proportional to a binary form F′ ∈ OT [X,Y] with
NT ((F′)T ) ≤ |DK |

1/2, where DK denotes the discriminant of K. We may assume
without loss of generality that F itself has already these properties, that is that
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F ∈ OT [X,Y], NT ((F)T ) ≤ |DK |
1/2, while dS (F) remains unchanged. Note that

dT (F) = (1)T , hence

NT (D(F)) = NT ((F)T )2n−2 ≤ |DK |
n−1.

We first prove (14.3.3). C31 and the subsequent constants in this proof denote
effectively computable positive numbers depending only on K, S and n. By
Theorem 14.2.1, F is GL(2,OT )-equivalent to a binary form F∗ ∈ OT [X,Y] for
which

log∗ log∗ H(F∗) ≤ C31
(
(ω + 1) log∗(ω + 1) + log∗ PT + log∗ QT

)
. (14.5.3)

We can estimate all terms in the right-hand side from above in terms of CS (F)
by means of the obvious estimate

log∗ PT ≤ log∗ QT ≤ C32 log∗(CS (F))

and the elementary inequality

ω ≤ C33 log∗(CS (F))/ log∗ log∗(CS (F)).

In this manner we obtain

log∗ log∗ H(F∗) ≤ C34 log∗(CS (F)). (14.5.4)

Together with Lemma 14.5.1 this implies

log∗ log∗ NS (dS (F∗)) ≤ C35 log∗(CS (F)). (14.5.5)

We have NS (dS (F)) ≤ NS (dS (F∗)), since F has minimal S -discriminant. By
combining this inequality with (14.5.5), we get (14.3.3).

Next we prove (14.3.4). Suppose that ω > 0. Write P := max1≤i≤ω Nqi; then
P ≤ PT ≤ C36P. Together with the trivial inequality WT ≤ (log PT )t+ω, the
second part of Theorem 14.2.1 implies that

log∗ log∗ H(F∗) ≤ C37(log P + ω log∗ log∗ P).

We distinguish between the cases that ω ≤ log∗ P/ log∗ log∗ P and that ω >

log∗ P/ log∗ log∗ P. Notice that there are at least ω prime ideals of OK of norm
≤ P hence at least ω/d prime numbers below P. So by e.g., [Rosser and
Schoenfeld (1962), Cor. 1], ω ≤ dπ(P) ≤ 4dP/3 log∗ P. This leads to

log∗ log∗ H(F) ≤
{

C38 log∗ P if ω < log∗ P/ log∗ log∗ P,
C39P log∗ log∗ P/ log∗ P otherwise.

Now (14.3.4) follows in the same way as (14.3.3). �
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Proof of Corollary 14.3.3 Let F ∈ OS [X,Y] be a binary form of degree n ≥ 2
with discriminant D(F) , 0. By Theorem 14.2.2 there are ε ∈ O∗S , a matrix
U ∈ GL(2,OS ) and a binary form F∗ ∈ OS [X,Y] for which FU = εF∗,H(F∗) ≤
C40, where C40 is the right-hand side of (14.2.5). By Proposition 3.6.3 and by
(3.1.8), there are ε1, ε2 ∈ O∗S such that

ε = ε1ε
n
2, H(ε1) ≤ C40,

where H(ε1) denotes the absolute height of ε1. Putting F′ = ε1F∗, we have
Fε−1

2 U = F′, D(F′) , 0 and H(F′) ≤ C2
40. There is a rational integer a with

0 ≤ a ≤ n for which F′(1, a) , 0. Let

(x0, y0)T = ε−1
2 U(1, a)T .

Then x0, y0 ∈ OS and

F(x0, y0) = Fε−1
2 U(1, a) = F′(1, a) , 0.

Hence

µ(F) ≤ H(F(x0, y0)) = H(F′(1, a)) ≤ C3
40,

which implies our Corollary. �

Proof of Corollary 14.3.4 We deduce Corollary 14.3.4 from Theorem 14.2.2.
Some arguments will be used from the proof of Theorem 8.4.1.

Let θ be such that Ω = K[θ] and dS (θ) = d, and let x 7→ x(i) (i = 1, . . . , n)
denote the K-homomorphisms from Ω to K. Then defining the binary form
F(X,Y) = (X − θ(1)Y) · · · (X − θ(n)Y), F(X, 1) is the monic minimal polynomial
of θ over K and Ω � K[X]/(F(X, 1)). Further, dS (θ) = dS (F). By Corollary
13.3.3 there is a λ ∈ K∗ such that F′ := λF ∈ OS [X,Y], dS (F′) = d and
NS ((F′)S ) ≤ |DK |

1/2. But dS (F′) = (D(F′))S /(F′)2n−2
S , hence it follows that

NS (D(F′)) ≤ NS (d)|DK |
n−1. (14.5.6)

We apply now Theorem 14.2.2 to the binary form F′. Using (14.5.6), it
follows that F′ is GL(2,OS )-equivalent to a binary form F′′ such that

H(F′′) < C41 := exp
{
C3Pn4+1

S (Qn
S |DK |

2n−1NS (d)n)5n
}
.

Choose a ∈ Z with 0 ≤ a ≤ n and F′′(1, a) = 0 and take F′′′ with F′′′(X,Y) :=
F′′(X, aX + Y). Then F′′′ is GL(2,OS )-equivalent to F′, F′(1, 0) , 0 and
H(F′′′) < C2

41. The polynomial F′′′(X, 1) has a zero, say θ∗, which is GL(2,OS )-
equivalent to θ. Put g0 := F′′′(1, 0) and

Fθ∗ (X,Y) = g−1
0 F′′′(X,Y).

Then θ∗ is a zero of Fθ∗ (X, 1) which is the monic minimal polynomial of θ∗
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over K. Further, H(Gθ∗ ) ≤ C4
41 and, by Corollary 3.5.5, H(θ∗) ≤ (2H(Fθ∗ ))n ≤

2nC4
41. This implies Corollary 14.3.4. �

14.6 Bounding the degree of binary forms of given
discriminant over Z

We prove Theorem 14.1.2. Let F be a binary form of degree n ≥ 2 and dis-
criminant D(F) , 0 with coefficients in Z. First consider the case when F is
irreducible over Q. Then F(1, 0) , 0. Let α denote a zero of F(X, 1) in C, and
denote by DK the discriminant of the number field K = Q(α). Then, by Lemma
14.4.2, DK divides D(F) in Z, whence

|D(F)| ≥ |DK |. (14.6.1)

Further, in view of Minkowski’s inequality |DK | >
(
π
4

)n (
nn

n!

)2
and Stirling’s

inequality n!en/nn ≤ e
√

n, we get as in the proof of Theorem 6.4.1 that

log |DK |

n
≥

log 3
2

. (14.6.2)

Together with (14.6.1) this implies (14.1.2). Further, in (14.6.2) equality holds
only if n = 2, DK = −3.

Consider now the case when F is reducible over Q, and let

F(X,Y) = F1(X,Y) · · · Fr(X,Y)

be the factorization of F into irreducible factors with coefficients in Z. In
general, the resultant R(F′, F′′) of two binary forms F′ =

∏n
i=1(αiX − βiY),

F′′ =
∏m

j=1(γ jX − δ jY) is given by

R(F′, F′′) :=
n∏

i=1

m∏
j=1

(βiγ j − αiδ j).

We have for R(F′, F′′) a determinantal expression like (1.4.1), hence it is a
polynomial with integer coefficients in the coefficients of F′ and F′′. It easily
follows that

D(F) =

r∏
i=1

D(Fi)
∏

1≤i< j≤r

R(Fi, F j)2, (14.6.3)

where we have set D(Fi) := 1 if Fi is linear. Below, we distinguish the cases
that none of the Fi is linear, all Fi are linear, and some, but not all Fi are linear.
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First assume that deg Fi ≥ 2 for i = 1, . . . , r. Then by (14.6.2),

log |D(Fi)| ≥
log 3

2
deg Fi for i = 1, . . . , r.

Using (14.6.3), we infer that

log |D(F)| =
r∑

i=1

log |D(Fi)| +
∑
i> j

log R(Fi, F j)2

≥
log 3

2

r∑
i=1

deg Fi =
log 3

2
n, (14.6.4)

which proves (14.1.2) with a strict inequality.
For later purposes we observe here that in (14.6.4) equality holds if and

only if D(Fi) = −3, deg Fi = 2 and R(Fi, F j) = ±1 for each distinct i and j.
Assuming this to be the case, let

F1(X,Y) = a1X2 + b1XY + c1Y2 = a1(X − α1Y)(X − α2Y)
F2(X,Y) = a2X2 + b2XY + c2Y2 = a2(X − β1Y)(X − β2Y),

(14.6.5)

where a1a2 , 0 and

R(F1, F2) = a2
1a2

2(α1 − β1)(α2 − β2)(α1 − β2)(α2 − β1) = ±1.

It follows that α1, α2, β1, β2 ∈ Q(
√
−3). Further, a1a2(α1 − β1)(α2 − β2) and

a1a2(α1 − β2)(α2 − β1) are at the same time rationals and algebraic integers.
Consequently, we get

a1a2(α1 − β1)(α2 − β2) = ±1, a1a2(α1 − β2)(α2 − β1) = ±1. (14.6.6)

From D(Fi) = −3 and (14.6.5) we infer α1,2 = (−b1 ±
√
−3)/2a1, β1,2 =

(−b2 ±
√
−3)/2a2. Substituting these values into (14.6.6), we deduce that

(a1b2 − a2b1)2 + 3(a2 − a1)2 = ±4a1a2,

(a1b2 − a2b1)2 + 3(a2 + a1)2 = ±4a1a2.

This yields a1a2 = 0 which is a contradiction. This shows that in (14.6.4)
equality holds only if r = 1, deg F1 = 2 and D(F1) = −3.

Next assume that all Fi are linear. We may assume that n ≥ 3. Then we can
write

F(X,Y) = (a1X − b1Y) · · · (anX − bnY) with ai, bi ∈ Z (14.6.7)

and

D(F) =
∏

1≤i< j≤n

D2
i j,
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where Di j = aib j − a jbi. Let

|D(F)|1/2 = pk1
1 · · · p

ks
s

be the prime factorization of |D(F)|1/2, and let t := k1 + · · ·+ ks. Then we have

t ≤
1

log 2
(
k1 log p1 + · · · + ks log ps

)
=

1
2 log 2

log |D(F)|. (14.6.8)

We distinguish two cases. If Di j , ±1 for each distinct i and j, then(
n
2

)
≤ t.

Together with (14.6.8) this gives

n < 1 +
2

log 3
log |D(F)|.

Assume now that there are i and j such that Di j = ±1. Let A be a maximal
set of the pairs [ai, bi], 1 ≤ i ≤ n, such that Di j = ±1 for each pair [ai, bi] and
[a j, b j] from A . Considering these pairs (mod 2), we infer that the cardinality
|A | of A satisfies

|A | ≤ 3. (14.6.9)

If n > |A |, then for each pair [ai, bi] outside A there is a pair [a j, b j] in A

such that Di j , ±1. This implies that n − |A | ≤ t, whence

n ≤ |A | + t.

Now (14.6.8) and (14.6.9) imply (14.1.2) with strict inequality. For n ≤ |A |
we have n = 3. Then (14.1.2) immediately follows, and equality can hold only
if |D(F)| = 1. In this case we deduce a1a2a3 , 0 and

aib j − a jbi = ±1 for each 1 ≤ i < j ≤ 3.

This implies that a3 = a1 + a2, b3 = b1 + b2, whence a1 + a2 , 0 and

F(X,Y) = (a1X − b1Y)(a2X − b2Y) [(a1 + a2)X − (b1 + b2)Y)] ,

which implies that F is GL(2,Z)-equivalent to XY(X + Y).
Finally, assume that some but not all Fi are linear. Then

F(X,Y) = F′(X,Y)F′′(X,Y) (14.6.10)

where F′ is the product of the non-linear Fi and F′′ the product of the linear
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Fi. Then it follows that

2
log 3

|D(F)| + 3 =
2

log 3
log |D(F′)| +

(
2

log 3
log |D(F′′)| + 3

)
+

+
4

log 3
log |R(F′, F′′)| ≥ deg F′ + deg F′′ = n,

which proves (14.1.2). Further, this shows that in (14.1.2) equality holds if and
only if deg F′ = 2, D(F′) = −3, |R(F′, F′′)| = 1 and deg F′′ = 3, D(F′′) = ±1,
where F′′ is GL(2,Z)-equivalent to XY(X + Y). But then, by replacing F by a
GL(2,Z)-equivalent form we may assume that F′′ = XY(X + Y). Write

F′ = aX2 + bXY + cY2.

Then from D(F′) = −3, |R(F′, F′′)| = 1 we infer b2−4ac = −3, ac(a−b+c) =

±1, implying (a, b, c) = ±(1, 1, 1).
Thus, we have proved that (14.1.2) holds, and that equality occurs if and

only if F is GL(2,Z)-equivalent to XY(X +Y) or XY(X +Y)(X2 + XY +Y2). �

14.7 A consequence for monic polynomials

From our effective theorems on binary forms we can deduce weaker versions
of some of the effective theorems on monic polynomials stated in Chapters 6
and 8. We explain the idea, without going into detailed computations.

As before, K is an algebraic number field, S a finite set of places of K
containing all infinite places, and δ ∈ OS \ {0}.

Corollary 14.7.1 Let f ∈ OS [X] be a monic polynomial of degree n ≥ 2
and of discriminant D( f ) ∈ δO∗S . Then there exists ε ∈ O∗S , a ∈ OS such that
f ∗ := ε−n f (εX + a) is a monic polynomial in OS [X] with

H( f ∗) ≤ C42,

where C42 is an effectively computable number depending only on n, S ,NS (δ)
and DK .

Proof We apply Theorem 14.2.2 to the binary form F := Yn+1 f (X/Y). From
the fact that f is monic, it follows that D(F) = D( f ) ∈ δO∗S .

According to Theorem 14.2.2, there exist ε1 ∈ O∗S and U =
( a11 a12

a21 a22

)
∈

GL(2,OS ) such that for the binary form F∗ := ε1FU we have

H(F∗) ≤ C43 (14.7.1)
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where C43 and subsequent constants introduced below are effectively com-
putable and depend on n, S ,DK and NS (δ) only. Since F is divisible by Y we
have F∗ = l ·F1 where l = a21X+a22Y and F1 is a binary form with coefficients
in OS . By Corollary 3.5.4 we have

Hhom(l) =
( ∏

v∈MK

max(|a21|v, |a22|v)
)1/d
≤ C44.

Since a11a22 − a12a21 = det U ∈ O∗S , we have max(|a21|v, |a22|v) = 1 for v < S .
Hence

Hhom(l) =
(∏

v∈S

max(|a21|v, |a22|v)
)1/d

.

By Lemma 13.3.5 there exists ε0 ∈ O∗S such that

H(ε0l) =
( ∏

v∈MK

max(1, |ε0a21|v, |ε0a22|v)
)1/d
≤ C45.

Now the identity F∗ = ε1FU remains valid if we replace U by ε0U and ε1 by
ε−n−1

0 ε1. Thus, without loss of generality, we may assume ε0 = 1 and

H(l) =
( ∏

v∈MK

max(1, |a21|v, |a22|v)
)1/d
≤ C45. (14.7.2)

Since det U ∈ O∗S , the equation a12x + a22y = 1 is solvable in x, y ∈ OS . By
Lemma 8.5.1 there exist a′11, a

′
12 ∈ OS such that a′11a22 − a′12a21 = 1 and

H(a′11, a
′
12) =

( ∏
v∈MK

max(1, |a′11|v, |a
′
12|v)

)1/d
≤ C46. (14.7.3)

Now let U′ :=
( a22 −a′12
−a21 a′11

)
and define the binary form

F2 := F∗U′ = ε1FUU′ . (14.7.4)

Since UU′ =
( ε2 a

0 1
)

with

ε2 := a11a22 − a21a12 ∈ O∗S , a := a′11a12 − a11a′12 ∈ OS ,

we have

F2(X,Y) = ε1F(ε2X + aY,Y) = ε1Yn+1 f ((ε2X/Y) + a)

= (ε1ε
n
2)ε−n

2 Yn+1 f ((ε2X/Y) + a).

Thus, the polynomial f ∗(X) := ε−n
2 f (ε2X + a) satisfies

Yn+1 f ∗(X/Y) = (ε1ε
n
2)−1F2(X,Y) = ε−1

3 F2(X,Y)
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with ε3 := ε1ε
n
2. From (14.7.2)–(14.7.4) it follows that

H(F2) ≤ C47.

Further, ε3 is a coefficient of F2, hence H(ε3) ≤ H(F2). Consequently,

H( f ∗) = H(ε−1
3 F2) ≤ C42. �

14.8 Relation between binary forms of given discriminant
and unit equations in two unknowns

We have seen that the problem of determining a full system of representatives
for the equivalence classes of binary forms of given discriminant can be re-
duced to solving unit equations in two unknowns. We shall show that there is
also a reduction in the other direction. To be more precise, let K be an algebraic
number field and S a finite set of places on K containing the infinite places.
Theorems 14.2.1 and 14.2.2 were proved by means of Theorem 4.1.3 concern-
ing unit equations. We now show that Theorem 14.2.2 with n ≥ 4 implies that
every solution of the S -unit equation

x + y = 1 in x, y ∈ O∗S (14.8.1)

satisfies max(H(x),H(y)) ≤ C48. Here C48 and C49, C50 below are effectively
computable numbers depending only on K and S .

We use some properties of cross ratios. Let F be a binary quartic form in
K[X,Y]. Then F factorizes as F =

∏4
i=1 li, where l1, . . . , l4 are linear forms

with coefficients in a finite extension of K. Then the cross ratio of F is defined
by

cr(F) :=
det(l1, l2) det(l3, l4)
det(l1, l4) det(l2, l3)

.

We note that cr(F) is independent of the choice of l1, . . . , l4. Further, for each
constant α and each non-singular 2 × 2 matrix U one has cr(αFU) = cr(F).
Each linear form li can be chosen either as Y or as X − θiY where θi is a zero of
F(X, 1). Thus, cr(F) becomes a rational function in the θi, and using Lemma
3.5.1 and Corollary 3.5.5, we can effectively estimate H(cr(F)) from above in
terms of H(F).

To each solution (x, y) of (14.8.1) we associate the binary form

F(X,Y) = XY(X + Y)(xX − yY)

which has discriminant

D(F) = (xy(x + y))2 ∈ O∗S .
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By Theorem 14.2.2 there are ε ∈ O∗S , F∗ ∈ OS [X,Y] and U ∈ GL(2,OS ) such
that

F = εF∗U , H(F∗) ≤ C49.

Hence

H(cr(F)) = H(cr(F∗)) ≤ C50.

But cr(F) = −x/y, so H(x/y) ≤ C50. Together with (14.8.1) this proves our
claim that max(H(x),H(y)) ≤ C48.

14.9 Decomposable forms of given semi-discriminant

Some results presented above on binary forms were extended in [Evertse and
Győry (1992a, 1992b)] and [Győry (1994)] to decomposable forms. We briefly
summarize these extensions without proof.

Let K be an algebraic number field of degree d, S a finite set of places of
K containing all infinite places, s the cardinality of S , PS the maximum of
the norms of the prime ideals corresponding to the finite places in S , and OS

the ring of S -integers in K. Let F ∈ K[X1, . . . , Xm] be a decomposable form
in m ≥ 2 variables with splitting field G over K. This means that F can be
factorized as

F = λlk1
1 · · · l

kt
t , (14.9.1)

where l1, . . . , lt are pairwise non-proportional linear forms in G[X1, . . . , Xm],
k1, . . . , kt are positive integers ans λ ∈ K∗. Put rank(F) := rankG {l1, . . . , lt},
and assume that rank(F) = m. Denote by I(F) the collection of G-linearly
independent subsets

{
li1 , . . . , lim

}
of {l1, . . . , lt}, and by det(li1 , . . . , lim ) the coef-

ficient determinant of
{
li1 , . . . , lim

}
. Further, let T be the set of places of G lying

above the places in S , OT the ring of T -integers in G, (a) the OT -ideal gener-
ated by a, and (li) the OT -ideal generated by the coefficient of li for i = 1, . . . , t.
It was proved in [Evertse and Győry (1992a)] that there is an ideal dS (F) of OS

such that

dS (F)OT =
∏
I(F)

{
(det(li1 , . . . , lim ))

(li1 ) · · · (lim )

}2

,

where the product is taken over all sets
{
li1 , . . . , lim

}
in I(F). We call dS (F)

the primitive S -semi-discriminant of F. Further, it was shown that dS (F) is
independent of the choice of λ, l1, . . . , lt, and if F, F∗ ∈ K[X1, . . . , Xm] are
GL(m,OS )-equivalent in the sense that F∗ = εFU for some ε ∈ O∗S and
U ∈ GL(m,OS ) then dS (F∗) = dS (F). The OS -ideal (F)S generated by the
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coefficients of F is called the S -content of F. It is easy to see that it is also
independent of the choice of λ, l1, . . . , lt and is invariant under the action of
elements of GL(m,OS ).

We note that if m = 2 and F is a squarefree binary form, then dS (F) is just
the primitive S -discriminant of F, defined by (14.3.1).

We could have defined the ideal dS (F) so that I(F) consists of all (not nec-
essarily G-linearly independent) subsets

{
li1 , . . . , lim

}
of {l1, . . . , lt}. However,

such a definition would have been too restrictive, for instance for discriminant
forms and index forms F, the ideal dS (F) would have been (0).

For K = Q, OS = Z and for norm forms over Z, a similar concept of semi-
discriminant was introduced earlier; see [Schmidt (1991)].

We give a geometric interpretation of the prime ideals dividing the semi-
discriminant. For the moment, let M be any field and let F be a non-zero de-
composable form in M[X1, . . . , Xm]. We can write F = l1 · · · ln, where l1, . . . , ln
are linear forms with coefficients in the algebraic closure M of M. We denote
by N(F) the number of subsets {i1, . . . , is} of {1, . . . , n} such that {li1 , . . . , lis } is
linearly independent over M. Clearly, N(F) does not depend on the choice of
l1, . . . , ln, and N(λF) = N(F) for every λ ∈ M∗.

Now let F ∈ OS [X1, . . . , Xm] be a decomposable form of rank m. Then the
prime ideals in the factorization of dS (F) can be characterized as follows. Let
p by any prime ideal of OS . Choose λp ∈ K∗ such that λpF is p-primitive, i.e.,
the coefficients of λpF generate the unit ideal in the local ring Ap = {x ∈ K :
ordp(x) ≥ 0}, and let λpF be the decomposable form obtained by taking the
residue classes mod p of the coefficients of λpF. Then

N(λpF) ≤ N(F),
N(λpF) < N(F) ⇐⇒ p ⊇ dS (F)

(14.9.2)

(see [Evertse and Győry (1992a), p.15, Lemma 1]).
For instance, let F ∈ OS [X,Y] be a separable binary form, that is, F =

l1 · · · ln, where l1, . . . , ln are pairwise non-proportional linear forms in X,Y with
coefficients in K. Then N(F) =

(
n
2

)
+ n, and p ⊇ dS (F) if and only if N(λpF) <(

n
2

)
+ n, i.e., if λpF is not separable.

We are now ready to state our results. Denote by DK and DG the discrimi-
nants of K and G, respectively. Let d be a non-zero ideal of OS and c a non-zero
fractional ideal of OS . The following theorem is a special case of Corollary 4
of [Evertse and Győry (1992a)].

Theorem 14.9.1 Let F ∈ OS [X1, . . . , Xm] be a decomposable form such that
rank(F) = m, deg(F) = n, F has splitting field G, dS (F) = d and (F)S = c.
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Then F is GL(m,OS )-equivalent to a decomposable form F∗ with

H(F∗) ≤ C51NS (c)NS (d)C52 and H(F∗) ≤ C53NS (c),

where C51, C52, C53 are effectively computable numbers such that C51, C52

depend only on d, |DG |, s, PS , m and n, and C53 only on d, |DK |, s, PS , m, n
and NS (d).

We present two consequences from [Evertse and Győry (1992a)].

Corollary 14.9.2 Let m ≥ 2 and n ≥ 2. Then there are only finitely many
GL(m,OS )-equivalence classes of decomposable forms F ∈ OS [X1, . . . , Xm]
of rank m with degree n, dS (F) = d and (F)S = c. Further, there exists an
algorithm that for any m ≥ 2, n ≥ 2 and effectively given K, S , d, c computes a
full set of representatives of these classes.

By specializing Corollary 14.9.2 to binary forms we obtain Corollary 14.2.3.
Indeed, let F ∈ OS [X,Y] be a binary form of degree n with discriminant D(F) ∈
δO∗S , where δ ∈ OS \ {0}. Obviously, (δ)S = (D(F))S = (F)2n−2

S dS (F). There
are only finitely many pairs c, d of ideals of OS such that (δ)S = c2n−2d, which
can all be effectively determined, and by Corollary 14.9.2, for each of these
pairs c, d there are only finitely many GL(2,OS )-equivalence classes of binary
forms F ∈ OS [X,Y] of degree n such that (F)S = c, dS (F) = d, a full set
of representatives of which can be determined effectively. This clearly implies
Corollary 14.2.3.

As in the case m = 2, for F ∈ K[X1, . . . , Xm] let

µS (F) := min
{
H(F(x)) : x ∈ Om

S , F(x) , 0
}
.

Corollary 14.9.3 Let F ∈ OS [X1, . . . , Xm] be a decomposable form as in
Theorem 14.9.1. Then

µS (F) ≤ C54NS (c)NS (d)C55 and µS (F) ≤ C56NS (c),

where C54, C55, C56 are effectively computable numbers such that C54. C55

depend only on d, |DG |, s, PS , m and n, and C56 only on d, |DK |, s, PS , m, n
and NS (d).

For m = 2, this implies a less explicit version of Corollary 14.3.3.
We now specialize Theorem 14.9.1 to the classical case K = Q, OS = Z and

present in this case a sharp upper bound for the degree of the decomposable
forms under consideration.

Let F ∈ Z[X1, . . . , Xm] be a primitive, squarefree decomposable form of
rank m. Then the primitive semi-discriminant is generated by a positive rational
integer that we denote by DZ(F). We call it the Z-semi-discriminant of F.
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The first part of the next theorem is a special case of Theorem 14.9.1, while
the second part was proved in [Győry (1994)].

Theorem 14.9.4 Let F ∈ Z[X1, . . . , Xm] be a primitive, squarefree decom-
posable form in m ≥ 2 variables of degree n with DZ(F) > 0 and splitting field
G. Then there is a U ∈ GL(m,Z) such that

H(FU) ≤ C57DZ(F)C58 ,

where C57, C58 are effectively computable numbers which depend only on m, n
and the discriminant DG of G. Further, we have

n ≤
(
m + 1

2

)
+

m
log 3

log DZ(F). (14.9.3)

Here equality holds if and only if F is GL(m,Z)-equivalent to one of the forms

Y1 · · · Ym

∏
1≤i< j≤m

(Yi − Y j) (m ≥ 3),

or

Y1Y2(Y1 + Y2), Y1Y2(Y1 + Y2)(Y2
1 + Y1Y2 + Y2

2 ) (m = 2).

For primitive, squarefree decomposable forms F ∈ Z[X1, . . . , Xm], Theo-
rem 14.9.4 implies Corollary 14.9.2 without fixing the degree of the forms F.
Further, for m = 2, Theorem 14.9.4 gives Theorem 14.1.2.

It should be observed that the upper bound in (14.9.3) is independent of the
splitting field G. As was pointed out in Remark 14.2.4, in the general case, i.e.,
for decomposable forms over rings of S -integers, such a bound for the degree
cannot be given.

14.10 Notes
The main results of this chapter and their earlier versions have many applications. Some
of them are presented in Sections 14.7, 14.3 and 14.8. We now mention some further
applications.

14.10.1 Applications to classical Diophantine equations
• Let F ∈ Z[X,Y] be an irreducible binary form of degree n ≥ 3 with discriminant
D, t a non-negative integer, p1, . . . , pt distinct primes of size at most P (≥ 2), and m a
positive integer coprime with p1, . . . , pt. There are several upper bounds for the number
of solutions x, y ∈ Z of the Thue equation

F(x, y) = m, (14.10.1)
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the Thue inequality

0 < |F(x, y)| ≤ m (14.10.2)

and the Thue-Mahler equation

F(x, y) = mpz1
1 · · · p

zt
t , (14.10.3)

where z1, . . . , zt are also unknown non-negative integers. Using the general effective
results of [Evertse and Győry (1991a)] on binary forms of given degree and given dis-
criminant, much better upper bounds can be obtained for the numbers of solutions, pro-
vided that n, D, m, t and P satisfy some additional conditions. Such upper bounds were
derived in [Stewart (1991)] for (14.10.3) with gcd(x, y) = 1 when m > C1, in [Brindza
(1996)] for (14.10.1) with gcd(x, y) = 1 when m > C2, and in [Thunder (1995)] for
(14.10.2) when m > C3, where C1, C2, C3 are effectively computable numbers such that
C1 depends on n, |D|, P, t, and C2, C3 on n and |D|. Further, Evertse and Győry [Evertse
and Győry (1991b)] showed that if |D| > C4, then the number of coprime solutions
of (14.10.2) is at most 6n if n > 400, and by [Győry (2001)], it is at most 28n + 6 if
|D| > C5 and 3 ≤ n ≤ 400. For m = 1 and |D| > C6, this has been recently improved
by [Akhtari (2012)] to 11n − 2. Here C4, C5, C6 are effectively computable numbers
such that C4, C5 depend on n and m, and C6 on n. Together with the result of [Evertse
and Győry (1991a)] these imply that for given n ≥ 3 and m ≥ 1, there are only finitely
many SL(2,Z)-equivalence classes of irreducible binary forms F ∈ Z[X,Y] of degree n
for which the number of coprime solutions of (14.10.2) exceeds 28n + 6, or 11n − 2 if
m = 1.
• We note that the above mentioned results of [Evertse and Győry (1991a)] on binary
forms were also applied in [Evertse and Győry (1993)] to bounding the number of
solutions of some resultant inequalities, and by [Ribenboim (2006)] to binary forms
with given discriminant, having additional conditions on the coefficients.
• We remark that using the improved and completely explicit versions of Evertse and
Győry’s results from Section 14.1 and 14.2, the above quoted applications can be made
more precise.

14.10.2 Other applications
• The effective result from [Evertse and Győry (1991a)] on binary forms of given dis-
criminant, more precisely an earlier version of Theorem 14.2.2 of the present chapter
has been recently used to obtain among others the following effective results. In [von
Känel (2011, 2014a)], an effective version of Shafarevich’ conjecture/Faltings’ theorem
is proved for hyperelliptic curves; for details, see Section 18.2. In [Szpiro and Tucker
(2008)], a generalization of the Shafarevich’ finiteness theorem [Shafarevich (1963)]
for elliptic curves is established for self-maps of the projective line over number fields.
In [Petsche (2012)], an analogue of this theorem of Shafarevich is proved in families of
critically separable rational maps over number fields. For a further result connected with
polynomials with integral coefficients and prescribed bad primes, see [Roberts (2015)].
• Finally, we note that Evertse and Győry [Evertse and Győry (1992a)] applied an
earlier version of Theorem 14.9.1 on decomposable forms of given discriminant to
decomposable form equations. Their result was used in [Stout (2014)] to prove that for
a given number field K, finite set of places S of K and rational morphism Φ : Pn → Pn

defined over K, there are only finitely many twists of Φ defined over K which have
good reduction at all places outside S . This answered a question of Silverman in the
affirmative.
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14.10.3 Practical algorithms
• The effective proof of [Evertse and Győry (1991a)] for the finiteness of the number of
equivalence classes of binary forms F ∈ Z[X,Y] of given degree and with discriminant
divisible only by finitely many given primes was turned into a practical algorithm in
[Smart (1997)] to find a representative from each class. Following the proof of Evertse
and Győry, Smart reduced the number of cases to be considered by taking the action of
Galois group on a resulting set of S -unit equations, and then he used his algorithm (see
[Evertse and Győry (2015), chap. 5]) for solving S -unit equations. Smart calculated all
binary forms of degree less than or equal to 6 with 2-power discriminant, and applied
this to reduction modulo primes of certain hyperelliptic curves of genus 2; see also
Section 18.2 in Chapter 18.
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Semi-effective results for binary forms of given

discriminant

Let F ∈ Z[X,Y] be a binary form of degree n ≥ 2 with non-zero discrimi-
nant D(F). Proposition 13.1.2 and Corollary 13.1.4 imply that F is GL(2,Z)-
equivalent to a binary form F∗ with height

H(F∗) ≤ |D(F)| if n = 2, H(F∗) ≤ 13|D(F)| if n = 3.

For n ≥ 4, the known estimates are much weaker. Theorem 14.1.1 states that if
n = deg F ≥ 4, then F is GL(2,Z)-equivalent to a binary form F∗ of height

H(F∗) ≤ exp{(42n3)25n2
|D(F)|5n−3}.

On the other hand, Theorem 14.2.1 implies that there is such a binary form F∗

with

H(F∗) ≤ C1|D(F)|C2 (15.1)

where C1,C2 are effectively computable numbers which both depend on n and
the splitting field of F (or more precisely, on n and the discriminant of the étale
algebra associated with F). The following conjecture seems plausible.

Conjecture 15.1 Every binary form F ∈ Z[X,Y] of degree n ≥ 4 with non-
zero discriminant D(F) is GL(2,Z)-equivalent to a binary form F∗ of height

H(F∗) ≤ C1(n)|D(F)|C2(n)

where C1(n),C2(n) depend on n only.

In the present chapter, we prove a ’semi-effective’ result which comes more
or less half way towards this conjecture. More precisely, we deduce a result
of the type (15.1) where the exponent C2 depends only on n and is effectively
computable, whereas C1 depends on both n and the splitting field of F and
cannot be effectively computed from the method of proof. Further, we will

332
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prove a generalization to binary forms over the ring of S -integers of a number
field.

The theorems and proofs have been taken from [Evertse (1993)].

15.1 Results

In the theorems below, by Cineff
i (·) we mean positive numbers that depend only

on the parameters between the parentheses, and which cannot be computed
effectively from the method of proof.

We first state our result over Z.

Theorem 15.1.1 Let F ∈ Z[X,Y] be a binary form of degree n ≥ 4 and
of non-zero discriminant D(F) which has splitting field G over Q. Then F is
GL(2,Z)-equivalent to a binary form F∗ of height

H(F∗) ≤ Cineff
3 (n,G)|D(F)|21/n. (15.1.1)

Let C be a GL(2,Z)-equivalence class of binary forms. The binary forms
in C have equal discriminant, which we denote by D(C ). A consequence of
Theorem 15.1.1 is, that for every ε > 0, every integer n ≥ 4 and every normal
number field G there are only finitely many GL(2,Z)-equivalence classes C of
binary forms of degree n and non-zero discriminant with splitting field G such
that

min{H(F) : F ∈ C } ≥ |D(C )|
21
n +ε .

But these equivalence classes cannot be determined effectively from our method
of proof.

By applying Hadamard’s inequality to (1.4.5), we see that for the binary
form F∗ in Theorem 15.1.1 we have

|D(F)| = |D(F∗)| ≤ n3n/2H(F∗)2n−2.

Hence Theorem 15.1.1 cannot hold with instead of 21/n an exponent smaller
than 1/(2n − 2). At the end of this section, we give an example which shows
that even an exponent smaller than 1/n is not possible. So the exponent 21/n
in our Theorem has the right order of magnitude in terms of n, but probably
the constant 21 is much too large.

We now state our result over the S -integers of a number field. Let K be an
algebraic number field of degree d and S a finite set of places of K, containing
the infinite places of K. Recall that two binary forms F, F∗ ∈ OS [X,Y] are
GL(2,OS )-equivalent if there are U ∈ GL(2,OS ) and ε ∈ O∗S such that F∗ =
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εFU . The S -norm of a ∈ K is defined by NS (a) :=
∏

v∈S |a|v. The absolute
height of a binary form F =

∑n
i=0 aiXn−iY i ∈ K[X,Y] is

H(F) =
( ∏

v∈MK

max(1, |a0|v, . . . , |an|v)
)1/d

.

Theorem 15.1.2 Let F ∈ OS [X,Y] be a binary form of degree n ≥ 4 and
of non-zero discriminant D(F) which has splitting field G over K. Then F is
GL(2,OS )-equivalent to a binary form F∗ of height

H(F∗) ≤ Cineff
4 (n,G, S )

(
NS (D(F))1/d)21/n

. (15.1.2)

It should be noted that for n = 2, 3 much better, and completely effective,
results are provided by Corollaries 13.4.3 and 13.4.4.

The idea of the proof of Theorem 15.1.2 is to apply Theorem 13.4.1 with
an optimally chosen tuple (BiV : i = 1, . . . , n, V ∈ T ), where T is the set of
places of G lying above the places from S . To get the estimate (15.1.2) we
apply the three-term sum case x0 + x1 + x2 = 0 of Theorem 4.3.1. It is because
of the ineffectivity of this last theorem, that we can prove (15.1.2) only with an
ineffective constant C4.

Obviously, Theorem 15.1.1 is a consequence of Theorem 15.1.2.
We now show that Theorems 15.1.1, 15.1.2 become false if 21/n is replaced

by something smaller than 1/n. Fix an integer n ≥ 2 and an absolute constant
c ≥ 2. For every positive integer k we choose rational integers r1, . . . , rn with

k ≤ |ri − r j| ≤ cnk for i, j ∈ {1, . . . , n} with i , j

(which are easily shown to exist) and consider the binary form

Fk(X,Y) := (X + r1Y) · · · (X + rnY).

Notice that all binary forms Fk have splitting field Q. From the GL(2,Z)-
equivalence class of Fk, we choose a binary form F∗k of minimal height. Then
F∗k = ±(Fk)Uk with Uk =

( ak bk
ck dk

)
∈ GL(2,Z), that is,

F∗k (X,Y) = ±

n∏
i=1

(
ak + rick)X + (bk + ridk)Y

)
.

We will compare H(F∗k ) with |D(Fk)| as k → ∞. For the moment we fix k.
Notice that

kn(n−1) ≤ |D(Fk)| =
∏

1≤i< j≤n

|ri − r j|
2 ≤ (cnk)n(n−1). (15.1.3)

Further, by Corollary 3.5.4 we have

H(F∗k ) ≥ 4−nB1 · · · Bn, (15.1.4)
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where Bi := max(|ak + rick |, |bk + ridk |) for i = 1, . . . , n.
Let Bi0 be the smallest among B1, . . . , Bn. Assume for the moment that dk ,

0. Then for i , i0 we have

Bi ≥
1
2 (Bi + Bi0 ) ≥ 1

2 (|bk + ridk | + |bk + ri0 dk |)

≥ 1
2 |(ri − ri0 )dk | ≥

1
2 k.

If dk = 0 we have ck , 0 and we obtain the same lower bound 1
2 k for Bi (i , i0).

By inserting these lower bounds into (15.1.4) we obtain

H(F∗k ) ≥ 2−3nkn−1.

By combining this with (15.1.3) we obtain

H(F∗k ) ≥ C|D(Fk)|1/n, lim
k→∞
|D(Fk)| = ∞,

where C is positive and independent of k. This shows that indeed, Theorems
15.1.1, 15.1.2 do not hold true if 21/n is replaced by an exponent smaller than
1/n.

15.2 The basic proposition

We reduce Theorem 15.1.2 to a proposition. As before, K is an algebraic num-
ber field of degree d, S a finite set of places of K containing the infinite places,
and F ∈ OS [X,Y] a binary form of degree n ≥ 4 with non-zero discriminant
D(F) and with splitting field G over K. Denote by T the set of places of G lying
above the places from S . In the estimates below, we use Vinogradov symbols
�,�; the constants implied by these symbols will depend only on n,G and
S . As before, if F =

∑n
i=0 aiXn−iY i, we define |F|v := max(|a0|v, . . . , |an|v) for

v ∈ MK and

NS (F) :=
∏

v∈MK\S

|F|−1
v .

By Corollary 13.3.4, we have a factorization (14.4.1) of F where NS (a) ��
NS (F) and the coefficients of the linear forms l1, . . . , lq are integral over OS .
Taking the conjugates of l1, . . . , lq over K, we get a factorization

F = al1 · · · ln (15.2.1)

where

a ∈ K∗, NS (a) �� NS (F), l1, . . . , ln ∈ OT [X,Y] (15.2.2)
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and for each σ ∈ Gal(G/K) there is a unique permutation σ(1), . . . , σ(n) of
1, . . . , n such that

σ(li) = lσ(i) for σ ∈ Gal(G/K), i = 1, . . . , n. (15.2.3)

We put

∆i j := det(li, l j) (1 ≤ i, j ≤ n), F0 := l1 · · · ln = a−1F. (15.2.4)

Notice that by (15.2.1) we have

D(F0) =
∏

1≤i< j≤n

∆2
i j = a2−2nD(F). (15.2.5)

Proposition 15.2.1 There exists a tuple B = (BiV : V ∈ T, i = 1, . . . , n) of
positive reals with the following properties:

Bσ(i),V = Bi,V◦σ for V ∈ T, i = 1, . . . , n, σ ∈ Gal(G/K), (15.2.6)∏
V∈T

max
1≤i< j≤n

|∆i j|V

BiV B jV
� 1, (15.2.7)

∏
V∈T

n∏
i=1

BiV � NT (D(F0))21(n−2)/2n(n−1). (15.2.8)

Proof of Theorem 15.1.2 We apply Theorem 13.4.1 with a tuple B with prop-
erties (15.2.6)–(15.2.8). Let g := [G : Q]. Recall that the quantities R,M from
Theorem 13.4.1 are precisely the g-th roots of the left-hand sides of (15.2.7),
(15.2.8). Thus, R � 1, and by (15.2.5) and NT (x)1/g = NS (x)1/d for x ∈ K,

M �
(
NS (a)1−nNS (D(F))1/2

)21(n−2)/dn(n−1)
.

Further, NS (a) � 1 by (15.2.2) and since F ∈ OS [X,Y]. Now Theorem 13.4.1
implies that there is a binary form F∗ which is GL(2,OS )-equivalent to F, such
that

H(F∗) �
(
NS (a)2/d M2Rn

)(n−1)/(n−2)
� NS (D(F))21/dn.

This proves Theorem 15.1.2. �

In Section 15.3 we construct the tuple B from Proposition 15.2.1 and show
that it satisfies (15.2.6), (15.2.7). In Section 15.4 we prove (15.2.8) which is
more elaborate, and complete the proof of Proposition 15.2.1.

15.3 Construction of the tuple

We keep the notation from the previous sections. Thus, K is a number field, S
a finite set of places of K containing the infinite places, F ∈ OS [X,Y] a binary
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form of degree n ≥ 4 and of discriminant D(F) , 0, G the splitting field of
F over K and T the set of places of G lying above the places of S . We fix a
factorization F = al1 · · · ln of F with (15.2.2),(15.2.3) and put ∆i j := det(li, l j)
for 1 ≤ i, j ≤ n.

In the remainder, we work in the number field G, and our arguments involve
only the absolute values | · |V (V ∈ MG). We use the notation s(V) = 1 if the
place V is real, s(V) = 2 if V is complex, and s(V) = 0 if V is finite.

We construct the tuple B = (BiV : V ∈ T, i = 1, . . . , n). For the moment, we
fix two distinct indices p, q ∈ {1, . . . , n} and V ∈ T . Define the function

ΦpqV (x) :=
n∏

k=1, k,p,q

max
(
|∆pk |Ve−x, |∆qk |Vex) (15.3.1)

where e = 2.7182 . . .. This function is continuous on R with

lim
x→−∞

ΦpqV (x) = lim
x→∞

ΦpqV (x) = ∞.

Hence it assumes an absolute minimum on R. Among all reals x at which ΦpqV

assumes its absolute minimum, let xpqV be the smallest. First define for V ∈ T ,
p, q ∈ {1, . . . , n}, p , q,

B(pq)
pV := |∆pq|

1/2
V expqV , B(pq)

qV := |∆pq|
1/2
V e−xpqV ,

B(pq)
kV := |∆pq|

−1/2
V max

(
|∆pk |Ve−xpqV , |∆qk |VexpqV

)
(1 ≤ k ≤ n, k , p, q)

(15.3.2)

and then B := (BiV : V ∈ T, i = 1, . . . , n) with

BiV :=
( ∏

1≤p,q≤n, p,q

B(pq)
iV

)1/n(n−1)
(V ∈ T, i = 1, . . . , n). (15.3.3)

We first show that B satisfies (15.2.6). Let σ ∈ Gal(G/K), V ∈ T , and let
p, q be two distinct indices from {1, . . . , n}. By (15.2.3) we have

|∆σ(i),σ( j)|V = |σ(∆i j)|V = |∆i j|V◦σ

for 1 ≤ i, j ≤ n. Hence

Φσ(p),σ(q),V (x) =

n∏
k=1, k,p,q

max
(
|∆σ(p),σ(k)|Ve−x, |∆σ(q),σ(k)|Vex)

=

n∏
k=1, k,p,q

max
(
|∆pk |V◦σe−x, |∆qk |V◦σex) = Φpq,V◦σ(x)

for x ∈ R, and therefore, xσ(p),σ(q),V = xpq,V◦σ. Hence B(σ(p),σ(q))
σ(k),V = B(pq)

k,V◦σ for



338 Semi-effective results for binary forms of given discriminant

k = 1, . . . , n. But this implies that

Bσ(i),V =

 n∏
1≤p,q≤n, p,q

B(σ(p),σ(q))
σ(i),V

1/n(n−1)

=

 n∏
1≤p,q≤n, p,q

B(pq)
i,V◦σ

1/n(n−1)

= Bi,V◦σ

for σ ∈ Gal(G/K), V ∈ T , i = 1, . . . , n, which is (15.2.6).
We next prove (15.2.7). Take distinct p, q ∈ {1, . . . , n} and V ∈ T . By

(15.3.2) we have

|∆pq|V = B(pq)
pV B(pq)

qV , (15.3.4)

|∆pk |V ≤ B(pq)
pV B(pq)

kV , |∆qk |V ≤ B(pq)
qV B(pq)

kV (15.3.5)

(1 ≤ k ≤ n, k , p, q).

From the identities

∆pq∆i j = ∆pi∆q j − ∆p j∆qi

and (15.3.5) we infer

|∆pq∆i j|V ≤ 2s(V) max(|∆pi∆q j|V , |∆p j∆qi|V ) ≤ 2s(V)B(pq)
pV B(pq)

qV B(pq)
iV B(pq)

jV

and subsequently, by inserting (15.3.4),

|∆i j|V ≤ 2s(V)B(pq)
iV B(pq)

jV for i, j ∈ {1, . . . , n} \ {p, q}. (15.3.6)

Now combining (15.3.4)–(15.3.6) with (15.3.3) gives, on noting that there are
precisely n(n − 1) pairs (p, q),

|∆i j|V ≤ 2s(V)BiV B jV for V ∈ T, i, j ∈ {1, . . . , n}

and this obviously implies (15.2.7).
We finish this section with a lemma which is the starting point of the proof

of (15.2.8). The remainder of the proof of this inequality is postponed to the
next section. For distinct indices p, q ∈ {1, . . . , n} and for V ∈ T , put

φpqV := min{ΦpqV (x) : x ∈ R} = ΦpqV (xpqV ),

φpq :=
∏
V∈T

φpqV .
(15.3.7)

Lemma 15.3.1 We have∏
V∈T

n∏
k=1

BkV =
(
NT (D(F0))−(n−4)/2

∏
1≤p,q≤n, p,q

φpq

)1/n(n−1)
.
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Proof Let V ∈ T and p, q ∈ {1, . . . , n} with p , q. By (15.3.2) we have
n∏

k=1

B(pq)
kV = |∆pq|

1/2
V expqV · |∆pq|

1/2
V e−xpqV ×

×
∏
k,p,q

(
|∆pq|

−1/2
V max(|∆pk |Ve−xpqV , |∆qk |VexpqV

)
= |∆pq|

−(n−4)/2
V φpqV .

Notice that by (15.2.5) we have
∏

V∈T
∏

p,q |∆pq|V = NT (D(F0)). Together
with (15.3.3) and the above, this implies∏

V∈T

n∏
k=1

BkV =
(∏

p,q

∏
V∈T

n∏
k=1

B(pq)
kV

)1/n(n−1)

=
(
NT (D(F0))−(n−4)/2

∏
p,q

φpq

)1/n(n−1)
.

�

15.4 Proof of the basic proposition

We prove Proposition 15.2.1. We keep the notation from the previous sections.
It remains to estimate the numbers φpq =

∏
V∈T φpqV defined by (15.3.7). No-

tice that log φpqV is the absolute minimum of the function ΦpqV defined by
(15.3.1) which is a piecewise linear function. To compute this minimum we
use the following simple lemma.

Lemma 15.4.1 Let f (x) = max(a1x + b1, . . . , at x + bt) for x ∈ R, where
a1, . . . , at, b1, . . . , bt are reals with a1 < · · · < at. Assume that for i = 1, . . . , t,
the set

Ii := {x ∈ R : f (x) = aix + bi}

is non-empty.
(i) If a1 > 0 or at < 0 then f is monotone.
(ii) Suppose as = 0 for some s ∈ {1, . . . , t}. Then

min{ f (x) : x ∈ R} = bs.

(iii) Suppose as < 0 < as+1 for some s ∈ {1, . . . , t} (and hence ai , 0 for
i = 1, . . . , t). Then

min{ f (x) : x ∈ R} =
as+1bs − asbs+1

as+1 − as
.
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Proof It is easy to check that

I1 =

{
x ∈ R : x ≤ min

j>1

b1 − b j

a j − a1

}
,

Ii =

{
x ∈ R : max

j<i

bi − b j

a j − ai
≤ x ≤ min

j>i

bi − b j

a j − ai

}
(i = 2, . . . , t − 1),

It =

{
x ∈ R : x ≥ max

j<t

bt − b j

a j − at

}
.

Put αi := (bi − bi+1)/(ai+1 − ai) for i = 1, . . . , t − 1. Since I1, . . . , It are by
assumption non-empty, we have α1 ≤ · · · ≤ αt, and hence

I1 = (∞, α1], Ii = [αi−1, αi] (i = 2, . . . , t), It = [αt,∞).

We are now ready to prove Lemma 15.4.1.
(i) Obvious.
(ii) If s , 1, t, the function f is decreasing on (−∞, αs−1], constant on Is =

[αs−1, αs] and increasing on [αs,∞). Hence f assumes its minimum on Is. This
holds true also if s = 1, t. Since f (x) = bs for x ∈ Is this proves (ii).

(iii) The function f is decreasing on (∞, αs], increasing on [αs,∞), and
hence minimal in αs. For x = αs we have

f (x) = asx + bs = as+1x + bs+1 =
as+1bs − asbs+1

as+1 − as
.

This proves (iii). �

Henceforth, we fix p, q ∈ {1, . . . , n} with p , q. We use the following nota-
tion. Define the set

Wpq := {1, . . . , n} \ {p, q}.

Denote the cardinality of a set I by |I|. For a subset J of Wpq and for V ∈ T
define

MV (J) := 1 if J = ∅; MV (J) := |∆pk∆qk |
1/2
V if J = {k};

MV (J) := max

∏k∈I

|∆pk |V ·
∏
k∈J\I

|∆qk |V : I ⊂ J, |I| = 1
2 |J|


if |J| ≥ 2 and |J| is even, and

MV (J) :=
(
M1V (J)M2V (J)

)1/2
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if |J| ≥ 3 and |J| is odd, where

M1V (J) := max

∏k∈I

|∆pk |V ·
∏
k∈J\I

|∆qk |V : I ⊂ J, |I| = 1
2 (|J| + 1)

 ,
M2V (J) := max

∏k∈I

|∆pk |V ·
∏
k∈J\I

|∆qk |V : I ⊂ J, |I| = 1
2 (|J| − 1)

 .
Further, put

M(J) :=
∏
V∈T

MV (J).

Lemma 15.4.2 We have φpq = M(Wpq).

Proof It clearly suffices to prove that φpqV = MV (Wpq) for V ∈ T . To this
end, we apply Lemma 15.4.1 to

f (x) = log ΦpqV (x) =
∑

k∈Wpq

max( f1k − x, f2k + x)

where f1k = log |∆pk |V , f2k = log |∆qk |V . The function f (x) can be expressed
otherwise as

f (x) = max(C0 − (n− 2)x, C1 − (n− 4)x, . . . ,Cn−3 + (n− 4)x,Cn−2 + (n− 2)x),

where

Cs = max

∑
k∈I

f1k +
∑
k∈Ic

f2k : I ⊂ Wpq, |I| = n − 2 − s


= log max

∏
k∈I

|∆pk |V ·
∏
k∈Ic

|∆qk |V : |I| ⊂ Wpq, |I| = n − 2 − s


for s = 0, . . . , n − 2, with Ic := Wpq \ I. We show that the sets

Is := {x ∈ R : f (x) = Cs − (n − 2 − 2s)x} (s = 0, . . . , n − 2)

are non-empty. By taking x very small or very large we see that Is , ∅ for
s = 0, n − 2. Let 1 ≤ s ≤ n − 3. Choose I ⊆ Wpq of cardinality n − 2 − s
such that Cs =

∑
k∈I f1k +

∑
k∈Ic f2k. Then f1i + f2 j ≥ f1 j + f2i or equivalently

f1i − f2i ≥ f1 j − f2 j for i ∈ I, j ∈ Ic. Hence there is x with 1
2 max j∈Ic ( f1 j − f2 j) ≤

x ≤ 1
2 mini∈I( f1i − f2i). For this x we have f1i − x ≥ f2i + x for i ∈ I and

f1 j − x ≤ f2 j + x for j ∈ Ic, and so,

f (x) =
∑
i∈I

f1i +
∑
j∈Ic

f2 j − (n − 2 − 2s)x = Cs − (n − 2 − 2s)x.
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This shows that Is , ∅ for s = 0, . . . , n−2. Hence we can apply Lemma 15.4.1,
and conclude that

log φpqV = min{ f (x) : x ∈ R} = C(n−2)/2 = log MV (Wpq)

if n is even, and

log φpqV = 1
2
(
C(n−1)/2 + C(n−3)/2

)
= 1

2
(

log M1V (Wpq) + log M2V (Wpq)
)

= log MV (Wpq)

if n is odd. This proves Lemma 15.4.2. �

In what follows, we use the notation

|x1, . . . , xm|V := max(|x1|V , . . . , |xm|V ) (x1, . . . , xm ∈ G, V ∈ MG),

HT (x1, . . . , xm) :=
∏
V∈T

|x1, . . . , xm|V (x1, . . . , xm ∈ G).

We will derive an upper bound for M(J) for each subset J of Wpq by induc-
tion on the cardinality of J. This will eventually lead to an upper bound for
M(Wpq), hence for φpq. The following lemma is the first step in our inductive
argument.

Lemma 15.4.3 Let J be a subset of Wpq of cardinality s ≥ 2, let i, j ∈ J with
i , j and Ji j := J \ {i, j}. Then

M(J) ≤ Hθ(s)HT (∆pi∆q j,∆p j∆qi)M(Ji j), (15.4.1)

where

H :=
∏
k∈Ji j

{
HT

(
1,

∆pi∆qk

∆qi∆pk

)
HT

(
1,

∆qi∆pk

∆pi∆qk

)
×

×HT

(
1,

∆p j∆qk

∆q j∆pk

)
HT

(
1,

∆q j∆pk

∆p j∆qk

)}
,

θ(s) :=
1
s

if s is even, θ(s) :=
s

s2 − 1
if s is odd.

Proof We estimate from above the quantities MV (J) (V ∈ T ) and then take
the product over V ∈ T . We have to distinguish between the cases s even and s
odd. First assume that s is even. Let V ∈ T . Notice that MV (J) is the maximum
of the quantities

g(I) :=
∏
k∈I

|∆pk |V

∏
k∈J\I

|∆qk |V (15.4.2)

taken over all subsets I of J of cardinality s/2. We estimate from above each
of these quantities.
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Let I be a subset of J of cardinality s/2. First assume that i ∈ I, j ∈ J \ I.
Then g(I) ≤ |∆pi∆q j|V MV (Ji j), since

MV (Ji j) ≥
∏

k∈I\{i}

|∆pk |V

∏
k∈J\(I∪{ j})

|∆qk |V .

If j ∈ I, i ∈ J \ I we have the same inequality, but with i and j interchanged. It
follows that if either i ∈ I, j ∈ J \ I or i ∈ J \ I, j ∈ I, then

g(I) ≤ |∆pi∆q j,∆p j∆qi|V MV (Ji j). (15.4.3)

Now let i, j ∈ I. Choose l ∈ J \ I for which |∆p j∆ql/∆q j∆pl|V is minimal.
Then since |J \ I| = s/2 and J \ I ⊂ Ji j we have∣∣∣∣∣∣∆p j∆ql

∆q j∆pl

∣∣∣∣∣∣
V
≤

∏
k∈J\I

∣∣∣∣∣∣1, ∆p j∆qk

∆q j∆pk

∣∣∣∣∣∣
V

1/|J\I|

≤

∏
k∈Ji j

∣∣∣∣∣∣1, ∆p j∆qk

∆q j∆pk

∣∣∣∣∣∣
V


2/s

. (15.4.4)

Put I′ := I ∪ {l} \ { j}. Then |I′| = s/2, i ∈ I′ and j ∈ J \ I′. Now (15.4.4) and
(15.4.3) imply

g(I) =

∣∣∣∣∣∣∆p j∆ql

∆q j∆pl

∣∣∣∣∣∣
V

g(I′)

≤

∏
k∈Ji j

∣∣∣∣∣∣1, ∆p j∆qk

∆q j∆pk

∣∣∣∣∣∣
V


2/s

· |∆pi∆q j,∆p j∆qi|V MV (Ji j).

By repeating the above argument but with i, j interchanged, we get the same
inequality with i instead of j in the first factor of the right-hand side. By taking
the geometric mean of both inequalities, we infer

g(I) ≤ H1/s
1V |∆pi∆q j,∆p j∆qi|V MV (Ji j), (15.4.5)

where

H1V =
∏
k∈Ji j

∣∣∣∣∣∣1, ∆pi∆qk

∆qi∆pk

∣∣∣∣∣∣
V

∣∣∣∣∣∣1, ∆p j∆qk

∆q j∆pk

∣∣∣∣∣∣
V
.

If i, j ∈ J \ I we obtain in the same way, by interchanging I and J \ I and p and
q, that

g(I) ≤ H1/s
2V |∆pi∆q j,∆p j∆qi|V MV (Ji j), (15.4.6)
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where

H2V =
∏
k∈Ji j

∣∣∣∣∣∣1, ∆pk∆qi

∆qk∆pi

∣∣∣∣∣∣
V

∣∣∣∣∣∣1, ∆pk∆q j

∆p j∆qk

∣∣∣∣∣∣
V
.

By combining (15.4.3),(15.4.5),(15.4.6) we infer that

MV (J) = max
I⊂J, |I|=s/2

g(I)

≤ H1/s
V |∆pi∆q j,∆p j∆qi|V MV (Ji j),

where HV := H1V H2V

=
∏
k∈Ji j

{∣∣∣∣∣∣1, ∆pi∆qk

∆qi∆pk

∣∣∣∣∣∣
V

∣∣∣∣∣∣1, ∆qi∆pk

∆pi∆qk

∣∣∣∣∣∣
V

∣∣∣∣∣∣1, ∆p j∆qk

∆q j∆pk

∣∣∣∣∣∣
V

∣∣∣∣∣∣1, ∆q j∆pk

∆p j∆qk

∣∣∣∣∣∣
V

}
.

By taking the product over V ∈ T we obtain (15.4.1) in the case that s is even.
Now assume that s is odd. Let I ⊂ J be a set of cardinality (s + 1)/2 and

define g(I) as in (15.4.2). If i ∈ I, j ∈ J \ I or i ∈ J \ I, j ∈ I, then (15.4.3)
holds with M1V (Ji j) replacing MV (Ji j). If i, j ∈ I and l is chosen as above,
then (15.4.4) holds, but with 2/(s − 1) instead of 2/s. Hence (15.4.5) holds,
but with 1/(s − 1) replacing 1/s in the exponent, and with M1V (Ji j) instead of
MV (Ji j). Similarly, (15.4.6) holds with 1/(s + 1) replacing 1/s in the exponent
and M1V (Ji j) instead of MV (Ji j). Combining these inequalities we obtain

M1V (J) = max
I⊂J, |I|=(s+1)/2

g(I)

≤ H1/(s−1)
1V H1/(s+1)

2V |∆pi∆q j,∆p j∆qi|V M1V (Ji j).

Similarly

M2V (J) ≤ H1/(s+1)
1V H1/(s−1)

2V |∆pi∆q j,∆p j∆qi|V M2V (Ji j).

By combining these two inequalities, using

MV (J) =
(
M1V (J)M2V (J)

)1/2
, MV (Ji j) =

(
M1V (Ji j)M2V (Ji j)

)1/2

and 1
2 ( 1

s−1 + 1
s+1 ) = s

s2−1 , we obtain

MV (J) ≤ Hs/(s2−1)
V |∆pi∆q j,∆p j∆qi|V MV (Ji j).

By taking the product over V ∈ T we obtain (15.4.1) in the case that s is odd.
This completes the proof of Lemma 15.4.3. �

To proceed further, we need the following lemma which involves the theory
on S -unit equations. Here and below, we use Vinogradov symbols�ε of which
the implied constants depend on n,G, S and an additional parameter ε > 0.
These constants are in general not effectively computable from our arguments.
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Lemma 15.4.4 For any four distinct indices a, b, c, d ∈ {1, . . . , n} and any
ε > 0 we have

HT (∆ab∆cd,∆ad∆bc) �ε NT (∆ab∆cd∆ad∆bc∆ac∆bd)1+ε , (15.4.7)

HT

(
1,

∆ad∆bc

∆ab∆cd

)
�ε NT (∆ab∆cd)εNT (∆ad∆bc∆ac∆bd)1+ε . (15.4.8)

Proof We obtain (15.4.7) by applying Theorem 4.3.1, with n = 2 and G,T
instead of K, S , to the identity

∆ab∆cd + ∆ad∆bc + ∆ca∆bd = 0.

Inequality (15.4.8) is an immediate consequence of (15.4.7). �

We introduce some more notation. We put

Ui j := NT (∆i j) =
∏
V∈T

|∆i j|V (1 ≤ i, j ≤ n),

U := NT (D(F0)) =
∏

1≤i, j≤n

Ui j

and for each subset J of Wpq,

αp(J) :=
∏
k∈J

Upk, αq(J) :=
∏
k∈J

Uqk, U(J) :=
∏

k,l∈J

Ukl,

where
∏

k,l∈J indicates that the product is taken over all ordered pairs (k, l)
with k, l ∈ J, k , l. The next lemma gives our upper bound for M(J).

Lemma 15.4.5 Let J be a subset of Wpq of cardinality s ≥ 2. Then for all
ε > 0,

M(J) �ε U1+5(s−2)/2
pq · (αp(J)αq(J))3 · U(J)5/(2(s−1)) · Uε . (15.4.9)

Proof We prove a slightly stronger result. Let θ(s) be the quantity from Lemma
15.4.3, i.e., θ(s) = 1/s if s is even and θ(s) = s/(s2 − 1) if s is odd. We define
recursively the sequences (a(s))s≥0, (b(s))s≥0, (c(s))s≥0 by

a(0) = b(0) = c(0) = 0, a(1) = 0, b(1) = 1
2 , c(1) = 0,

a(s) = a(s − 2) + 1 + 4(s − 2)θ(s),

b(s) = s−2
s · b(s − 2) + 2

s +
4(s−2)

s θ(s),

c(s) =
(s−2)(s−3)

s(s−1) · c(s − 2) +
1+4(s−2)θ(s)

s(s−1) for s ≥ 2.

We shall prove by induction on s that for each subset J of Wpq of cardinality
s ≥ 0 and every ε > 0 we have

M(J) �ε Ua(s)
pq (αp(J)αq(J))b(s)U(J)c(s)Uε , (15.4.10)
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where αp(J) = αq(J) = D(J) := 1 if J = ∅, D(J) := 1 if |J| = 1. One verifies
easily by induction on s that

a(s) ≤ 1 + 5
2 (s − 2), b(s) ≤ 3, c(s) ≤

5/2
s − 1

for s ≥ 2. Hence (15.4.10) implies (15.4.9).
For s = 0, 1, inequality (15.4.10) is obviously true. Let s ≥ 2, and assume

that (15.4.10) holds for all subsets J of Wpq of cardinality ≤ s − 2.
Take a subset J of Wpq of cardinality s. Fix two distinct indices i, j from

J. We first estimate the quantity H from (15.4.1). Notice that by (15.2.2) we
have ∆ab = det(la, lb) ∈ OT , whence Uab = NT (∆ab) ≥ 1 for a, b ∈ {1, . . . , n}
with a , b. Therefore, Uab ≤ U for 1 ≤ a, b ≤ n. Further, Ji j = J \ {i, j} has
cardinality s−2. Together with Lemma 15.4.4 this implies that for every ε > 0,

H �ε Uε/4
∏
k∈Ji j

(
UpiUqkUpqUik · UpkUqiUpqUik ×

×Up jUqkUpqU jk · UpkUq jUpqU jk

)
= U4(s−2)

pq

( ∏
k∈Ji j

UpkUqk

)2(
UpiUp jUqiUq j

)s−2
( ∏

k∈Ji j

UikU jk

)2
Uε/4,

which is equivalent to

H �ε U4(s−2)
pq

(
αp(J)αq(J)

)2
×

×
(
UpiUp jUqiUq j

)s−4
( ∏

k∈Ji j

UikU jk

)2
Uε/4. (15.4.11)

Further, by Lemma 15.4.4 we have for every ε > 0,

HT (∆pi∆q j,∆p j∆qi) �ε UpiUp jUqiUq j · UpqUi j · Uε/4. (15.4.12)

Lastly, by the induction hypothesis, applied to Ji j, we have for every ε > 0,

M(Ji j) �ε Ua(s−2)
pq

(
αp(Ji j)αq(Ji j)

)b(s−2)U(Ji j)c(s−2)Uε/4. (15.4.13)

By inserting (15.4.11)–(15.4.13) into (15.4.1), we infer that for each pair i, j ∈
J with i , j and every ε > 0,

M(J) �ε Ua(s−2)+1+4(s−2)θ(s)
pq B1(i, j)B2(i, j)Uε

= Ua(s)
pq B1(i, j)B2(i, j)Uε , (15.4.14)
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where

B1(i, j) :=
(
αp(J)αq( j)

)2θ(s)
·
(
UpiUp jUqiUq j

)(s−4)θ(s)+1
·
(
αp(Ji j)αq(Ji j)

)b(s−2)
,

B2(i, j) :=
( ∏

k∈Ji j

UikU jk

)2θ(s)
Ui j · U(Ji j)c(s−2).

Inequality (15.4.14) holds for all ordered pairs (i, j) with i, j ∈ J, i , j. By
taking geometric means, we obtain

M(J) �ε Ua(s)
pq B1B2 · Uε , (15.4.15)

with

B1 :=
( ∏

i, j∈J

B1(i, j)
)1/s(s−1)

, B2 :=
( ∏

i, j∈J

B1(i, j)
)1/s(s−1)

.

By inserting the obvious identities( ∏
i, j∈J

UpiUp jUqiUq j

)1/s(s−1)
=

(
αp(J)αq(J)

)2/s
,

( ∏
i, j∈J

αp(Ji j)αq(Ji j)
)1/s(s−1)

=
(
αp(J)αq(J)

)(s−2)/s
,

( ∏
i, j∈J

∏
k∈Ji j

UikU jk

)1/s(s−1)
= U(J)2(s−2)/s(s−1),

( ∏
i, j∈J

Ui j

)1/s(s−1)
= U(J)1/s(s−1),

( ∏
i, j∈J

U(Ji j)
)1/s(s−1)

= U(J)(s−2)(s−3)/s(s−1),

we obtain

B1 =
(
αp(J)αq(J)

)b
, B2 = U(J)c,

where

b = 2θ(s) + 2
s ·

(
(s − 4)θ(s) + 1

)
+ s−2

s · b(s − 2) = b(s),

c =
4(s−2)θ(s)

s(s−1) + 1
s(s−1) +

(s−2)(s−3)
s(s−1) · c(s − 2) = c(s).

By substituting these expressions for B1, B2 into (15.4.15) we obtain (15.4.10).
This completes our induction step, and thus the proof of Lemma 15.4.5. �



348 Semi-effective results for binary forms of given discriminant

Proof of Proposition 15.2.1 It remains to verify inequality (15.2.8). We apply
Lemma 15.3.1 and estimate from above the quantities φpq. By Lemma 15.4.2
and Lemma 15.4.5 with J = Wpq, s = n − 2 we have for every ε > 0,

φpq = M(Wpq)

�ε U1+5(n−4)/2
pq

(
αp(Wpq)αq(Wpq)

)3U(Wpq)5/(2(n−3))Uε . (15.4.16)

We have to take the product over all ordered pairs (p, q) with p, q ∈ {1, . . . , n},
p , q. By combining (15.4.16) with

∏
p,q Upq = U (where by

∏
p,q we indi-

cate that the product is taken over all ordered pairs (p, q) with p, q ∈ {1, . . . , n},
p , q) and with the identities∏

p,q

(
αp(Wpq)αq(Wpq)

)
= U2n−4,

∏
p,q

U(Wpq) = U(n−2)(n−3)

we obtain that for every ε > 0,∏
p,q

ϕpq �ε U f (n)+ε ,

where

f (n) = 1 +
5(n − 4)

2
+ 3(2n − 4) +

5/2
n − 3

· (n − 2)(n − 3) = 11n − 26.

Together with Lemma 15.3.1 this implies∏
V∈T

n∏
i=1

BiV �ε U(− 1
2 (n−4)+11n−26+ε)/n(n−1)

�ε U(21(n−2)−6+2ε)/2n(n−1).

Taking ε = 3, say, we obtain (15.2.8). This completes the proof of Proposition
15.2.1. �

15.5 Notes
We mention here some completely effective function field analogues of some of the
results of this chapter, which were obtained by W. Zhuang in his PhD-thesis [Zhuang
(2015)].

Let k be an algebraically closed field of characteristic 0, and A = k[t], K = k(t)
the ring of polynomials, resp. field of rational functions in the variable t. We endow K
with an absolute value | · |∞, given by |a/b|∞ := edeg a−deg b for a, b ∈ A with ab , 0 and
|0|∞ := 0. We define the height of a polynomial P ∈ A[X1, . . . , Xr] by H(P) := max |p|∞,
where the maximum is taken over all non-zero coefficients p ∈ A of P. Two binary
forms F1, F2 ∈ A[X,Y] are called GL(2, A)-equivalent if there are ε ∈ A∗ = k∗ and
U ∈ GL(2, A) such that F2 = ε(F1)U .
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Theorem 15.5.1 Let F ∈ A[X,Y] be a binary form of degree n ≥ 3 and discriminant
D(F) , 0. Assume F has splitting field G over K and denote by gG the genus of G. Then
F is GL(2, A)-equivalent to a binary form F∗ for which

H(F∗) ≤ exp
(
n2 + 6n − 7 +

(5n − 5)(2gG − 1)
24[G : K]

)
· |D(F)|21/n

∞ .

Proof See [Zhuang (2015), chap. 5, Thm. 5.3.2]. The proof is basically a function
field analogue of that of Theorem 15.1.1 presented here. Instead of the reduction theory
of Chapter 13 Zhuang used a similar theory over function fields, which he also devel-
oped in his thesis. Further, instead of Lemma 15.4.4 he used an effective function field
analogue, which he derived from the Stothers-Mason abc-theorem for function fields
[Stothers (1981)], [Mason (1983, 1984)]. �

Along the same lines, Zhuang proved the following function field analogue of Con-
jecture 15.1.

Theorem 15.5.2 Let F ∈ A[X,Y] be a binary form of degree n ≥ 3 and discriminant
D(F) , 0. Then F is GL(2, A)-equivalent to a binary form F∗ for which

H(F∗) ≤ e(n−1)(n+6) · |D(F)|20+(1/n)
∞ .



16
Invariant orders of binary forms

In this chapter, we consider the invariant order associated with a binary form.
In general, a Z-order of rank n is a commutative, associative Z-algebra that

is free of rank n as a Z-module. Delone and Faddeev [Delone and Faddeev
(1940)] proved that there is a one-to-one correspondence between GL(2,Z)-
equivalence classes of irreducible binary cubic forms in Z[X,Y] and isomor-
phism classes of Z-orders of rank 3 that are integral domains. This was ex-
tended in [Gan, Gross and Savin (2002), §4] to a bijection between GL(2,Z)-
equivalence classes of arbitrary binary cubic forms in Z[X,Y], i.e., not neces-
sarily irreducible or with non-zero discriminant, and isomorphism classes of
arbitrary Z-orders of rank 3, which are not necessarily integral domains. Birch
and Merriman [Birch and Merriman (1972)] defined, for an irreducible binary
form F ∈ Z[X,Y] of degree n, a free Z-module of rank n whose discriminant
is equal to that of F. Nakagawa [Nakagawa (1989)] showed that this mod-
ule is in fact a Z-order, i.e., closed under multiplication. Moreover, he showed
that GL(2,Z)-equivalent binary forms have isomorphic associated orders. This
suggests the name ‘invariant order’ of a binary form. If F(1, 0) = 1, then the
invariant order of F is just Z[X]/(F(X, 1)).

The construction of Birch and Merriman and Nakagawa has the disadvan-
tage that it is not canonical, i.e., they defined the order by giving a basis for
it. Del Corso et.al [del Corso, Dvornicich and Simon (2005)] observed that if
F ∈ Z[X,Y] is a primitive binary form (i.e., whose coefficients have greatest
common divisor 1) that is irreducible over Q and θ is a zero of F(X, 1), then the
invariant order of F is just Z[θ]∩Z[θ−1]. Using concepts from algebraic geom-
etry, Wood [Wood (2011)] gave other canonical constructions of the invariant
order, valid for arbitrary binary forms F with coefficients from an arbitrary
commutative ring. In fact, she generalized these to binary forms over arbitrary
base schemes.

In the present chapter, we give another canonical construction, which is

350
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however less general and flexible than Wood’s, and works only for binary
forms with coefficients from an integrally closed integral domain of charac-
teristic 0.

In Section 16.1 we introduce some convenient terminology, which is also
needed in the subsequent chapter. In Section 16.2 we give our definition of the
invariant order, and prove some basic properties. In Section 16.3 we prove the
result of Delone and Faddeev about the relation between binary cubic forms
and orders of rank 3.

For more extensive information on invariant orders of binary forms and their
properties, we refer to [Nakagawa (1989)], [Simon (2001, 2003)], [del Corso,
Dvornicich and Simon (2005)] and [Wood (2011)].

16.1 Algebras associated with a binary form

In addition to the notation introduced in Chapter 12, we use the following.
Throughout this section, K is a field of characteristic 0 and Ω a finite dimen-
sional, commutative, associative K-algebra with unit element. For terminology
related to such algebras we refer to Section 1.1.

We first prove some properties of the projective line P1(Ω) over Ω. In our
set-up, our assumption that K has characteristic 0 is essential.

Definition 16.1.1 Consider the set of pairs

{(α, β) ∈ Ω ×Ω : ∃γ, δ ∈ Ω with γα + δβ = 1}.

Call two pairs (α1, β1), (α2, β2) in this set equivalent if (α2, β2) = λ(α1, β1) for
some λ ∈ Ω∗. The collection of equivalence classes is denoted by P1(Ω). The
equivalence class represented by (α, β) is denoted by (α : β). �

Any matrix U =
( a b

c d
)
∈ GL(2,Ω) induces a transformation

〈U〉 : P1(Ω)→ P1(Ω) : (α : β) 7→ (aα + bβ : cα + dβ),

and U,U′ ∈ GL(2,Ω) induce the same transformation if and only if U′ = λU
for some λ ∈ Ω∗.

Let ϕ : Ω→ Ω′ be a K-algebra homomorphism. Then ϕ induces a map

ϕ : P1(Ω)→ P1(Ω′) : (α : β) 7→ (ϕ(α) : ϕ(β)).

This map is a bijection if ϕ is an isomorphism.

Examples 1. If Ω = L is a finite extension field of K, then P1(L) consists of
the points (α : β) with α, β ∈ L and at least one of α, β non-zero. Two points
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(α : β), (α′ : β′) are equal if there is λ ∈ L∗ such that α′ = λα, β′ = λβ.

2. Let Ω be a finite étale K-algebra with [Ω : K] = n. Assume without loss of
generality that Ω = L1×, . . . ,×Lq, where L1, . . . , Lq are finite extension fields
of K. Then P1(Ω) consists of the points (α : β), where α = (α1, . . . , αq), β =

(β1, . . . , βq) with αi, βi ∈ Li and at least one of αi, βi non-zero for i = 1, . . . , q.
Two points (α : β), (α′ : β′) are equal if α′ = λα, β′ = λβ, where λ =

(λ1, . . . , λq) with λi ∈ L∗i for i = 1, . . . , q.

Since Ω is finite dimensional over K, for each (α : β) ∈ P1(Ω) there is a
non-zero binary form F ∈ K[X,Y] with F(α, β) = 0.

Lemma 16.1.2 Let (α : β) ∈ P1(Ω), a, b ∈ K, and let F ∈ K[X,Y] be a binary
form with F(α, β) = 0 and F(a, b) , 0. Then bα − aβ ∈ Ω∗.

Proof Let γ, δ ∈ Ω be such that γα + δβ = 1. There is a binary form W ∈

Ω[X,Y] of degree n − 1 such that

(γX + δY)n −
(aγ + bδ)n

F(a, b)
· F(X,Y) = (bX − aY)W(X,Y). (16.1.1)

This is shown by choosing c, d ∈ K such that ad − bc , 0 and writing the left-
hand side as

∑n
i=0 bi(bX−aY)n−i(dX−cY)i with bi ∈ Ω. Choosing X = a,Y = b

it follows that bn = 0, whence the existence of W. By substituting X = α, Y = β

in (16.1.1), we obtain (bα − aβ)W(α, β) = 1. Hence bα − aβ ∈ Ω∗. �

Definition 16.1.3 Let (α : β) ∈ P1(Ω).
- A minimal binary form of (α : β) over K is a non-zero binary form F ∈

K[X,Y] of minimal degree such that F(α, β) = 0. We define the degree of
(α : β) over K to be the degree of a minimal binary form of (α : β) over K.

- We write Ω = K[α : β] if K[α, β] = Ω, and there is no choice of homoge-
neous coordinates (α′ : β′) = (α : β) with K[α′, β′] & Ω.

- Let F ∈ K[X,Y] be a binary form of degree n > 0. We say that F is
associated with (Ω, (α : β)) if F is a minimal binary form of (α : β) over K
and Ω = K[α : β]. We say that F is associated with Ω, if F is associated with
(Ω, (α : β)) for some (α : β) ∈ P1(Ω). �

Let F ∈ K[X,Y] be a non-zero binary form of degree n > 0 associated with
(Ω, (α : β)). It is easy to check that for every λ ∈ K∗, U ∈ GL(2,K), the binary
form λFU is associated with (Ω, 〈U−1〉(α : β)).

In particular, choose U =
( a b

c d
)
∈ GL(2,K) such that FU(1, 0) = F(a, c) , 0.

Such a matrix exists, thanks to our assumption that K has characteristic 0. Then
−cα + aβ ∈ Ω∗ by Lemma 16.1.2. Define θ by (α : β) = 〈U〉(θ : 1), i.e.,
θ =

dα−bβ
−cα+aβ , and put f (X) := FU(X, 1). Then f is a minimal polynomial of θ

over K and Ω = K[θ]. As a consequence, [Ω : K] = deg f = deg F = n.
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Lemma 16.1.4 Let F ∈ K[X,Y] be a binary form of degree n > 0.

(i) There exist a K-algebra Ω and (α : β) ∈ P1(Ω) such that F is associated
with (Ω, (α : β)).

(ii) Let Ω′ be another K-algebra and (α′ : β′) ∈ P1(Ω′) such that F is associ-
ated with (Ω′, (α′ : β′)). Then there exists a K-algebra isomorphism σ : Ω →

Ω′ that maps (α : β) to (α′ : β′).

Proof (i) Choose U ∈ GL(2,K) with FU(1, 0) , 0, and put f (X) := FU(X, 1).
Then take Ω := K[X]/( f ), θ := X mod f and (α : β) := 〈U〉(θ : 1).

(ii) Define θ′ ∈ Ω′ by (θ′ : 1) := 〈U〉−1(α′ : β′). Then f is the monic minimal
polynomial of θ′ and Ω′ = K[θ′]. Hence there is a K-algebra isomorphism
σ : Ω→ Ω′ : θ 7→ θ′, and this maps (α : β) to (α′ : β′). �

We are assuming throughout that K has zero characteristic, but the above
proof is valid for any field K, as long as there exists U ∈ GL(2,K) with
FU(1, 0) , 0. Such U need not exist if K has too few elements, e.g., if K = F2

and F = XY(X + Y).
The case of binary forms of non-zero discriminant is most relevant for us,

and we consider this in more detail. Let F ∈ K[X,Y] be a binary form of
discriminant D(F) , 0. Then F = F1 · · · Fq, where F1, . . . , Fq are pairwise
non-proportional irreducible binary forms in K[X,Y]. For i = 1, . . . , q, let Li =

K, (αi : βi) = (1 : 0) if Fi = cY for some c ∈ K∗, and Li = K(θi), (αi : βi) =

(θi : 1) where Fi(θi, 1) = 0 otherwise. Define Ω(F) := L1 × · · · × Lq, αF :=
(α1, . . . , αq), βF := (β1, . . . , βq). Then F is associated with (Ω(F), (αF : βF)).

16.2 Definition of the invariant order

In what follows, let K be a field of characteristic 0, Ω a finite dimensional,
commutative, associative K-algebra with unit element, A an integrally closed
integral domain with quotient field K, and AΩ the integral closure of A in Ω.

Let (α : β) ∈ P1(Ω) and suppose that (α : β) has degree n ≥ 2 over K.
Further, let a be a non-zero ideal of A. Then define the A-modules

Mα,β :=
{ n−1∑

i=0

xiα
iβn−1−i : xi ∈ A for i = 0, . . . , n − 1

}
,

N(α:β),a :=
{
ξ ∈ Ω : ξMα,β ⊆ aMα,β

}
,

A(α:β),a := A + N(α:β),a.


(16.2.1)

We note that Mα,β depends on the choice of the homogeneous coordinates
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of (α : β). In fact, if (α′ : β′) is any other choice of homogeneous coordinates,
then α′ = λα, β′ = λβ for some λ ∈ Ω∗, and thus, Mα′,β′ = λn−1Mα,β. However,
N(α:β),a, A(α:β),a are independent of the choice of the homogeneous coordinates.

Lemma 16.2.1 The A-module A(α:β),a is an A-algebra, and A ⊆ A(α:β),a ⊆ AΩ.

Proof Put M := Mα,β, N := N(α:β),a.
To show that A(α:β),a is an A-algebra, we only have to show that it is closed

under multiplication. Let γi = xi + ξi with xi ∈ A, ξi ∈ N for i = 1, 2. Then
ξ1ξ2M ⊆ ξ1M ⊆ aM , hence ξ1ξ2 ∈ N , and so γ1γ2 ∈ A(α:β),a.

It remains to show that A(α:β),a ⊆ AΩ, and to this end it suffices to show
that every element of N is integral over A. Take ξ ∈ N . Then ξαiβn−1−i =∑n−1

j=0 ci jα
jβn−1− j with ci j ∈ A for i, j = 0, . . . , n − 1, and by straightforward

linear algebra,

det(ξI −C)αiβn−1−i = 0 for i = 0, . . . , n − 1,

where C is the n × n-matrix with ci j on the i-th row and j-th column, and I is
the n × n unit matrix. Take γ, δ ∈ Ω with γα + δβ = 1. Then taking Ω-linear
combinations we get det(ξI − C) = det(ξI − C)(γα + δβ)n−1 = 0. Hence ξ is a
zero of a monic polynomial from A[X], i.e., it is integral over A. �

We observe here that a K-algebra isomorphism ϕ : Ω → Ω′ induces an
A-algebra isomorphism from A(α:β),a to A(ϕ(α):ϕ(β),a.

The next lemma states that the order A(α:β),a defined above is compatible
with localization.

Lemma 16.2.2 Let S be a multiplicative subset of A, (α : β) ∈ P1(Ω), and a
a non-zero ideal of A. Then

(S −1A)(α:β),S −1a = S −1A(α:β),a.

Proof Straightforward. �

We prove an invariance property.

Lemma 16.2.3 Let (α : β), (α′ : β′) ∈ P1(Ω) be such that

(α′ : β′) = 〈U〉(α : β) for some U ∈ GL(2, A),

and let a be a non-zero ideal of A. Then A(α′:β′),a = A(α:β),a.

Proof Without loss of generality, α′ = aα + bβ, β′ = cα + dβ, where U =( a b
c d

)
. Then clearly, Mα′,β′ ⊆ Mα,β, and by symmetry we also have the other

inclusion. This easily implies our lemma. �
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In the case that A is a Dedekind domain, Lemma 16.2.3 can be extended.
Recall that for a Dedekind domain A, we denote by P(A) the collection of
non-zero prime ideals of A. Further, for every p ∈P(A), we denote by Ap the
localization of A at p. This is equal to Ap = S −1

p A = {x ∈ K : ordp(x) ≥ 0},
where Sp := A \ p.

Lemma 16.2.4 Let A be a Dedekind domain of characteristic 0. Further, let
a be a non-zero ideal of A and let (α : β), (α′ : β′) ∈ P1(Ω) be such that for
every p ∈ P(A) there is Up ∈ GL(2, Ap) with (α′ : β′) = 〈Up〉(α : β). Then
A(α′:β′),a = A(α:β),a.

Proof We first observe that A(α:β),a is finitely generated as an A-module, in
other words, it is an A-lattice of the K-vector space K · A(α:β),a. Indeed, choose
γ, δ ∈ Ω such that γα + δβ = 1. Then for a ∈ A, ξ ∈ N(α:β),a we have

a + ξ = a + (γα + δβ)n−1ξ ∈ A +

n−1∑
k=0

γn−1−kδkMα,β.

Therefore, A(α:β),a is contained in a finitely generated A-module, hence is itself
finitely generated.

Let p ∈P(A), and put ap := Apa. By Lemma 16.2.3, the Ap-orders (Ap)(α′:β′),ap ,
(Ap)(α:β),ap are equal. Further, by Lemma 16.2.2, (Ap)(α:β),ap is precisely the lo-
calization Ap · A(α:β),a of A(α:β),a at p, and likewise for (α′, β′). Together with
Proposition 2.9.1, this implies

A(α′:β′),a =
⋂
p∈P(A)

(Ap)(α′:β′),ap =
⋂
p∈P(A)

(Ap)(α:β),ap = A(α:β),a. �

We call θ, θ′ ∈ Ω GL(2, A)-equivalent if (θ′ : 1) = 〈U〉(θ : 1) for some
U ∈ GL(2, A). If U =

( a b
c d

)
, this means that cθ + d ∈ Ω∗, and θ′ = aθ+b

cθ+d . This
is obviously an equivalence relation.

For θ ∈ Ω we define Aθ := A(θ:1),(1). Clearly, if θ has degree n over K, we
have

Aθ = {ξ ∈ Ω : ξMθ ⊆Mθ},

where Mθ := Mθ,1 =
{ n−1∑

i=0

xiθ
i : xi ∈ A

}
. (16.2.2)

By Lemma 16.2.1, Aθ is an A-subalgebra of AΩ.

Lemma 16.2.5 (i) Assume that θ, θ′ ∈ Ω are GL(2, A)-equivalent. Then Aθ =

Aθ′ .
(ii) Let A be a Dedekind domain of characteristic 0, and assume that θ, θ′ ∈ Ω

are GL(2, Ap)-equivalent for every p ∈P(A). Then Aθ = Aθ′ .
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Proof Immediate consequence of Lemmas 16.2.3, 16.2.4. �

We keep our assumption that A is integrally closed.

Lemma 16.2.6 Let θ ∈ Ω, and assume that θ is integral over A. Then Aθ =

A[θ].

Proof By Proposition 5.3.1 we have Mθ = A[θ]. Then (16.2.2) implies Aθ =

A[θ]. �

We now introduce the A-algebra isomorphism class of invariant A-orders
of a binary form from A[X,Y]. We keep our assumptions that A is integrally
closed and its quotient field K has characteristic 0.

Definition 16.2.7 Let F ∈ A[X,Y] be a non-zero binary form of degree n ≥ 2.
Choose a K-algebra Ω and (α : β) ∈ P1(Ω) such that F is associated with
(Ω, (α : β)) (see Definition 16.1.3). Denote by (F) the ideal of A generated by
the coefficients of F. Then we define

AF := the A-algebra isomorphism class represented by A(α:β),(F).

By Lemma 16.1.4 this is well-defined. The elements of AF are called the in-
variant A-orders of F. �

Proposition 16.2.8 Let F, F′ ∈ A[X,Y] be two non-zero GL(2, A)-equivalent
non-zero binary forms of degree n ≥ 2. Then AF = AF′ .

Proof By assumption, F′ = εFU for some U ∈ GL(2, A), ε ∈ A∗. Choose
(Ω, (α : β)) associated with F. Then (Ω, 〈U−1〉(α : β)) is associated with F′.
Further, (F′) = (F) since the coefficients of G are A-linear combinations of
those of F and vice-versa. Now apply Lemma 16.2.3. �

A free A-order of rank n is an A-algebra that as an A-module is free of rank
n. We keep assuming that A is integrally closed and of characteristic 0. The
next theorem implies that the invariant A-orders of F are free A-orders of rank
equal to the degree of F.

Theorem 16.2.9 Let F = a0Xn+a1Xn−1Y +· · ·+anYn ∈ A[X,Y] be a non-zero
binary form of degree n ≥ 2, Ω a K-algebra, and (α : β) ∈ P1(Ω) such that F
is associated with (Ω, (α : β)).

(i) A(α:β),(F) is a free A-order of rank n with basis {1, ω1, . . . , , ωn−1}, where
ω1, . . . , ωn−1 and ωn = −F(0, 1) are the unique elements of Ω satisfying

αF = (βX − αY)(ω1Xn−1 + ω2Xn−2Y + · · · + ωnYn−1). (16.2.3)
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(ii) We have

ωiω j = −
∑

max(i+ j−n,1)≤k≤i

ai+ j−kωk +
∑

j<k≤min(i+ j,n)

ai+ j−kωk (16.2.4)

for i, j ∈ {1, . . . , n − 1}.

(iii) Suppose F has discriminant D(F) , 0. Then Ω is a finite étale K-algebra,
and

DΩ/K(1, ω1, . . . , ωn−1) = D(F). (16.2.5)

Proof (i). It is clear that ω1, . . . , ωn, if they exist, are independent of the
choice of the homogeneous coordinates (α : β).

Assume for the moment that a0 , 0. Then by Lemma 16.1.2 we may take
(α : β) = (θ : 1), and we may rewrite (16.2.3) as

θF = (X − θY)(ω1Xn−1 + · · · + ωnYn−1). (16.2.6)

By induction, one easily shows that this relation is satisfied by precisely one
tuple (ω1, . . . , ωn), that is,

ωi = a0θ
i + a1θ

i−1 + · · · + ai−1θ (i = 1, . . . , n). (16.2.7)

Notice that ωn = −an = −F(0, 1).
Write M := Mθ,1, N := N(θ:1),(F). Then A(θ:1),(F) = A + N . Since F is as-

sociated with (Ω, (θ : 1)) we have Ω = K[θ], hence {1, θ, . . . , θn−1} is a K-basis
of Ω. This implies that 1, ω1, . . . , ωn−1 are linearly independent over A. Now
statement (i) follows once we have shown that ω1, . . . , ωn−1 ∈ N and con-
versely that every element of N is an A-linear combination of 1, ω1, . . . , ωn−1.

First observe that for i = 1, . . . , n − 1, j = 0, . . . , n − 1 we have

ωiθ
j =


i−1∑
k=0

akθ
i+ j−k if i + j ≤ n − 1,

−

n∑
k=i

akθ
i+ j−k if i + j ≥ n


∈ (F) ·M .

Hence ωi ∈ N for i = 1, . . . , n − 1.
We now show by induction on i that if ξ =

∑i
j=0 b jθ

j ∈ N , with b0, . . . , bi ∈

K, then ξ is an A-linear combination of 1, ω1, . . . , ωi. First, let i = 0. Then for
b0 ∈ N ∩ K we have b0 ∈ (F) ·M , which implies b0 ∈ A. Now let i > 0 and
assume our assertion is true for all integers < i. From ξ ∈ (F) ·M we infer
b0, . . . , bi ∈ (F). Further, we have

ξθn−i =

i−1∑
j=0

b jθ
n+ j−i −

bi

a0

( n−1∑
j=0

an− jθ
j
)
∈ (F) ·M
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which implies that bia j/a0 ∈ (F) for j = 1, . . . , n. Hence (bi/a0)(F) ⊆ (F).
By an argument similar to that in the proof of Lemma 16.2.1, it follows that
bi/a0 is integral over A, hence bi/a0 ∈ A by our assumption that A is integrally
closed. By applying the induction hypothesis to ξ − (bi/a0)ωi, it follows that ξ
is an A-linear combination of 1, ω1, . . . , ωi. This completes our induction step,
and finishes the proof of (i) in the case a0 , 0.

Now let a0 = 0. There is m ∈ Z such that F(1,m) , 0. Let F′(X,Y) :=
F(X,mX + Y) = b0Xn + · · · + bnYn. Then b0 , 0, and thus, β − mα ∈ Ω∗ by
Lemma 16.1.2. We put θ := α/(β − mα), so that (α : β − mα) = (θ : 1). Then
F′ is associated with (Ω, (θ : 1)). Further, O := A(α:β),(F) equals A(θ:1),(F′) by
Lemma 16.2.3. Applying the just established (16.2.6) to F′, we infer that O
has A-module basis {1, ρ1, . . . , ρn−1}, where

θF′ = (X − θY)(ρ1Xn−1 + ρ2Xn−2Y + · · · + ρnYn−1), (16.2.8)

with ρn = −bn. Multiplying with β−mα, substituting −mX + Y for Y and using
F(X,Y) = F′(X,−mX + Y), we obtain an identity of the type (16.2.3), where
ω1, . . . , ωn are related to ρ1, . . . , ρn by

n∑
i=1

ωiXn−iY i−1 =

n∑
i=1

ρiXn−i(−mX + Y)i−1.

This implies

(ω1, . . . , ωn) = (ρ1, . . . , ρn)T, (16.2.9)

where T is a lower triangular n × n-matrix with entries from Z and ones on
the diagonal. Further, ωn = ρn = −F′(0, 1) = −F(0, 1). Since ρ1, . . . , ρn with
(16.2.8) are uniquely determined, also ω1, . . . , ωn with (16.2.3) are uniquely
determined. Further, since ρn ∈ A, the elements 1, ω1, . . . , ωn−1 form an A-
basis of O. This proves (i) in full generality.

(ii). In view of (16.2.3) we have

α(ai + ωi) = βωi+1 for i = 0, . . . , n, (16.2.10)

where we have setω0 = ωn+1 := 0. There are γ, δ ∈ Ω such that γα+δβ = 1. An
easy computation shows that for i = 0, . . . , n we have ωi+1 = κiα, ai +ωi = κiβ,
where κi = δ(ai + ωi) + γωi+1. Combined with (16.2.10) this gives

(ai + ωi)ω j+1 = ωi+1(a j + ω j) for i, j = 0, . . . , n. (16.2.11)

The identities (16.2.4) are easily seen to hold for all pairs (i, j) with i = 0,
j = 0, . . . , n or with i = 0, . . . , n, j = n. Then these identities can be deduced
in a straightforward manner for the other pairs (i, j) by repeatedly applying
(16.2.11).



16.2 Definition of the invariant order 359

(iii). First let a0 , 0. Since D(F) , 0, the polynomial F(X, 1) is separa-
ble, hence Ω = K[θ] is a finite étale K-algebra. Further, (16.2.5) follows from
Corollary 1.5.2 (ii). Next, let a0 = 0 and let F′, ρ1, . . . , ρn−1 be as in the proof of
(i). Then D(F′) = D(F) , 0, and DΩ/K(1, ω1, . . . , ωn−1) = DΩ/K(1, ρ1, . . . , ρn−1)
by (1.5.3) and (16.2.9). This implies again (iii). �

So far, we have defined invariant orders only for non-zero binary forms with
coefficients in an integrally closed domain of characteristic 0. Although not
needed later, for completeness we extend this to arbitrary commutative rings
A and arbitrary binary forms F ∈ A[X,Y], where we allow that F = 0, i.e., all
coefficients of F are 0. We define the invariant A-order of F formally, i.e., by
giving a free A-module basis for it, together with a multiplication table for its
basis elements.

Definition 16.2.10 Let A be an arbitrary commutative ring and F ∈ A[X,Y] a
binary form of degree n ≥ 2, given by F =

∑n
i=0 aiXn−iY i. Define AF to be the

A-algebra isomorphism class represented by the A-algebra with free A-module
basis {1, ω1, . . . , ωn−1} where ω1, . . . , ωn−1 and ωn = −an satisfy (16.2.4). The
elements of AF are called the invariant A-orders of F. �

Theorem 16.2.9 implies that if A is an integrally closed domain of charac-
teristic 0, then the class AF defined in Definition 16.2.10 coincides with the
one defined in Definition 16.2.7. Hence in this case the A-orders in AF are
commutative and associative.

We prove that this holds for arbitrary commutative rings A. For this we
have to show that ωiω j = ω jωi and (ωiω j)ωk = ωi(ω jωk) for all i, j, k. Us-
ing (16.2.4), we see that these relations are equivalent to certain identities in
Z[a0, . . . , an]. To verify these, we may as well assume that a0, . . . , an are inde-
terminates. Then A′ := Z[a0, . . . , an] is integrally closed and of characteristic
0, and so the orders in A′F are commutative and associative. This implies that
indeed the required polynomial identities in the ai are satisfied.

We now extend Proposition 16.2.8 to arbitrary commutative rings.

Proposition 16.2.11 Let A be any non-zero commutative ring, and F, F′ ∈
A[X,Y] two GL(2, A)-equivalent binary forms of degree n ≥ 2. Then AF′ = AF .

Proof Let F′ = εFU with ε ∈ A∗ and U =
( a b

c d
)
∈ GL(2, A), and define the

ring

A′′ := Z[a0, . . . , an, a, b, c, d, ε, ε−1, (ad − bc)−1].

Clearly, the coefficients a′0, . . . , a
′
n of F′ belong to A′′. Put ω0 := 1, ω′0 :=

1. Choose the invariant A-order of F with A-basis {1, ω1, . . . , ωn−1} satisfying



360 Invariant orders of binary forms

(16.2.4). It suffices to prove that there are ω′1, . . . , ω
′
n−1 satisfying (16.2.4) with

a0, . . . , an replaced by a′0, . . . , a
′
n, as well as bi j ∈ A′′, bi j ∈ A′′, such that

ω′i =
∑n−1

j=0 bi jω j, ωi =
∑n−1

j=0 bi jω′j for i = 0, . . . , n − 1. By substituting these
expressions into (16.2.4), we can translate the problem into a particular system
of polynomial equations with coefficients in A′′ to be solved in bi j, bi j ∈ A′′.

Since in this system of equations, both the coefficients and the unknowns are
rational functions in a0, . . . , an, ε, a, b, c, d, it suffices to verify the existence of
the bi j, bi j in the case that a0, . . . , an, ε, a, b, c, d are indeterminates. Then A′′ is
integrally closed and of characteristic 0. Now the existence of bi j, bi j as above
follows from Proposition 16.2.8 and Theorem 16.2.9, applied to A′′. �

Example Let f = Xn + a1Xn−1 + · · · + an ∈ A[X] be a monic polynomial
of degree n ≥ 2 and F(X,Y) = Xn f (X/Y). Take the invariant A-order of F
with A-module basis {1, ω1, . . . , ωn−1} satisfying (16.2.7) with a0 = 1, and let
ωn := −an. Then ω1(ωi + ai) = ωi+1 for i = 1, . . . , n − 1, and thus, ωi =

ωi
1 + a1ω

i−1
1 + · · · ai−1ω1 for i = 1, . . . , n by induction on i. It follows that our

invariant A-order has A-module basis {1, ω1, . . . , ω
n−1
1 }, that f (ω1) = 0, and

thus, that it is equal to A[ω1] � A[X]/( f ).

16.3 Binary cubic forms and cubic orders

As mentioned in the introduction, first in a special case in [Delone and Fad-
deev (1940)], and later in full generality in [Gan, Gross and Savin (2002)], it
was shown that taking the invariant order defines a bijection from the GL(2,Z)-
equivalence classes of binary cubic forms in Z[X,Y] to the isomorphism classes
of Z-orders of rank 3. We mention here that this can not be extended to orders
of rank > 3. Simon [Simon (2001)] gave, for n = 4 and n any prime ≥ 5, exam-
ples of number fields of degree n whose rings of integers are not expressible as
the invariant Z-order of a binary form.

We extend the result of Delone et.al. to binary cubic forms over an arbitrary
commutative ring. We mention that this extension follows from a much more
general result of Deligne (unpublished, incorporated in [Wood (2011)]).

Below, A will be an arbitrary commutative ring different from {0}. We allow
a binary cubic form in A[X,Y] to be 0, i.e., all its coefficients are 0. We denote
the GL(2, A)-equivalence class of a binary form F by [F].

Theorem 16.3.1 Let A be any commutative ring with A , {0}. Then

[F] 7→ AF

defines a bijection between the GL(2, A)-equivalence classes of binary forms
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from A[X,Y] of degree 3, and the A-algebra isomorphism classes of free A-
orders of rank 3.

Proof We first construct a map in the other direction, i.e., from the A-isomor-
phism classes of free A-orders of rank 3 to the GL(2, A)-equivalence classes of
binary cubic forms, and then show that it is the inverse of the map [F] 7→ AF .

Let O be any free A-order of rank 3. We construct a basis of O with con-
venient properties. First, let {1, ω0, ρ0} be any A-basis of O. Then ω0ρ0 =

k0 + k1ω0 + k2ρ0 with k0, k1, k2 ∈ A. Let ω := ω0 − k2, ρ := ρ0 − k1; then
{1, ω, ρ} is an A-basis of O with ωρ = k ∈ A. Next, we have

ω2 = l − a1ω − a0ρ, ρ
2 = m − a3ω − a2ρ,

with l,m, a0, . . . , a3 ∈ A. Using (ω2)ρ = ω(ωρ), ω(ρ2) = (ωρ)ρ and equating
the coefficients of 1, ω, ρ one infers k = a0a3, l = −a0a2, m = −a1a3. That is,
for ω, ρ we have the multiplication table

ωρ = a0a3,

ω2 = −a0a2 − a1ω − a0ρ,

ρ2 = −a1a3 − a3ω − a2ρ.

 (16.3.1)

The triple {1, ω, ρ} is also an A[X,Y]-module basis of O[X,Y]. We define the
index polynomial of a polynomial P ∈ O[X,Y] relative to 1, ω, ρ by

I1,ω,ρ(P) := det(Qi j)i, j=0,1,2, (16.3.2)

where the Qi j are the polynomials from A[X,Y] given by

Pi = Qi0 + Qi1ω + Qi2ρ for i = 0, 1, 2.

From elementary row operations, it follows that I1,ω,ρ(P + Q) = I1,ω,ρ(P) for
any Q ∈ A[X,Y]. We now compute

I1,ω,ρ(ρY − ωX)

=

∣∣∣∣∣∣∣∣∣
1 0 0
0 −X Y
∗ −a1X2 − a3Y2 −a0X2 − a2Y2

∣∣∣∣∣∣∣∣∣
= a0X3 + a1X2Y + a2XY2 + a3Y3 =: F(X,Y).

Let {1, ω′, ρ′} be an other A-module basis ofO, satisfying (16.3.1) with b0, . . . , b3

instead of a0, . . . , a3, say. So

I1,ω′,ρ′ (ρ′Y − ω′X) = b0X3 + b1X2Y + b2XY2 + b3Y3 =: F′(X,Y).

On the other hand, we have ω′ = k + aω + bρ, ρ′ = l + cω + dρ, where
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k, l, a, b, c, d ∈ A and ad − bc ∈ A∗, since {1, ω′, ρ′} is an A-basis of O. Put
X′ := aX − cY , Y ′ := −bX + dY . Then using ρ′Y − ω′X = Q + ρX′ − ωY ′ for
some Q ∈ A[X,Y] and the product rule for determinants, we have

F′(X,Y) = I1,ω′,ρ′ (ρY ′ − ωX′) = (ad − bc)−1I1,ω,ρ(ωX′ − ρY ′)

= (ad − bc)−1F(aX − cY,−bX + dY).

This shows that F and F′ are GL(2, A)-equivalent. Consequently, there is a
well-defined map ϕ from the A-isomorphism classes of free A-orders of rank
3 to the GL(2, A)-equivalence classes of binary cubic forms from A[X,Y], de-
fined by taking an A-order O from the given isomorphism class, choosing any
basis {1, ω, ρ} of O satisfying (16.3.1) for certain elements a0, . . . , a3 of A, and
then mapping the given isomorphism class to the GL(2, A)-equivalence class
of F := a0X3 + a1X2Y + a2XY2 + a3Y3.

Notice that {1, ω1, ω2}, with ω1 := ω, ω2 := −ρ − a3, is another A-basis of
O, which satisfies (16.2.4) with n = 3. Hence O is an invariant A-order of F.
This shows that [F] 7→ AF is the inverse of ϕ. �



17
On the number of equivalence classes of binary

forms of given discriminant

In this chapter, we deduce, among other things, explicit upper bounds for the
number of GL(2,Z)-equivalence classes of binary forms F ∈ Z[X,Y] with
certain properties. We improve and extend results from [Bérczes, Evertse and
Győry (2004)].

One of our results implies that ifO is a given order of a finite étaleQ-algebra
Ω of degree n, then the number of GL(2,Z)-equivalence classes of binary forms
F ∈ Z[X,Y] with invariant order O is bounded above by 25n2

. In [Bérczes,
Evertse and Győry (2004)] this was proved with a bound 224n3

, and only in the
special case that Ω is an algebraic number field. In another result, we consider
binary forms F ∈ Z[X,Y] of given degree n ≥ 3 and given discriminant D(F) =

D , 0, associated with a given finite étale Q-algebra Ω. We will see below that
for such binary forms we have D(F) = I2DΩ, where I is a positive integer.
Our result implies that the number of GL(2,Z)-equivalence classes of binary
forms with the above mentioned properties is�n,ε I(2/n(n−1))+ε. In Section 17.5
we give examples which show that this cannot be improved to Iγ for any γ <

2
n(n−1) .

In Section 17.1 we present in a precise form the results discussed above,
together with some other results. In fact, we prove generalizations of these
results over the S -integers of a number field; these are presented in Section
17.2. Special cases of these results, with larger bounds, were already proved in
[Bérczes, Evertse and Győry (2004)]. The basic tool in the proofs of these re-
sults is Corollary 4.3.5 on the number of solutions of systems of unit equations
in two unknowns, which is in turn a consequence of the result of of Beukers
and Schlickewei. Section 17.3 contains some preliminaries, in Section 17.6 we
prove some general results over discrete valuation domains, and in Sections
17.7, 17.8 we complete our proofs. In Section 17.9 we briefly consider binary
forms over integrally closed domains that are finitely generated over Z and
prove some basic finiteness results (i.e., without giving explicit upper bounds

363
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for the number of equivalence classes). Here we combine the techniques from
the previous sections.

17.1 Results over Z

In Definition 16.2.7 we have defined, for any integral domain A of charac-
teristic 0, the isomorphism class AF of invariant A-orders of a binary form
F ∈ A[X,Y]. In particular, this gives the class ZF of invariant Z-orders of a
binary form F ∈ Z[X,Y]. From Theorem 16.2.9 (iii) it follows that if O is an
invariant Z-order of F, i.e., if O is in the class ZF , then D(F) = DO, where DO
is the discriminant of (a Z-basis of) O. Theorem 14.1.1 implies, in an effective
form, that for every n ≥ 3 and D , 0, there are only finitely many GL(2,Z)-
equivalence classes of binary forms F ∈ Z[X,Y] of degree n and discriminant
D. This implies that there are only finitely many GL(2,Z)-equivalence classes
of binary forms in Z[X,Y] with invariant Z-order O. Our first result implies
that the number of these classes can be estimated by a quantity depending only
on n.

Theorem 17.1.1 Let Ω be a finite étale Q-algebra with [Ω : Q] =: n ≥ 3, and
O a Z-order of Ω. Then there at most

25n2

GL(2,Z)-equivalence classes of binary forms F ∈ Z[X,Y] having invariant
Z-order O.

Recall that by Section 16.3 it follows that for any given Z-order O of a finite
étale Q-algebra of degree 3, there is precisely one GL(2,Z)-equivalence class
of binary forms F ∈ Z[X,Y] with invariant Z-order O.

Let Ω be a finite étale Q-algebra of degree [Ω : Q] = n ≥ 3, and θ ∈ Ω with
Q[θ] = Ω. The Z-order Zθ is given by

Zθ = {ξ ∈ Ω : ξMθ ⊆Mθ} ,

where Mθ is the Z-module generated by 1, θ, . . . , θn−1. Recall that two elements
θ, θ′ ∈ Ω are GL(2,Z)-equivalent if there is U =

( a b
c d

)
∈ GL(2,Z) such that

cθ + d ∈ Ω∗ and θ′ = aθ+b
cθ+d .

Theorem 17.1.2 Let Ω be a finite étale Q-algebra with [Ω : Q] =: n ≥ 3, and
O a Z-order of Ω. Then the set of θ with

Q[θ] = Ω, Zθ = O (17.1.1)

is a union of at most 25n2
GL(2,Z)-equivalence classes.
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Theorems 17.1.1 and 17.1.2 are deduced independently, but in a common
framework. We only observe here that Zθ is an invariant order of a binary form
F ∈ Z[X,Y]. Namely, let f ∈ Z[X] be the the minimal polynomial of θ with
positive leading coefficient and coefficients having greatest common divisor
1, and define F := Yn f (X/Y). Then F is associated with (Ω, (θ : 1)), and
A(θ:1),(F) = Aθ.

We now consider binary forms of given discriminant. Let F ∈ Z[X,Y] be
a binary form of degree n ≥ 3 with discriminant D(F) , 0. Assume that F
is associated with the finite étale Q-algebra Ω (see Definition 16.1.3). That is,
if we choose U ∈ GL(2,Q) such that F(1, 0) , 0 and put f (X) := FU(X, 1),
then Ω � Q[X]/( f ). Then F has an invariant Z-order O of Ω. Denote as usual
by OΩ the integral closure of Z in Ω, and by DΩ the discriminant of OΩ. Then
since O is a Z-submodule of OΩ we have, in view of Theorem 16.2.9, (iii) and
(2.10.3),

D(F) = DO = [OΩ : O]2DΩ.

This shows that there is a positive integer I such that D(F) = I2DΩ. We con-
sider for given I the set of binary forms F ∈ Z[X,Y] such that

D(F) = I2DΩ, F is associated with Ω. (17.1.2)

Given a positive integer m, denote by ω(m) the number of primes dividing m,
and by τr(m) the number of ordered r-tuples of positive integers (d1, . . . , dr)
such that d1 · · · dr = m.

Theorem 17.1.3 Let Ω be a finite étale Q-algebra with [Ω : Q] = n ≥ 3,
and I a positive integer. Then the number of GL(2,Z)-equivalence classes of
binary forms F ∈ Z[X,Y] with (17.1.2) is at most

Ψ(n, I) := 25n2(1+ω(I))τn(n−1)/2(I) · I2/n(n−1).

In a less precise form, Theorem 17.1.3 states that for every ε > 0, the
number of GL(2,Z)-equivalence classes of binary forms F with (17.1.2) is
�n,ε I(2/n(n−1))+ε for every ε > 0. In Section 17.5 we construct examples that
show that this can not be improved to Iγ with γ < 2

n(n−1) . The idea of the
construction is to fix a binary form F0 ∈ Z[X,Y] of degree n ≥ 3 with discrim-
inant D(F0) , 0, and then take binary forms F of the shape (F0)U , with U a
non-singular matrix with integer entries and determinant , ±1.

We can rule out such constructions by imposing a further restriction on the
binary forms under consideration. We call a binary form F ∈ Z[X,Y] minimal
if it can not be expressed as F = a(F0)U with F0 a binary form in Z[X,Y], a a
non-zero integer and U a non-singular 2 × 2-matrix with integer entries such
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that a , ±1 or det U , ±1. With this extra minimality condition, we obtain an
upper bound�n,ε Iε for every ε > 0.

Theorem 17.1.4 Let Ω, I be as in Theorem 17.1.3. Then the number of GL(2,Z)-
equivalence classes of binary forms F ∈ Z[X,Y] with

D(F) = I2DΩ, F is associated with Ω, F is minimal

is at most

25n2(1+ω(I))τn(n−1)/2(I).

17.2 Results over the S -integers of a number field

We present the generalizations over the S -integers of the results stated in Sec-
tion 17.1. We fix a number field K and a finite set of places S of K, containing
all infinite places. Let s denote the cardinality of S , and OS the ring of S -
integers in K.

Further, the following notation is used:

- given a positive integer m, we denote by hm(OS ) the number of ideal classes
of OS whose m-th power is the principal ideal class;

- given a finite étale K-algebra Ω, we denote by OS ,Ω the integral closure of
OS in Ω, and by dS ,Ω the discriminant ideal of OS ,Ω over OS , that is, the ideal
of OS generated by all quantities DΩ/K(ω1, . . . , ωn) for ω1, . . . , ωn ∈ OS ,Ω,
where n = [Ω : K];

- given a non-zero ideal a of OS , we denote by ωS (a) the number of prime
ideals of OS dividing a;

- for any non-zero ideal a of OS and positive integer r, we denote by τr(a) the
number of ordered r-tuples (d1, . . . , dr) of ideals of OS such that d1 · · · dr = a.

- OS ,F is the OS -isomorphism class of invariant OS -orders of a binary form
F ∈ OS [X,Y].

Let O be a given OS -order of a finite étale K-algebra Ω with [Ω : K] = n
and F ∈ OS [X,Y] a binary form with invariant OS -order O. Then F has de-
gree n. Further, by Theorem 16.2.9, (iii) we have (D(F))S = dO/OS , where
(D(F))S = D(F)OS is the ideal of OS generated by D(F), and where dO/OS

is the discriminant ideal of O. Hence there is a fixed δ depending only on O
such that D(F) ∈ δO∗S . Theorem 14.2.1 implies that there are only finitely
GL(2,OS )-equivalence classes of such F. Consequently, there are only finitely
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many GL(2,OS )-equivalence classes of binary forms with given invariant OS -
order. We deduce a uniform upper bound for the number of these classes, de-
pending only on n and S , and independent of the given order.

Theorem 17.2.1 Let Ω be a finite étale K-algebra with [Ω : K] =: n ≥ 3
and O an OS -order of Ω. Then the number of GL(2,OS )-equivalence classes
of binary forms F ∈ OS [X,Y] with invariant OS -order O is at most

25n2 s if n is odd, 25n2 sh2(OS ) if n is even.

In [Bérczes, Evertse and Győry (2004)] this result was shown in the special
case that Ω is a finite extension field of degree n of K, and with bounds 224n3 s

(n odd), 224n3 sh2(OS ) (n even).
In Section 17.5 we show that for every even n ≥ 4, there exist finite étale

K-algebras Ω with [Ω : K] = n and OS -orders O of Ω, with the property that
there are at least h2(OS )/nn distinct GL(2,OS )-equivalence classes of binary
forms F ∈ OS [X,Y] with invariant OS -order O. Hence for even n, the factor
h2(OS ) in the upper bound of Theorem 17.2.1 is necessary.

The next result deals with elements of a finite étale K-algebra Ω. Recall that
two elements θ, θ′ of Ω are called GL(2,OS )-equivalent if there is U =

( a b
c d

)
∈

GL(2,OS ) such that cθ + d ∈ Ω∗, and θ′ = aθ+b
cθ+d . Further, for θ ∈ Ω of degree n

over K we define

OS ,θ := {ξ ∈ Ω : ξMθ ⊆Mθ} ,

where Mθ is the OS -module generated by 1, θ, . . . , θn−1.

Theorem 17.2.2 Let Ω be a finite étale K-algebra with [Ω : K] =: n ≥ 3 and
O an OS -order of Ω. Then the set of θ ∈ Ω with

K[θ] = Ω, OS ,θ = O (17.2.1)

is contained in a union of at most

25n2 sh2(OS )

GL(2,OS )-equivalence classes.

In Section 17.5 we show that the factor h2(OS ) in the bound is necessary.
We consider binary forms F ∈ OS [X,Y] of given discriminant. Let Ω be

a finite étale K-algebra with [Ω : K] ≥ 3, and F ∈ OS [X,Y] a binary form
associated with Ω, that is, if we choose U ∈ GL(2,K) with FU(1, 0) , 0, then
Ω � K[X]/(FU(X, 1)). Then Ω has an OS -orderO that is the invariant OS -order
of F. By Theorem 16.2.9, (iii) and Proposition 2.10.3, we have

(D(F))S = dO/OS = [OS ,Ω : O]2
OS
dS ,Ω, (17.2.2)
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where [OS ,Ω : O]OS is the index ideal of O in OS ,Ω. This shows that there is a
non-zero ideal I of OS such that (D(F))S = I2dS ,Ω. We fix a non-zero ideal I
of OS , and consider the binary forms F ∈ OS [X,Y] such that

(D(F))S = I2
dS ,Ω, F is associated with Ω. (17.2.3)

For integers n ≥ 3, s > 0 and non-zero ideals I of OS , put

Ψ(n, s,I) := 25n2(s+ωS (I))τn(n−1)/2(I)NS (I)2/n(n−1).

Theorem 17.2.3 Let Ω be a finite étale K-algebra with [Ω : K] =: n ≥ 3, and
I a non-zero ideal of OS . Then the number of GL(2,OS )-equivalence classes
of binary forms F ∈ OS [X,Y] with (17.2.3) is at most

Ψ(n, s,I) if n is odd, Ψ(n, s,I)h2(OS ) if n is even.

In Section 17.5 we show that for even n ≥ 4 the factor h2(OS ) cannot
be removed. In terms of I, the upper bound in Theorem 17.2.3 is �n,K,S ,ε

NS (I)(2/n(n−1))+ε for every ε > 0. Also in Section 17.5, we show that this can-
not be improved to NS (I)γ with γ < 2

n(n−1) .
The upper bound from Theorem 17.2.3 can be reduced to NS (I)ε for every

ε > 0 if we impose a minimality condition on the binary forms under consider-
ation similar to that in Theorem 17.1.4. But this works only if OS is a principal
ideal domain. A binary form F ∈ OS [X,Y] is called OS -minimal, if it can not
be expressed in the form F = a(F0)U , where F0 is a binary form in OS [X,Y], a
is a non-zero element of OS , and U is a non-singular 2 × 2-matrix with entries
from OS such that a < O∗S or U < GL(2,OS ).

Theorem 17.2.4 Assume that OS is a principal ideal domain, and let Ω, n, I
be as in Theorem 17.2.3. Then the binary forms F ∈ OS [X,Y] with

(D(F))S = I2
dS ,Ω, F is associated with Ω, F is OS -minimal (17.2.4)

lie in at most

25n2(s+ωS (I))τn(n−1)/2(I)

GL(2,OS )-equivalence classes.

Theorems 17.1.1–17.1.4 are immediate consequences of Theorems 17.2.1–
17.2.4, respectively.

17.3 Ω-forms

In our proofs it will be necessary to keep track not only of binary forms but
also of their zeros. To facilitate this, we introduce below so-called Ω-forms. In
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what follows, K is a field of characteristic 0 and Ω a finite étale K-algebra with
[Ω : K] =: n ≥ 3. We fix an algebraic closure K of K. Denote by x 7→ x(i)

(i = 1, . . . , n) the K-homomorphisms from Ω to K.

Definition 17.3.1 An Ω-form is a pair F∗ = (F, (α : β)), consisting of a non-
zero binary form F ∈ K[X,Y] and a point (α : β) ∈ P1(Ω) such that F is
associated with (Ω, (α :β)) (see Definition 16.1.3). �

Recall that this means that if we choose U =
( a b

c d
)
∈ GL(2,K) such that

FU(1, 0) , 0, then FU(X, 1) is the minimal polynomial of θ := dα−bβ
−cα+aθ over K,

and Ω = K[θ]. We have FU(X, 1) = a
∏n

i=1(X − θ(i)) with a ∈ K∗, hence

F = λ

n∏
i=1

(β(i)X − α(i)Y) with λ ∈ K∗.

The degree and discriminant of an Ω-form F∗ = (F, (α : β)) are defined by

deg F∗ := deg F, D(F∗) := D(F).

Recall that a non-singular matrix U =
( a b

c d
)
∈ GL(2,K) induces a bijective

map 〈U〉 : P1(Ω)→ P1(Ω), given by

〈U〉(α : β) = (aα + bβ : cα + dβ).

For an Ω-form F∗ = (F, (α : β)) and for U ∈ GL(2,K), λ ∈ K∗, we define
λF∗U :=

(
λFU , 〈U−1〉(α : β)

)
. Notice that this is again an Ω-form.

Let A be an integral domain with quotient field K. Two Ω-forms F∗1, F∗2
are called GL(2, A)-equivalent, notation F∗1

A
∼ F∗2, if F∗2 = ε(F∗1)U for some

U ∈ GL(2, A), ε ∈ A∗. Notice that in this case, D(F∗2) = ηD(F∗1) for some
η ∈ A∗.

Definition 17.3.2 An (Ω, A)-form is an Ω-form F∗ = (F, (α : β)) with F ∈
A[X,Y]. We define the invariant A-order of an (Ω, A)-form F∗ = (F, (α : β)) by

AF∗ := A(α:β),(F)

(see (16.2.1)). �

Lemma 17.3.3 Let F∗1, F∗2 be two (Ω, A)-forms.

(i) Suppose that F∗1, F∗2 are GL(2, A)-equivalent. Then AF∗1 = AF∗2 .

(ii) Assume that A is a Dedekind domain and suppose that F∗1, F∗2 are GL(2, Ap)-
equivalent for every p ∈P(A). Then again AF∗1 = AF∗2 .

Proof Let F∗i = (Fi, (αi : βi)) for i = 1, 2. In the situation of (i) we have
(F1) = (F2). In the situation of (ii), for every p ∈ P(A), the ideals of Ap
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generated by the coefficients of F1, resp. F2 are equal so that again we have
(F1) = (F2). Now the lemma follows directly from Lemmas 16.2.3 and 16.2.4.

�

We denote by I the 2 × 2-unit matrix. Further, we define

NS(2, A) :=
{(

a b
c d

)
: a, b, c, d ∈ A, det

(
a b
c d

)
, 0

}
.

Then for two Ω-forms F∗1, F
∗
2 we write F∗1

A
≺ F∗2 if F∗2 = a(F∗1)U for some

U ∈ NS(2, A) and non-zero a ∈ A.
In the lemma below we have collected some simple facts. As before, A is

an integral domain with quotient field K, and Ω a finite étale K-algebra with
[Ω : K] = n ≥ 3.

Lemma 17.3.4 (i) Let F∗ be an Ω-form, U ∈ GL(2,K) and λ ∈ K∗. Then
λF∗U = F∗ if and only if U = ρI with ρ ∈ K∗ and ρn = λ−1.

(ii) Let F∗1, F
∗
2 be two Ω-forms and suppose that F∗2 = λ0(F∗1)U0 for some U0 ∈

GL(2,K), λ0 ∈ K∗. Then for any other U ∈ GL(2,K), λ ∈ K∗ we have F∗2 =

λ(F∗1)U if and only if U = ρU0 with ρ ∈ K∗ and ρn = λ0/λ.

(iii) Let F∗i , (i = 1, 2, 3) be Ω-forms such that F∗1
A
≺ F∗2, F∗2

A
≺ F∗3. Then F∗1

A
≺ F∗3.

(iv) Let F∗1, F
∗
2 be two Ω-forms. Then F∗1

A
≺ F∗2, F∗2

A
≺ F∗1 ⇐⇒ F∗1

A
∼ F∗2.

Proof (i). Let F∗ = (F, (α : β)). Then λFU = F and 〈U−1〉(α : β) = (α : β).
Consequently, 〈U〉(α(i) : β(i)) = (α(i) : β(i)) for i = 1, . . . , n. Now 〈U〉 defines
a projective transformation on P1(K) having at least three fixpoints, hence it
must be the identity. Therefore, U = ρI for some ρ ∈ K∗. So λF∗ρI = F∗, which
implies that ρnλ = 1.

(ii). Let F∗1 = λF∗U . Then (λ0λ
−1)(F∗1)U0U−1 = F∗. Apply (i).

(iii). Obvious.

(iv). ⇐ is clear. To prove ⇒, assume F∗1
A
≺ F∗2, F∗2

A
≺ F∗1. Then there are

U1,U2 ∈ NS(2, A), a1, a2 ∈ A \ {0} such that F∗2 = a1(F∗1)U1 , F∗1 = a2(F∗2)U2 .
Thus F∗1 = a1a2(F∗1)U1U2 . Hence by (i), U1U2 = ρI, with ρ ∈ A, and ρna1a2 =

1. This implies that ρ, a1, a2 ∈ A∗, U1,U2 ∈ GL(2, A). Hence F∗1
A
∼ F∗2. �

17.4 Local-to-global results

Below we prove some local-to-global results in the case that A is a Dedekind
domain. We denote by P(A) the collection of prime ideals of A, and for p ∈
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P(A), we denote by Ap the local ring of A at p. As before, A has quotient field
K of characteristic 0, and Ω is a finite étale K-algebra with [Ω : K] = n ≥ 3.
We first prove some results for principal ideal domains.

Lemma 17.4.1 Assume that A is a principal ideal domain. Let S be a finite
subset of P(A). Further, let F∗0 be an (Ω, A)-form, and for p ∈ S let F∗p be an
(Ω, Ap)-form, such that F∗0, F∗p (p ∈ S ) are GL(2,K)-equivalent. Then there is
an (Ω, A)-form F∗ such that

F∗
Ap
∼ F∗p for p ∈ S ; F∗

Ap
∼ F∗0 for p ∈P(A) \S .

Proof By assumption, for each p ∈ S there are λp ∈ K∗ and Vp ∈ GL(2,K)
such that F∗p = λp(F∗0)Vp . We construct F∗ of the form b(F∗0)U with b ∈ K∗,
U ∈ GL(2,K). This F∗ has the properties stated in the lemma, if b, U satisfy
the following conditions:

b ∈ A∗p for p ∈P(A)\S , a−1
p b ∈ A∗p for p ∈ S ; (17.4.1)

U ∈ GL(2, Ap) for p ∈P(A)\S ,

V−1
p U ∈ GL(2, Ap) for p ∈ S .

}
(17.4.2)

Since A is a principal ideal domain, the prime ideals in S are principal, say
pi = (pi) with pi ∈ A for i = 1, . . . , t. Then clearly, b :=

∏t
i=1 p

ordpi (api )
i satisfies

(17.4.1).
As for (17.4.2), for p ∈ S , let ap,bp be the columns of Vp, and Np the

Ap-module with basis {ap,bp}. By Proposition 2.9.2, there is an A-lattice M

of the space of column vectors K2 such that ApM = A2
p for p ∈ P(A) \ S ,

and ApM = ApNp for p ∈ S . Since A is a principal ideal domain, M is free
of rank 2, with an A-basis {a,b}, say. Let U be the matrix with columns a, b.
Then it is easily seen that U satisfies (17.4.2). �

Given an integral domain A and an (Ω, A)-form F∗, we call F∗ A-minimal,

if every (Ω, A)-form F∗1 with F∗1
A
≺ F∗ is GL(2, A)-equivalent to F∗.

Proposition 17.4.2 Assume again that A is a principal ideal domain, and let
F∗ be an (Ω, A)-form. Then the following two assertions are equivalent:
(i) F∗ is Ap-minimal for every p ∈P(A);
(ii) F∗ is A-minimal.

Proof The implication (i)⇒(ii) is clear. We now assume (ii) and prove (i).

Take q ∈ P(A). Let F∗q be an (Ω, Aq)-form such that F∗q
Aq
≺ F∗. We have to

prove that F∗q
Aq
∼ F∗.

By Lemma 17.4.1, there is an (Ω, A)-form F∗1 such that F∗1
Aq
∼ F∗q , and F∗1

Ap
∼
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F∗ for p ∈P(A) \ {q}. Hence F∗1
A∗p
≺ F∗ for every p ∈P(A). That is, for every

p ∈ P(A) there are non-zero ap ∈ Ap, and Up ∈ NS(2, Ap) such that F∗1 =

apF∗Up . By Lemma 17.3.4, (ii), the matrices Up (p ∈P(A)) are proportional to
one another. Since A is a principal ideal domain, there is a matrix U ∈ NS(2, A),
with entries having gcd 1, such that for every p ∈ P(A) we have Up = cpU
with cp ∈ K∗ for p ∈P(A); but in fact, cp ∈ Ap, since Up has its entries in Ap.
It follows that F∗1 = aF∗U , with a = apcn

p ∈ Ap for p ∈P(A). That is, a ∈ A, and

thus, F∗1
A
≺ F∗. But now assumption (ii) implies that F∗1

A
∼ F∗, and this implies

that F∗q
Aq
∼ F∗, as required. �

In what follows, A is a Dedekind domain with quotient field K of character-
istic 0. We keep our notation that Ω is a finite étale K-algebra with [Ω : K] =

n ≥ 3. For a positive integer m, we denote by hm(A) the number (if infinite to
be understood as the cardinal number) of ideal classes of A whose m-th power
is the principal ideal class.

We define an equivalence relation
A
≈ for (Ω, A)-forms by setting F∗1

A
≈ F∗2

if F∗1, F
∗
2 are GL(2, Ap)-equivalent for every p ∈ P(A). If two (Ω, A)-forms

F∗1, F
∗
2 are GL(2, A)-equivalent, then clearly F∗1

A
≈ F∗2. If n is odd, then the

converse is also true, but this is not the case if n is even. This is made precise
in the following proposition.

Proposition 17.4.3 Every
A
≈-equivalence class of (Ω, A)-forms is a union of

precisely r(n, A) GL(2, A)-equivalence classes, where

r(n, A) = h2(A) if n is even, r(n, A) = 1 if n is odd.

We will apply this result in the case that A = OS is the ring of S -integers in a
number field, in which case h2(A) is finite.

In the proof of Proposition 17.4.3, we need some preparations and a lemma.

Let F∗1, F∗2 be two (Ω, A)-forms with F∗1
A
≈ F∗2. Thus, for every p ∈ P(A)

there are Up ∈ GL(2, Ap), εp ∈ A∗p, such that F∗2 = εp(F∗1)Up . Choose any
U ∈ GL(2,K), λ ∈ K∗ such that F∗2 = λ(F∗1)U . Then by (ii) of Lemma 17.3.4,
for each p ∈P(A) there is ρp ∈ K∗ such that

Up = ρpU , εp = ρ−n
p λ . (17.4.3)

Define the fractional ideal of A,

a(F∗1, F
∗
2) :=

∏
p∈P(A)

p
ordp(ρp) . (17.4.4)

This is well-defined, since for all but finitely many p ∈P(A) we have ordp(λ) =
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0, whence ordp(ρp) = 0. Let A(F∗1, F
∗
2) denote the ideal class of a(F∗1, F

∗
2), that

is, {µ · a(F∗1, F
∗
2) : µ ∈ K∗}.

The fractional ideal a(F∗1, F
∗
2) depends on the particular choices of Up (p ∈

P(A)), U, but its ideal class A(F∗1, F
∗
2) does not. Indeed, for p ∈P(A), choose

U′p ∈ GL(2, Ap) such that F∗2 = ε′p(F
∗
1)U′p for some ε′p ∈ A∗p, and then choose

U′ ∈ GL(2,K), such that F∗2 = λ′(F∗1)U′ for some λ ∈ K∗. By (ii) of Lemma
17.4.1 there are ρ′p ∈ K∗ such that U′p = ρ′pU

′ for p ∈P(A). This gives rise to a
fractional ideal a′(F∗1, F

∗
2) =

∏
p∈P(A) p

ordp(ρ′p). Again by (ii) of Lemma 17.4.1,
there is µ ∈ K∗ such that U′ = µU and λ′ = µ−nλ. This implies for p ∈ P(A)
that U′p = ρ′pµρ

−1
p Up, hence ρ′pµρ

−1
p ∈ A∗p, and so ordp(ρ′p) = ordp(ρp)−ordp(µ).

Therefore, a′(F∗1, F
∗
2) = µ−1a(F∗1, F

∗
2).

Lemma 17.4.4 (i) Let F∗1, F
∗
2 be two (Ω, A)-forms such that F∗1

A
≈ F∗2. Then

A(F∗1, F
∗
2)gcd(n,2) is the principal ideal class.

(ii) Let F∗1, F
∗
2 be two (Ω, A)-forms such that F∗1

A
≈ F∗2 and A(F∗1, F

∗
2) is the

principal ideal class. Then F∗1, F∗2 are GL(2, A)-equivalent.

(iii) Let F∗i (i = 1, 2, 3) be (Ω, A)-forms with F∗1
A
≈ F∗2

A
≈ F∗3. Then A(F∗1, F

∗
3) =

A(F∗1, F
∗
2) · A(F∗2, F

∗
3).

Proof In (i) and (ii), we choose Up ∈ GL(2, Ap), εp ∈ A∗p, such that F∗2 =

εp(F∗1)Up for p ∈P(A), and then U ∈ GL(2,K), λ ∈ K∗ such that F∗2 = λ(F∗1)U .
(i). According to (17.4.3) we have for p ∈P(A), that

ordp(ρ2
p) = ordp(det Up · det U−1) = ordp(det U−1) , (17.4.5)

ordp(ρn
p) = ordp(λε−1

p ) = ordp(λ) , (17.4.6)

and so according to (17.4.4), a(F∗1, F
∗
2)2 = (det U−1) and a(F∗1, F

∗
2)n = (λ),

where (a) denotes the fractional ideal of A generated by a. This implies (i).
(ii). Let a(F∗1, F

∗
2) be given by (17.4.3), (17.4.4). Then by our assumption,

a(F∗1, F
∗
2) = (ρ) with ρ ∈ K∗. This implies ρρ−1

p ∈ A∗p for p ∈ P(A). Put
V := ρU, µ := ρ−nλ. Then F∗2 = µ(F∗1)V . Further, by (17.4.3), we have for
p ∈ P(A), that Up = ρpρ

−1V , εp = (ρpρ−1)−nµ, which implies V ∈ GL(2, Ap)
and µ ∈ A∗p. Hence V ∈ GL(2, A) and µ ∈ A∗. Our assertion (ii) follows.

(iii) Straightforward computation. �

Proof of Proposition 17.4.3. Let C be a
A
≈-equivalence class of (Ω, A)-forms.

Fix F∗ ∈ C . Partition C into classes in such a way, that F∗1, F
∗
2 belong to the

same class if and only if A(F∗, F∗1) = A(F∗, F∗2). By (i) of Lemma 17.4.4, in
this way C is divided into at most hgcd(n,2)(A) = r(n, A) classes. Further, by
(iii) of Lemma 17.4.4, two (Ω, A)-forms F∗1, F

∗
2 ∈ C belong to the same class

if and only if A(F∗1, F
∗
2) is the principal ideal class, and by (ii), this holds if
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and only if they are GL(2, A)-equivalent. Hence C is a union of at most r(n, A)
GL(2, A)-equivalence classes.

We still have to show that C is a union of at least r(n, A) GL(2, A)-equivalence
classes. Here, we may assume that n is even, and thus, that r(n, A) = h2(A). Let
F∗ ∈ C . Let a be a non-zero ideal of A such that a2 is principal, say a2 = (d).
Since A is a Dedekind domain, every ideal of A is generated by two elements.
Assume that a = (a, b). Then (a2, b2) = (d), hence there are u, v ∈ A such that
ua2 − vb2 = d. Let

Ua :=
( a b

vb ua

)
, F∗a := d−n/2F∗Ua .

We first show that F∗a ∈ C . Let p ∈P(A). The localized ideal Apa is principal,
say generated by e ∈ Ap. Then d = ζe2 for some ζ ∈ A∗p, a, b are divisible
by e in Ap, and F∗a = ζ−n/2F∗e−1Ua

. The matrix e−1Ua has its entries in Ap and
determinant ζ ∈ A∗p. Hence F∗a is an (Ω, Ap)-form that is GL(2, Ap)-equivalent
to F∗. This holds for every p ∈P(A). Hence F∗a ∈ C .

Let a′ be another non-zero ideal of A such that a′2 is principal, and choose
a′, b′, d′, u′, v′, and define the matrix Ua′ and the Ω-form F∗

a′
completely sim-

ilarly as a, b, d, u, v, Ua and F∗a above. Assume that F∗a , F∗
a′

are GL(2, A)-
equivalent. We show that a, a′ belong to the same ideal class of A. By as-
sumption, there are ε ∈ A∗, U ∈ GL(2, A), such that F∗

a′
= ε(Fa)∗U . This means

that F∗Ua′ = λF∗UaU for some λ ∈ K∗. By (ii) of Lemma 17.3.4, this implies that
Ua′ = µUaU for some µ ∈ K∗. Comparing the first rows of both matrices, we
see that a′, b′ are A-linear combinations of µa, µb and vice versa. Hence the
ideals (a′, b′), (µa, µb) are equal, which means that a, a′ are in the same ideal
class of A. Summarizing, the F∗a , where a is a non-zero ideal of A such that
a2 is principal, all lie in C , and they lie in at least h2(A) different GL(2, A)-
equivalence classes. This completes the proof of Proposition 17.4.3. �

We need a variation on Proposition 17.4.3. We call θ a generator of Ω if
Ω = K[θ]. Recall that two generators θ, θ′ of Ω are called GL(2, A)-equivalent
if there is a matrix U =

( a b
c d

)
such that cθ + d ∈ Ω∗ and θ′ = aθ+b

cθ+d . We

define another equivalence relation on generators of Ω, by setting θ′
A
≈ θ if θ′

is GL(2, Ap)-equivalent to θ for every p ∈P(A).

Proposition 17.4.5 Every
A
≈-equivalence class of generators of Ω is a union

of precisely h2(A) GL(2, A)-equivalence classes.

Proof We translate this into a result for Ω-forms. Two Ω-forms F∗1, F∗2 (so
with the corresponding binary forms having their coefficients in K and not
necessarily in A), are called weakly GL(2, A)-equivalent if G∗2 = λ(F∗1)U for
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some λ ∈ K∗, U ∈ GL(2, A). We define an equivalence relation
wA
≈ on the Ω-

forms, by setting F∗1
wA
≈ F∗2 if F∗1 is weakly GL(2, Ap)-equivalent to F∗2, i.e., if

there are λp ∈ K∗, Up ∈ GL(2, Ap) with F∗2 = λp(F∗1)Up for every p ∈P(A).
Let θ be a generator of Ω, and choose a minimal polynomial f ∈ K[X]

of θ over K. Let F := Yn f (X/Y). Then F is associated with (Ω, (θ : 1)); so
F∗ := (F, (θ : 1)) is an Ω-form corresponding to θ. Notice that F is deter-
mined uniquely up to a scalar. Conversely, every weak GL(2, A)-equivalence
class of Ω-forms contains Ω-forms F∗ = (F, (α : β)) with F(1, 0) , 0. For
such an Ω-form F∗ we have β ∈ Ω∗ by Lemma 16.1.2, hence F∗ = (F, (θ : 1)),
where now θ = αβ−1 is a generator of Ω, and f := F(X, 1) is a minimal poly-
nomial of θ over K. Two Ω-forms F∗1 = (F1, (θ : 1)), F∗2 = (F2, (θ′ : 1))
are weakly GL(2, A)-equivalent if and only if F∗2 = λ(F∗1)U for some λ ∈ K∗,
U ∈ GL(2, A), and by the definition of F∗U this holds if and only if θ, θ′ are
GL(2, A)-equivalent. This shows that there is a bijection between the GL(2, A)-
equivalence classes of generators of Ω, and the weak GL(2, A)-equivalence
classes of Ω-forms. In the same manner, one shows that there is a one-to-one
correspondence between the

A
≈-classes of generators of Ω, and the

wA
≈ -classes of

Ω-forms. Hence it suffices to show, that every
wA
≈ -equivalence class of Ω-forms

is a union of precisely h2(A) weak GL(2, A)-equivalence classes.
The proof of this is a modification of the proof of Proposition 17.4.3, and we

indicate only the differences. Let F∗1, F
∗
2 be two Ω-forms with F∗1

wA
≈ F∗2. Then

like in the proof of Proposition 17.4.3, we may choose U ∈ GL(2,K) such that
F∗2 = λ(F∗1)U for some λ ∈ K∗, and Up ∈ GL(2, Ap) such that F∗2 = εp(F∗1)Up ,
where now εp ∈ K∗ instead of A∗p. Again, we have (17.4.3), and we define the
fractional ideal a(F∗1, F

∗
2) by (17.4.4). The ideal class of a(F∗1, F

∗
2), denoted by

A(F∗1, F
∗
2), again does not depend on the choices of U and the Up.

There is an analogue of Lemma 17.4.4 for
wA
≈ -equivalence classes, whose

only difference is, that in part (i) one has that A(F∗1, F
∗
2)2 is principal instead

of A(F∗1, F
∗
2)gcd(n,2). In fact, the proof is precisely the same, except that (17.4.6)

need not be true, since we now have εp ∈ K∗ instead of A∗p. Now one con-
cludes in precisely the same way as in the proof of Proposition 17.4.3, that a
wA
≈ -equivalence class of Ω-forms is a union of at most h2(A) weak GL(2, A)-
classes. Conversely, again by following the proof of Proposition 17.4.3 one

can conclude that the
wA
≈ -equivalence class under consideration is a union of

at least h2(A) weak GL(2, A)-equivalence classes. The only modifications to
make, are that first n is an arbitrary integer ≥ 3 instead of an even integer, and
second, one has to omit the factor d−n/2 and take F∗a := F∗Ua . This concludes
our proof. �
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17.5 Lower bounds

We show that in Theorems 17.2.1, 17.2.3 for even n ≥ 4, and in Theorem
17.2.2 for all n ≥ 3, the factor h2(OS ) cannot be removed from the upper bound.
Further, we show that in terms of I, the upper bound in Theorem 17.2.3 cannot
be improved to NS (I)γ with γ < 2

n(n−1) . It will be convenient to work with Ω-
forms instead of binary forms. The following lemma implies that a binary form
F associated with Ω gives rise to at most nn different Ω-forms (F, (α : β)).

Lemma 17.5.1 Let K be a field of characteristic 0, and Ω a finite étale K-
algebra with [Ω : K] =: n ≥ 1. Let F ∈ K[X,Y] be a binary form associated
with Ω. Then F has at most nn zeros in P1(Ω).

Proof Choose U ∈ GL(2,K) such that FU(1, 0) , 0 and f (X) := FU(X, 1).
Then Ω = K[θ], where (α : β) = 〈U〉(θ : 1) and f is a minimal polynomial of θ
over K. The map γ 7→ 〈U〉(γ : 1) gives a bijection from the zeros of f in Ω to
the zeros of F in P1(Ω). By Corollary 1.3.6, the polynomial f has at most nn

zeros in Ω. �

Let K be an algebraic number field, S a finite set of places of K contain-
ing the infinite places, and Ω a finite étale K-algebra with [Ω : K] = n ≥ 3.
Proposition 17.5.2, Corollary 17.5.3 and Proposition 17.5.4 imply that in The-
orems 17.2.1, 17.2.3, the factor h2(OS ) can not be removed if n is even and in
Theorem 17.2.2 it can not be removed for any n ≥ 3.

Proposition 17.5.2 Assume that n is even. Then there is an OS -order O of Ω

such that there are at least h2(OS )/nn GL(2,OS )-equivalence classes of binary
forms F ∈ OS [X,Y] with invariant OS -order O.

Proof Choose an (Ω,OS )-form F∗0, and let O be an invariant OS -order of

F0. Let C be the
OS
≈ -equivalence class of (Ω,OS )-forms represented by F∗0.

By Lemma 17.3.3, every F∗ ∈ C has invariant OS -order O. So by Proposi-
tion 17.4.3, there are at least h2(OS ) different GL(2,OS )-equivalence classes
of (Ω,OS )-forms F∗ = (F, (α : β)) with invariant OS -order O. Now Lemma
17.5.1 implies that there are at least h2(OS )/nn different GL(2,OS )-equivalence
classes of binary forms F ∈ OS [X,Y] with invariant OS -order O. �

Corollary 17.5.3 Assume that n is even. Then there is a non-zero ideal I
of OS such that there are at least h2(OS )/nn different GL(2,OS )-equivalence
classes of binary forms F ∈ OS [X,Y] that are associated with Ω and for which
(D(F))S = I2dΩ/S .

Proof In view of (17.2.2), this holds for the binary forms F from Proposition
17.5.2 with I = [OS ,Ω : O]OS . �
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Proposition 17.5.4 Let n be any integer ≥ 3. Then there exists an OS -order
O of Ω such that OS ,θ = O for at least h2(OS ) GL(2,OS )-equivalence classes
of generators θ of Ω.

Proof Let θ0 be a generator of Ω, let O := OS ,θ0 , and let C be the
OS
≈ -

equivalence class of θ0. By Lemma 16.2.5, every θ ∈ C has OS ,θ = O, and
by Proposition 17.4.5, these θ lie in precisely h2(OS ) GL(2,OS )-equivalence
classes. �

Finally, we show that in Theorem 17.2.3, the upper bound for the number
of GL(2,OS )-equivalence classes can not be improved to NS (I)γ for any γ <

2
n(n−1) .

Proposition 17.5.5 There are a constant c > 0 depending only on K, S and
Ω and an infinite sequence of ideals In of OS with NS (In) → ∞ as n → ∞,
such that for each n there are at least cNS (In)2/n(n−1) GL(2,OS )-equivalence
classes of binary forms F ∈ OS [X,Y] such that

(D(F))S = I2
ndΩ/S , F is associated with Ω.

Proof We fix an (Ω,OS )-form F∗0 = (F0, (α : β)). For any a, b ∈ OS with
a , 0, we define

Ua,b :=
( 1 0

b a

)
, F∗a,b := F∗Ua,b

.

We fix a, and investigate for which b1, b2 the (Ω,OS )-forms F∗a,b1
, F∗a,b2

are
GL(2,OS )-equivalent. Let b1, b2 ∈ OS such that F∗a,b1

, F∗a,b2
are GL(2,OS )-

equivalent. Then F∗a,b2
= ε(F∗a,b1

)U for some ε ∈ O∗S , U ∈ GL(2,OS ). Part
(ii) of Lemma 17.3.4 implies that Ua,b2 = λUa,b1 U with λ ∈ K∗ and λn = ε;
hence λ ∈ O∗S . But this implies U−1

a,b1
Ua,b2 ∈ GL(2,OS ), and a straightforward

computation shows that b1 ≡ b2 (mod a).
It follows that for any fixed, non-zero a ∈ OS , the (Ω,OS )-forms F∗a,b (b ∈

OS ) lie in |OS /aOS | = NS (a) distinct GL(2,OS )-equivalence classes. Then
by Lemma 17.5.1, the binary forms Fa,b = (F0)Ua,b (b ∈ OS ), lie in at least
NS (a)/nn different GL(2,OS )-equivalence classes. All these binary forms have
D(Fa,b) = an(n−1)D(F0). Write (D(F0))S = I2

0dΩ/S , I = I0an(n−1)/2. Then
(D(Fa,b))S = I2dΩ/S for b ∈ OS , each binary form Fa,b is associated with
Ω, and the binary forms Fa,b lie in at least

NS (a)/nn � NS (I)2/n(n−1)

GL(2,OS )-equivalence classes, where the implied constant depends only on
K, S and Ω. By letting NS (a)→ ∞, we can make NS (I) arbitrarily large. �
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17.6 Counting equivalence classes over discrete valuation
domains

Let K be a field of characteristic 0, v a discrete valuation on K, Av the lo-
cal ring of v and Ω a finite étale K-algebra. Recall that two Ω-forms F∗1, F

∗
2

are called GL(2,K)-equivalent if there are U ∈ GL(2,K), λ ∈ K∗ such that
F∗2 = λ(F∗1)U . Let C be a GL(2,K)-equivalence class of Ω-forms. We consider
all (Ω, Av)-forms F∗ ∈ C (i.e., pairs F∗ = (F, (α : β)) ∈ C with F ∈ Av[X,Y])
satisfying certain additional constraints, and give an upper bound for the num-
ber of GL(2, Av)-equivalence classes of such (Ω, Av)-forms.

We start with some notation. Denote by pv the maximal ideal of Av. Given
a non-zero fractional ideal c of Av, we define v(c) := r if c = pr

v. For a finite
extension field L of K, we denote by Av,L the integral closure of Av in L. Recall
that Av,L is a Dedekind domain with only finitely many prime ideals, i.e., those
occurring in the factorization of pvAv,L. Hence Av,L is a principal ideal domain.
The fractional ideal of Av,L generated by a tuple or set S is denoted by (S )L.
For P ∈ L[X1, . . . , Xr] we denote by (P)L the fractional ideal of Av,L generated
by the coefficients of P. We repeatedly use that by Corollary 2.6.2 (Gauss’
Lemma for Dedekind domains),

(PQ)L = (P)L(Q)L for P,Q ∈ L[X1, . . . , Xr]. (17.6.1)

Let Ω be a finite étale K-algebra with [Ω : K] =: n ≥ 3. Denote by x 7→ x(i)

(i = 1, . . . , n) the K-homomorphisms Ω → K and let G be the compositum of
the images of Ω under these K-homomorphisms. We write Av,Ω for the integral
closure of Av in Ω and denote by (α1, . . . , αr)Ω the Av,Ω-module generated by
α1, . . . , αr. We recall the following easy but useful fact.

Lemma 17.6.1 Let (α : β) ∈ P1(Ω). Then there is µ ∈ Ω∗ such that (µα, µβ)Ω =

(1)Ω.

Proof Assume without loss of generality that Ω = L1 × · · · × Lq where
L1, . . . , Lq are finite extension fields of K. Then α = (α1, . . . , αq), β = (β1, . . . , βq)
where αi, βi ∈ Av,Li and at least one of αi, βi is non-zero for i = 1, . . . , q. For
i = 1, . . . , q there is µi ∈ L∗i such that (µiαi, µiβi)Li = (1)Li since Av,Li is a
principal ideal domain. Hence (µα, µβ)Ω = (1)Ω, where µ = (µ1, . . . , µq). �

We denote by dv,Ω/K the discriminant ideal of Av,Ω over Av. We define, for
any two distinct k, l ∈ {1, . . . , n} and any Av-lattice M of Ω, the fractional ideal
of Av,G,

dkl(M ) := ( ξ(k) − ξ(l) : ξ ∈M )G. (17.6.2)

Further, we set dkl := dkl(Av,Ω).
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Lemma 17.6.2 There is an ideal J of Av such that∏
1≤k<l≤n

d
2
kl = J2 · dv,Ω/K Av,G.

Proof We apply the theory of index forms. Since Av is a principal ideal do-
main, Av,Ω is a free Av-module of rank n containing 1, so it has an Av-basis
{1, ω2, . . . , ωn}. Define the linear forms l(k) = ω(k)

2 X2 + · · · + ω(k)
n Xn (k =

1, . . . , n). According to Proposition 5.2.1, there is a homogeneous polynomial
I ∈ Av[X2, . . . , Xn] such that∏

1≤p<q≤n

(l(p) − l(q))2 = DΩ/K(1, ω2, . . . , ωn)I2.

Let J := (I)K . The coefficients of l(p) − l(q) generate dpq, and

dv,Ω/K = (DΩ/K(1, ω2, . . . , ωn))K .

Now our lemma follows easily from (17.6.1) (i.e., Gauss’ Lemma). �

Let F∗ = (F, (α : β)) be an (Ω, Av)-form. We choose α, β such that

(α, β)Ω = (1)Ω; (17.6.3)

such a choice is possible by Lemma 17.6.1. Thus,

F = a
n∏

i=1

(β(i)X − α(i)Y)

with a ∈ Av, (α(i), β(i))G = (1)G for i = 1, . . . , n. (17.6.4)

Indeed, we have (α(i), β(i))G = (1)G for i = 1, . . . , n by (17.6.3), a ∈ K∗ since
the pairs (α(i), β(i)) are permuted by Gal(G/K), and (a)G = (F)G ⊆ Av,G by
(17.6.1), and so, a ∈ Av.

We define the ideals of Av,G:

dkl(F∗) = (α(k)β(l) − α(l)β(k))G (1 ≤ k, l ≤ n, k , l). (17.6.5)

The pair (α, β) in (17.6.3) is determined uniquely by F∗ up to multiplication
with an element from A∗v,Ω. The K-homomorphisms x 7→ x(1), . . . , x 7→ x(n)

induce ring homomorphisms from Av,Ω to Av,G. As a consequence, the numbers
α(k)β(l) − α(l)β(k) are determined uniquely by F∗ up to multiplication with an
element from A∗v,G, and so the ideals dkl(F∗) depend only on F∗. Clearly,

(F)2n−2
G

∏
1≤k<l≤r

dkl(F∗)2 = (D(F))G. (17.6.6)

Further, if F∗1 is an (Ω, Av)-form that is GL(2, Av)-equivalent to F∗ then

dkl(F∗) = dkl(F∗1) for 1 ≤ k < l ≤ n. (17.6.7)
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Indeed, let U ∈ GL(2, Av), ε ∈ A∗v be such that F∗1 = εF∗U , and let (α′, β′)T =

U−1(α, β)T . Then

F∗1 = (εFU , (α′ : β′)), (α′, β′)Ω = (1)Ω, dkl(F∗1) = (α′(k)β′(l) − α′(l)β′(k))G,

and thus, dkl(F∗1) = det U−1dkl(F∗) = dkl(F∗) for 1 ≤ k < l ≤ n.

Lemma 17.6.3 Let F∗ be an (Ω, Av)-form. Then dkl(F∗) ⊆ dkl for 1 ≤ k < l ≤
n.

Proof Let F∗ = (F, (α : β)) with (α, β)Ω = (1)Ω, and let k, l ∈ {1, . . . , n} with
k < l. Then

α(k)β(l) − α(l)β(k) = (α(k) − α(l))β(l) − α(l)(β(k) − β(l)) ∈ dkl. �

Let Av,F∗ denote the invariant Av-order of F∗.

Lemma 17.6.4 Let F∗ be an (Ω, Av)-form. Then

dkl(Av,F∗ ) = (F∗)Gdkl(F∗) (1 ≤ k < l ≤ n), (17.6.8)∏
1≤k<l≤n

dkl(Av,F∗ ) = (F∗)(n−1)(n−2)
K dAv,F∗ /Av · Av,G. (17.6.9)

Remark This implies that (F∗)K and the ideals dkl(F∗) are all determined by
Av,F∗ .

Proof Let F∗ = (F, (α : β)) with (α, β)Ω = (1)Ω. By Theorem 16.2.9, the
order Av,F∗ = (Av)(α:β),(F)K has an Av-module basis {1, ω1, . . . , ωn−1}, where

αF = (βX − αY)(ω1Xn−1 + ω2Xn−1Y + · · · + ωnYn−1)

and ωn = −F(0, 1) ∈ Av. Let k, l be distinct indices from {1, . . . , n}. Then using
ω(k)

n = ω(l)
n we get

(α(k)β(l) − α(l)β(k))X · F

= (β(l)X − α(l)Y)α(k)F − (β(k)X − α(k)Y)α(l)F

= (β(k)X − α(k)Y)(β(l)X − α(l)Y)
( n−1∑

i=1

(ω(k)
i − ω

(l)
i )Xn−iY i−1

)
.

By taking the ideals of Av,G generated by the coefficients of the polynomials in
this identity, applying (17.6.1), and using (α(k), β(k))G = (α(l), β(l))G = (1)G we
obtain

dkl(F∗)(F∗)G = (ω(k)
1 − ω

(l)
1 , . . . , ω

(k)
n−1 − ω

(l)
n−1)G = dkl(Av,F∗ ),

which is (17.6.8).



17.6 Counting equivalence classes over dvd-s 381

The identity (17.6.9) is an immediate consequence of (17.6.8), (17.6.6), and
Theorem 16.2.9 (iii). �

The next result implies that (Ω, Av)-forms that lie in the same GL(2,K)-
equivalence class and have equal invariant Av-order, in fact lie in the same
GL(2, Av)-equivalence class.

Proposition 17.6.5 Let F∗1, F
∗
2 be two GL(2,K)-equivalent (Ω, Av)-forms such

that Av,F∗1 = Av,F∗2 . Then F∗1, F
∗
2 are GL(2, Av)-equivalent.

Proof We have F∗2 = λ(F∗1)W , with W ∈ GL(2,K) and λ ∈ K∗. Since Av is
a principal ideal domain, we may assume without loss of generality that the
entries of W lie in Av and generate the unit ideal Av. Moreover, the matrix W
can be put into Smith Normal Form, i.e., there are U1,U2 ∈ GL(2, Av) such
that

W = U1W1U2, with W1 =

(
1 0
0 d

)
for some non-zero d ∈ Av. Now clearly, F∗3 := (F∗1)U1 , F∗4 := (F∗2)U−1

2
are

GL(2, Av)-equivalent to F∗1, F∗2, respectively, and F∗4 = λ(F∗3)W1 . So it suffices
to prove that F∗3, F

∗
4 are GL(2, Av)-equivalent. Let F∗3 = (F3, (α : β)). Then

F∗4 = (F4, (α : β/d)) with F4(X,Y) = λF3(X, dY). Our assumption implies
Av,F∗3 = Av,F∗4 , and we have to show that d, λ ∈ A∗v.

By Theorem 16.2.9, the order Av,F∗3 = Av,F∗4 has Av-module bases

{1, ω1, . . . , ωn−1}, {1, ρ1, . . . , ρn−1},

where

αF3(X,Y) = (βX − αY)(ω1Xn−1 + ω2Xn−2Y + · · · + ωnYn−1),

αF4(X,Y) = ((β/d)X − αY)(ρ1Xn−1 + ρ2Xn−2Y + · · · + ρnYn−1),

with ωn = −F3(0, 1), ρn = −F4(0, 1). The elements of {1, ρ1, . . . , ρn−1} are
Av-linear combinations of those of {1, ω1, . . . , ωn−1} and vice versa. Using
F4(X,Y) = λF3(X, dY) and the unicity of the ωi, ρi, we read off

ρi = λdiωi for i = 1, . . . , n.

This implies λdi ∈ A∗v for i = 1, . . . , n − 1, hence λ, d ∈ A∗v. This proves our
proposition. �

Let again F∗ be an (Ω, Av)-form. By Theorem 16.2.9, (iii) and Proposition
2.10.3, we have

(D(F∗))K = dAv,F∗ /Av = [Av,Ω : Av,F∗ ]2
Av
dv,Ω/K ,
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where [Av,Ω : Av,F∗ ]Av is the index ideal of Av,F∗ in Av,Ω. Hence there is an ideal
Iv of Av such that

(D(F∗))K = I2
vdv,Ω/K . (17.6.10)

Below, we consider (Ω, Av)-forms that lie in the same GL(2, Av)-equivalence
class and satisfy (17.6.10) for some given ideal Iv, and give an upper bound
for the number of GL(2, Av)-equivalence classes of such forms. We start with
some observations that will be used also later, and then prove some lemmas.

Let again x 7→ x(i) (i = 1, . . . , n) denote the K-homomorphisms of Ω to K
and G the compositum of the images of Ω under these homomorphisms. Any
element of the Galois group Gal(G/K) permutes x(1), . . . , x(n), in other words,
for each σ ∈ Gal(G/K) there is a permutation (σ(1), . . . , σ(n)) of (1, . . . , n)
such that

σ(x(i)) = x(σ(i)) for x ∈ Ω, i = 1, . . . , n. (17.6.11)

This induces an action on the collection of 2-element subsets (i.e., unordered
pairs) of {1, . . . , n}, via

σ({k, l}) = {σ(k), σ(l)}. (17.6.12)

For any 2-element subset {k, l} of {1, . . . , n}, let Kkl be the field given by

Gal(G/Kkl) =
{
σ ∈ Gal(G/K) : σ({k, l}) = {k, l}

}
. (17.6.13)

Denote by C1, . . . ,Ct the orbits of the action defined by (17.6.12). For p =

1, . . . , t, choose a representative {kp, lp} ∈ Cp, and let Kp := Kkp,lp . Then |Cp| =

[Kp : K], the fields Kkl ({k, l} ∈ Cp) are the conjugates of Kp over K, and

t∑
p=1

[Kp : K] =

t∑
p=1

|Cp| =
1
2 n(n − 1). (17.6.14)

We now prove some lemmas.

Lemma 17.6.6 Fix a non-zero ideal Iv of Av. If F∗ runs through the (Ω, Av)-
forms with (17.6.10), then the tuple of ideals

(dkl(F∗) : 1 ≤ k < l ≤ n)

runs through a collection of cardinality at most
(
v(Iv)+n(n−1)/2

n(n−1)/2

)
.

Proof Let F∗ be an (Ω, Av)-form with (17.6.10). By Lemma 17.6.3 there are
ideals akl(F∗) of Av,G such that

dkl(F∗) = akl(F∗) · dkl (1 ≤ k < l ≤ n). (17.6.15)
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Combining (17.6.15) with (17.6.10), (17.6.6), Lemma 17.6.2, we get

IvAv,G = an−1
J

∏
1≤k<l≤n

akl(F∗),

hence ∏
1≤k<l≤n

akl(F∗) ⊇ IvAv,G. (17.6.16)

Let {k, l} be a 2-element subset of {1, . . . , n}. Since akl(F∗)−1 = dkl · dkl(F∗)−1 is
generated by

ξ(k) − ξ(l)

α(k)β(l) − α(l)β(k) (ξ ∈ Av,Ω),

which by (17.6.13) are all elements of Kkl, the ideal akl(F∗) itself is generated
by elements from Av,G ∩ Kkl = Av,Kkl . Further, it is clear that σ(akl) = aσ(k),σ(l)

for σ ∈ Gal(G/K).
For p = 1, . . . , t, there exists ap ∈ Kp such that akp,lp = (ap)Kp , since Av,Kp

is a principal ideal domain. Then akl = (σ(ap))G for some σ ∈ Gal(G/K)
whenever {k, l} ∈ Cp. This shows that the ideals (ap)Kp (p = 1, . . . , t) uniquely
determine akl(F∗) and hence dkl(F∗). The numbers σ(ap) corresponding to the
sets {k, l} ∈ Cp are precisely the conjugates of ap over K. So by (17.6.16) we
have

IvAv,G ⊆

t∏
p=1

∏
{k,l}∈Cp

akl =
( t∏

p=1

NKp/K(ap)
)
G
,

i.e.,

Iv ⊆
( t∏

p=1

NKp/K(ap)
)

K
. (17.6.17)

For p = 1, . . . , t, we have a factorization (ap)Kp =
∏gp

i=1P
wpi

i , whereP1, . . . ,Pgp

are the prime ideals of Av,Kp , and the wpi are non-negative integers. Let fpi de-
note the residue class degree of Pi over p. Let r := v(Iv). Then by (17.6.17)
and Proposition 2.7.1,

Iv = pr
v ⊂ p

∑t
p=1

∑gp
i=1 fpiwpi

v ,

implying
t∑

p=1

gp∑
i=1

wpi ≤ r.

The tuple w(F∗) := (wpi : p = 1, . . . , t, i = 1, . . . , gp) determines the ideals
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(ap)Kp (p = 1, . . . , t), hence dkl(F∗) (1 ≤ k < l ≤ n). Further, by (17.6.14) the
number of entries in w(F∗) is

t∑
p=1

gp ≤

t∑
p=1

[Kp : K] = 1
2 n(n − 1).

It follows that the number of possibilities for w(F∗) is at most
(
r+n(n−1)/2

n(n−1)/2

)
. Our

lemma follows. �

Let C be a GL(2,K)-equivalence class of Ω-forms, and Iv a non-zero ideal
of Av. Consider the (Ω, Av)-forms F∗ with

F∗ ∈ C , (D(F∗))K = I2
vdv,Ω/K . (17.6.18)

Lemma 17.6.7 There are (Ω, Av)-forms F∗1, . . . , F
∗
m, with

m ≤ 2
(
v(Iv) + n(n − 1)/2

n(n − 1)/2

)
such that for every (Ω, Av)-form F∗ with (17.6.18) there is i ∈ {1, . . . ,m} with

F∗i
Av
≺ F∗.

Proof We start with the following observation: if F∗1, F∗2 are Ω-forms with
F∗2 = λ(F∗1)U for some λ ∈ K∗, U ∈ GL(2,K), then the matrix U is not uniquely
determined, but from Lemma 17.3.4 (ii) it follows that the parity of the integer
v(det U) is uniquely determined.

We define the following relation on the set of (Ω, Av)-forms with (17.6.18):
F∗1 ∼ F∗2 if di j(F∗1) = di j(F∗2) for 1 ≤ i < j ≤ n and if there exists λ ∈ K∗

and U ∈ GL(2,K) with v(det U) ≡ 0 (mod 2) such that F∗2 = λ(F∗1)U . This is
easily seen to be an equivalence relation, and from the previous lemma and the
two possibilities for the parity of an integer, it follows that there are at most
2
(
v(Iv)+n(n−1)/2

n(n−1)/2

)
equivalence classes for this relation.

Let {G∗1, . . . ,G
∗
m} consist of precisely one (Ω, Av)-form from each equiva-

lence class. Fix i ∈ {1, . . . ,m}. Let G∗i = (Gi, (αi : βi)) with (αi, βi)Ω = (1)Ω. By
(17.6.4) we have

Gi = ai

n∏
k=1

(β(k)
i X − α(k)

i Y) with ai ∈ Av.

The quantities αi, βi are linearly independent over K since Gi is a minimal
binary form of (αi : βi) over K and deg Gi = n ≥ 3. Let Vi be the K-vector
space with basis αi, βi and let Mi := Vi ∩ Av,Ω. Then Mi is an Av-lattice of Vi,
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and since Av is a principal ideal domain, it must be a free Av-lattice of rank 2.
Let {γi, δi} be an Av-basis of Mi and put

F∗i = (Fi, (γi : δi)) with Fi :=
n∏

k=1

(δ(k)
i X − γ(k)

i Y).

Then F∗i is an (Ω, Av)-form. Since αi, βi ∈ Mi, there are a, b, c, d ∈ Av such
that αi = aγi + bδi, βi = cγi + dδi. This shows that G∗i = ai(F∗i )Ui where ai ∈ Av

and Ui =
( a b

c d
)

is a non-singular matrix with entries from Av. Hence F∗i
Av
≺ G∗i .

We show that F∗1, . . . , F
∗
m satisfy the conditions of our lemma.

Let F∗ be an (Ω, Av)-form with (17.6.18). Suppose that F∗ belongs to the
class represented by G∗i . Then F∗ = λ(G∗i )U with λ ∈ K∗ and U ∈ GL(2,K)
such that v(det U) is even, i.e. det U = εe2 with ε ∈ A∗v and e ∈ Av. Replacing
U by e−1U, and λ by λen as we may, we see that there is no loss of generality
to assume that det U ∈ A∗v. Let U =

( a b
c d

)
and write

(aαi + bβi, cαi + dβi) = µ(α, β),

where µ ∈ Ω∗ and (α, β)Ω = (1)Ω. Thus, F∗ = (F, (α : β)). Now for each pair
of distinct indices k, l ∈ {1, . . . , n},

dkl(F∗) = (α(k)β(l) − α(l)β(k))G

= (µ(k)µ(l))−1
G · (det U)G · (α

(k)
i β(l)

i − α
(l)
i β

(k)
i )G

= (µ(k)µ(l))−1
G dkl(G∗i )

since det U ∈ A∗v. The binary forms F∗, G∗i belong to the same class, so in
particular dkl(F∗) = dkl(G∗i ). Hence (µ(k)µ(l))G = (1)G for each pair of distinct
indices k, l ∈ {1, . . . , n}. This implies (µ(k))G = (1)G for k = 1, . . . , n, hence
(µ)Ω = (1)Ω.

Put α′ := aαi +bβi, β′ := cαi +dβi. Then F∗ = (F, (α′ : β′)), (α′, β′)Ω = (1)Ω

and moreover, α′, β′ ∈Mi. Using that α′, β′ are Av-linear combinations of γi, δi

one shows, similarly as was done above for G∗i , that F∗i
Av
≺ F∗. This completes

the proof of our lemma. �

We need the following elementary lemma. Let π be a local parameter for
v. For l = 0, 1, 2, . . ., let Sl be a full system of representatives for the residue
class ring Av/p

l
v = Av/(πl), where S0 = {0}.

Lemma 17.6.8 Let W ∈ NS(2, Av). Then there exist U ∈ GL(2, Av), k, l ∈ Z≥0

and c ∈ Sl such that

WU =

(
πk 0
c πl

)
.
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Proof Left to the reader. �

Proposition 17.6.9 (i) The (Ω, Av)-forms that satisfy (17.6.18) and are Av-
minimal lie in a union of at most

2
(
v(Iv) + n(n − 1)/2

n(n − 1)/2

)
GL(2, Av)-equivalence classes.

(ii) Assume that Nv := |kv| is finite. Then the (Ω, Av)-forms with (17.6.18) lie in
a union of at most

8
(
v(Iv) + n(n − 1)/2

n(n − 1)/2

)
Nv[2v(Iv)/n(n−1)]

GL(2, Av)-equivalence classes.

Proof (i) Clear from Lemma 17.6.8.
(ii) Let F∗i ∈ {F

∗
1, . . . , F

∗
m}. We estimate the number of GL(2, Av)-equivalence

classes of (Ω, Av)-forms F∗ that satisfy (17.6.18), and for which F∗i
Av
≺ F∗.

Take such F∗. Then F∗ = b(F∗i )W , where W ∈ NS(2, Av) and b ∈ Av. We
may assume that the entries of W generate the unit ideal of Av. Using that
b = επt for some ε ∈ A∗v, t ∈ Z≥0, and Lemma 17.6.7, it follows that F∗ is
GL(2, Av)-equivalent to F∗0 = πt(F∗i )W1 , where

W1 =

(
πk 0
c πl

)
with k, l ∈ Z≥0, c ∈ Sl.

So the GL(2, Av)-equivalence class of F∗ is determined by (t, k, l, c), and it
suffices to estimate from above the number of possibilities for this quadruple.

We have (D(F∗0))K = I2
0vdv,Ω/K where I0v is an ideal of Av. Hence

(D(F∗0)/D(F∗i ))K = (Iv/I0v)2 ⊇ I2
v .

Further,

D(F∗0) = πt(2n−2)(det B1)n(n−1)D(F∗i ).

Hence

(2n − 2)t + n(n − 1)(k + l) = 2v(Iv/I0v) ≤ 2v(Iv).

This shows that t is uniquely determined by k, l, and that

k + l ≤ r :=
[

2v(Iv)
n(n − 1)

]
.
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Further, for given k, l there are at most |Av/p
l
v| = Nvl possibilities for c. Hence

for the tuple (t, k, l, c) we have at most

r∑
l=0

Nvl
( r−l∑

k=0

1
)

=

r∑
l=0

(r − l + 1)Nvl

= Nvr
r∑

l=0

(r − l + 1)Nvl−r ≤ Nvr
∞∑

h=0

(h + 1)Nv−h

=
Nvr

(1 − Nv−1)2 ≤ 4Nvr

possibilities. This shows that the (Ω, Av)-forms F∗ with (17.6.18) and F∗i
Av
≺ F∗

lie in at most 4Nvr GL(2, Av)-equivalence classes. Multiplying this with the
upper bound for m from Lemma 17.6.7, part (ii) of Proposition 17.6.9 imme-
diately follows. �

17.7 Counting equivalence classes over number fields

Let K be an algebraic number field, and S a finite set of places of K, containing
all infinite places. By ’v < S ’ we indicate a finite place of K outside S . The
local ring of v < S is given by Av := {x ∈ K : |x|v ≤ 1}. This is just the local-
ization of OS at the prime ideal {x ∈ OS : |x|v < 1}. For any finite extension L
of K, we denote by Av,L the integral closure of Av in L.

Let Ω be a finite étale K-algebra with [Ω : K] = n ≥ 3. For v < S , we denote
by Av,Ω the integral closure of Av in Ω. Given an (Ω,OS )-form F∗ (i.e., a pair
(F, (α : β)) where F ∈ OS [X,Y] is a binary form associated with (Ω, (α :β)) we
denote by OS ,F∗ its invariant OS -order. Analogously, we denote the invariant
Av-order of an (Ω, Av)-form F∗ by Av,F∗ . If O is an OS -order of Ω, then for
v < S , its localization Ov := AvO is an Av-order of Ω.

The following proposition, which is an application of Corollary 4.3.5 will
be crucial. It looks somewhat complicated, but it allows us to deduce all our
theorems, and it also has the potential of further applications.

Proposition 17.7.1 Let s := |S |, n := [Ω : K] ≥ 3, and let O be an OS -order
of Ω. Then the set of Ω-forms F∗ with the property that for every v < S there is
an (Ω, Av)-form F∗v such that

F∗v is GL(2,K)-equivalent to F∗, Av,F∗v = Ov, (17.7.1)

is a union of at most 2(5n2−24)s GL(2,K)-equivalence classes.
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We recall some facts from projective geometry. For the moment, let K be
any field of characteristic 0, Ω a finite étale K-algebra with [Ω : K] = n ≥ 3,
and x 7→ x(i) (i = 1, . . . , n) the K-homomorphisms of Ω to K. Denote by G
the compositum of the images of Ω under x 7→ x(i) (i = 1, . . . , n). For a point
P = (α : β) ∈ P1(G), and a projective transformation 〈U〉 ∈ PGL(2,G) =

GL(2,G)/G∗, represented by a matrix U =
( a b

c d
)
∈ GL(2,G), say, we have

〈U〉P = (aα + bβ : cα + dβ).

The cross ratio of four distinct points P1, P2, P3, P4 ∈ P
1(G) is given by

cr(P1, P2, P3, P4) :=
(α1β2 − α2β1)(α3β4 − α4β3)
(α1β3 − α3β1)(α2β4 − α4β2)

,

where Pi = (αi : βi) for i = 1, 2, 3, 4. For any distinct P1, P2, P3 ∈ P
1(G)

and any distinct Q1,Q2,Q3 ∈ P
1(G) there is precisely one 〈U〉 ∈ PGL(2,G)

such that 〈U〉Pi = Qi for i = 1, 2, 3. Further, for any distinct P1, P2, P3, P4 ∈

P1(G) and distinct Q1,Q2,Q3,Q4 ∈ P
1(G), there is 〈U〉 ∈ PGL(2,G) such that

〈U〉Pi = Qi for i = 1, 2, 3, 4 if and only if cr(P1, P2, P3, P4) = cr(Q1,Q2,Q3,Q4).
If n ≥ 4, then for an Ω-form F∗ = (F, (α : β)), and any distinct indices

i, j, k, l ∈ {1, . . . , n}, we define

cri jkl(F∗) := cr(Pi, P j, Pk, Pl),

where Ph = (α(h) : β(h)) for h = 1, . . . , n.
We first prove some lemmas.

Lemma 17.7.2 Let F∗1, F
∗
2 be two Ω-forms.

(i) Assume n = 3. Then F∗1, F∗2 are GL(2,K)-equivalent.

(ii) Assume n ≥ 4. Then F∗1, F∗2 are GL(2,K)-equivalent if and only if

cr123i(F∗1) = cr123i(F∗2) for i = 4, . . . , n.

Proof Write F∗1 = (F1, (α : β)), F∗2 = (F2, (γ : δ)), and put Pi := (α(i) : β(i)),
Qi := (γ(i) : δ(i)) for i = 1, . . . , n.

We start with the proof of (ii). Let n ≥ 4. First assume that F∗1, F
∗
2 are

GL(2,K)-equivalent, say F∗2 = λ(F∗1)U for some λ ∈ K∗, U ∈ GL(2,K).
Then 〈U〉 maps Qi to Pi for i = 1, . . . , n. Hence cr123i(F∗1) = cr123i(F∗2) for
i = 4, . . . , n.

Conversely, assume that cr123i(F∗1) = cr123i(F∗2) for i = 4, . . . , n. There is a
unique transformation 〈U〉 ∈ PGL(2,G) such that Qi = 〈U〉Pi for i = 1, 2, 3.
Then also 〈U〉Pi = Qi for i = 4, . . . , n. We normalize the matrix U such that
one of its entries is 1. We use the action given by (17.6.11), i.e., σ(x(i)) =

x(σ(i)) for x ∈ Ω, i = 1, . . . , n, σ ∈ Gal(G/K). Thus, for σ ∈ Gal(G/K) we
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have σ(Pi) = Pσ(i), σ(Qi) = Qσ(i) for i = 1, . . . , n, hence 〈σ(U)〉Pi = Qi

for i = 1, . . . , n. By the unicity of 〈U〉, we have for σ ∈ Gal(G/K) that the
matrix σ(U) is a scalar multiple of U, but then in fact σ(U) = U since one of
the entries of U is equal to 1. Hence U ∈ GL(2,K). Now both F1 and (F2)U

have zeros P1, . . . , Pn, therefore, both F1 and (F2)U are constant multiples of∏n
i=1(β(i)X − α(i)Y), which is a binary form in K[X,Y]. This shows that F∗1 and

F∗2 are GL(2,K)-equivalent.
We prove (i). There is a unique transformation 〈U〉 ∈ PGL(2,G) such that

〈U〉Pi = Qi for i = 1, 2, 3. By a similar reasoning as above, one shows that U
can be taken from GL(2,K), and that F∗1, F

∗
2 are GL(2,K)-equivalent. �

We now assume again that K is a number field, S a finite set of places of
K of cardinality s containing all infinite places and Ω a finite étale K-algebra.
Further, we keep the notation introduced above.

Part (i) of Lemma 17.7.2 implies Proposition 17.7.1 at once if n = 3. So
henceforth we assume n ≥ 4. Let O be an OS -order of Ω, and denote by F (O)
the set of Ω-forms satisfying the condition of Proposition 17.7.1.

Given points Pi = (αi : βi) ∈ P1(G) (i = 1, 2, 3, 4) we have the fundamental
identity, which was also at the heart of the proofs in Chapters 14, 15, that is,
∆12∆34 + ∆23∆41 + ∆31∆24 = 0, where ∆i j = αiβ j −α jβi. This translates into an
identity for cross ratios,

cr(P1, P2, P3, P4) + cr(P1, P4, P3, P2) = 1.

In particular, for any Ω-form F∗ we have

cr123i(F∗) + cr1i32(F∗) = 1 (i = 4, . . . , n). (17.7.2)

We want to apply Corollary 4.3.5 to (17.7.2). To this end, we need an upper
bound for the rank of the multiplicative subgroup of (G∗)2n−6 generated by the
tuples (

cr123i(F∗), cr1i32(F∗); i = 4, . . . , n
)

(F∗ ∈ F (O)). (17.7.3)

Lemma 17.7.3 The multiplicative group generated by the tuples (17.7.3) has
rank at most 1

2 n(n − 1)s.

Proof Given the action of Gal(G/K) on {1, . . . , n} defined by (17.6.11), con-
sider the induced action on the 2-element subsets of {1, . . . , n} defined by
(17.6.12), and for any 2-element subset {k, l} of {1, . . . , n}, let Kkl be the field
defined by (17.6.13). We denote by Okl the integral closure of OS in Kkl, and
by O∗kl its unit group. Since Kkl has at most [Kkl : K]s places lying above those
in S , we have

rank O∗kl ≤ [Kkl : K]s − 1. (17.7.4)
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Let again C1, . . . ,Ct be the orbits of the action on the 2-element subsets, and
for p = 1, . . . , t, choose a representative {kp, lp} ∈ Cp and put Kp := Kkp,lp ,
Op := Okp,lp , O∗p := O∗kp,lp

.
Assume that F (O) , ∅. We fix F∗0 = (F0, (α0 : β0)) ∈ F (O), and let

F∗ = (F, (α : β)) vary through F (O). We observe that for every F∗ ∈ F (O),
in (17.7.1) we can choose F∗v = F∗ for all but finitely many v < S . Indeed,
if v does not correspond to one of the finitely many prime ideals of OS in
the factorizations of D(F) or the discriminant ideal dO/OS , then D(F) ∈ A∗v and
Ov = Av,Ω. By Theorem 16.2.9, we have for these v that also Av,F∗ = Av,Ω = Ov.

For v < S , let F∗v = (Fv, (αv : βv)) be an (Ω, Av)-form with (17.7.1), where
we have assumed that αv, βv generate the unit ideal of Av,Ω. There are λv ∈ K∗

and Uv ∈ GL(2,K) such that F∗v = λvF∗Uv
. We may choose Uv such that its

entries lie in Av and generate the unit ideal of Av. As observed above, we may
choose F∗v = F∗ and thus for Uv the identity matrix for all but finitely many
v < S . Further, for all but finitely many v < S , the pair α, β generates the unit
ideal of Av,Ω, and so for these v we may also choose αv = α, βv = β. For v < S
we have (α : β) = 〈Uv〉(αv : βv), which means that there is κv ∈ Ω∗ such that

(α
β

)
= κvUv

(αv

βv

)
. (17.7.5)

Here, for all but finitely many v, Uv is the identity matrix, and κv = 1.
Assume that Ω = L1×· · ·×Lq, where L1, . . . , Lq are finite extension fields of

K. Denote by h the lowest common multiple of the class numbers of K, L1, . . . , Lq.
Since det Uv = 1 for all but finitely many v, there is a fractional ideal a of OS

such that aAv = (det Uv)Av for v < S . The fractional ideal ah is principal, say
equal to λOS for some λ ∈ K∗. Thus,

(det Uv)hAv = λAv for v < S . (17.7.6)

Every fractional ideal b of OS ,Ω can be expressed as a direct sum b1 ⊕ · · · ⊕ bq,
where bi is a fractional ideal of OS ,Li , for i = 1, . . . , q. It follows that bh =

bh1 ⊕ · · · ⊕ b
h
q is principal. Since κv = 1 for all but finitely many v < S , there

is a fractional ideal b of OS ,Ω such that bAv,Ω = κvAv,Ω for v < S . Now bh is
principal, say equal to µOS ,Ω for some µ ∈ Ω∗. That is,

κh
v Av,Ω = µAv,Ω for v < S . (17.7.7)

Let {k, l} be a 2-element subset of {1, . . . , n} and define

Θkl(F∗) :=
(α(k)β(l) − α(l)β(k))2h

λ2(µ(k)µ(l))2 ;
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the right-hand side is invariant under Gal(G/Kkl) so Θkl(F∗) ∈ Kkl. By (17.7.5)–
(17.7.7) we have

Θkl(F∗)Av,G =

(
α(k)β(l) − α(l)β(k)

κ(k)
v κ(l)

v det Uv

)2h

Av,G

= (α(k)
v β(l)

v − α
(l)
v β

(k)
v )2hAv,G = dv,kl(F∗v )2h,

where dv,kl(F∗v ) is the ideal of Av,G generated by α(k)
v β(l)

v − α
(l)
v β

(k)
v . By Lemma

17.6.4 , this ideal depends only onOv. This holds for all v < S . Hence the ideal
Θkl(F∗)Okl depends only on O.

Repeating the above argument with our fixed F∗0 ∈ F (O) instead of F∗,
defining λ0, µ0,Θkl(F∗0) similarly to λ, µ,Θkl(F∗), we obtain

Θkl(F∗)Okl = Θkl(F∗0)Okl,

and thus
Θkl(F∗)
Θkl(F∗0)

=: εkl(F∗) ∈ O∗kl.

Since

cri jkl(F∗)2h =
Θi j(F∗)Θkl(F∗)
Θik(F∗)Θ jl(F∗)

and likewise for F∗0, we obtain(
cri jkl(F∗)
cri jkl(F∗0)

)2h

=
εi j(F∗)εkl(F∗)
εik(F∗)ε jl(F∗)

(17.7.8)

for all distinct i, j, k, l ∈ {1, . . . , n}.
Let Γ1 denote the multiplicative subgroup of (G∗)n(n−1)/2 generated by the

tuples (εkl(F∗) : 1 ≤ k < l ≤ n), for all F∗ ∈ F (O). It is straightforward to
check that if σ ∈ Gal(G/K) maps {kp, lp} to {k, l}, then σ(εkp,lp (F∗)) = εkl(F∗),
i.e., εkp,lp (F∗) (p = 1, . . . , t) determine all εkl(F∗). Hence the map

(xkl : 1 ≤ k < l ≤ n) 7→ (xk1,l1 , . . . , xkt ,lt )

defines an injective group homomorphism

Γ1 ↪→ O∗1 × · · · × O∗t . (17.7.9)

Let Γ2 ⊂ (G∗)2n−6 be the image of Γ1 under the group homomorphism

(xkl : 1 ≤ k < l ≤ n) 7→
(

x12x3i

x13x2i
,

x1ix23

x13x2i
: i = 4, . . . , n

)
.

Then by (17.7.8) we have(
cr123i(F∗), cr1i32(F∗) : i = 4, . . . , n

)
∈ Γ for F∗ ∈ F (O),
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where Γ is the multiplicative group generated by the tuple(
cr123i(F∗0), cr1i32(F∗0) : i = 4, . . . , n

)
and by the 2h-th roots in (G∗)2n−6 of the elements of Γ2. Invoking (17.7.9),
(17.7.4) and lastly (17.6.14), we get

rank Γ2 ≤ rank Γ1 ≤

t∑
p=1

rank O∗p

≤

t∑
p=1

([Kp : K]s − 1) ≤ 1
2 n(n − 1)s − 1.

Hence Γ has rank at most 1
2 n(n − 1)s. This proves our Lemma. �

Proof of Proposition 17.7.1 Let Γ be the multiplicative group generated by
the tuples (17.7.3). We may view (17.7.2) as a system of n − 3 equations as
considered in Corollary 4.3.5, with solution tuples taken from Γ. Now Corol-
lary 4.3.5 and the estimate for rank Γ from the above lemma give that there are
at most

28(n(n−1)s/2 +2n−7) ≤ 2(5n2−24)s

distinct tuples among those in (17.7.3), as F∗ runs through F (O). By Lemma
17.7.2, this gives an upper bound for the number of GL(2,K)-equivalence
classes of F∗ ∈ F (O). �

17.8 Proofs of the Theorems

Let as before K be a number field, S a finite set of places of K of cardinality
s, and Ω a finite étale K-algebra with [Ω : K] =: n ≥ 3. We observe that
it suffices to deduce upper bounds for the number of GL(2,OS )-equivalence

classes of (Ω,OS )-forms. We define an equivalence relation
OS
≈ on the (Ω,OS )-

forms by setting F∗
OS
≈ G∗ if F∗ and G∗ are GL(2, Av)-equivalent for all v < S .

Further, define r(n,OS ) := 1 if n is odd and r(n,OS ) := h2(OS ) if n is even.

Proof of Theorem 17.2.1 LetO be an OS -order of Ω, and consider the (Ω,OS )-
forms F∗ with invariant OS -order

OS ,F∗ = O. (17.8.1)

By Lemma 16.2.2, this implies Av,F∗ = AvO =: Ov for v ∈ MK \ S . So
by Proposition 17.7.1, these F∗ lie in at most 2(5n2−24)s GL(2,K)-equivalence
classes. By Proposition 17.6.10, any two GL(2,K)-equivalent (Ω,OS )-forms
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with (17.8.1) are in fact GL(2, Av)-equivalent for every v < S . That is, any

two GL(2,K)-equivalent (Ω,OS )-forms with (17.8.1) are
OS
≈ -equivalent. By

Proposition 17.4.4, each
OS
≈ -equivalence class is a union of precisely r(n,OS )

GL(2,OS )-equivalence classes. Hence the (Ω,OS )-forms with invariant OS -
orderO lie in at most 25n2 sr(n,OS ) GL(2,OS )-equivalence classes. This proves
Theorem 17.2.1. �

Proof of Theorem 17.2.2 Let again O be an OS -order of Ω, and consider
those θ ∈ Ω with

K[θ] = Ω, OS ,θ = O. (17.8.2)

Let f ∈ K[X] be the monic minimal polynomial of θ over K, put F := Yn f (X/Y)
(so that F is associated with (Ω, (θ : 1))) and define the corresponding Ω-form
F∗ := (F, (θ : 1)). For every v < S , choose µv ∈ K∗ such that Fv := µvF is
in Av[X,Y] and its coefficients generate the unit ideal (1) = Av, and let F∗v :=
(Fv, (θ : 1)). Now the invariant Av-order of F∗v is by definition Av,(θ:1),(1) = Av,θ

and by Lemma 16.2.2 this is equal to AvO := Ov. So we have

Av,F∗v = Ov for v < S .

Now Proposition 17.7.1 implies that such F∗ lie in at most 2(5n2−24)s GL(2,K)-
equivalence classes. Further, by Proposition 17.6.5, if we take any two GL(2,K)-
equivalent such F∗, then for every v < S , the corresponding F∗v are GL(2, Av)-
equivalent, and hence the corresponding θ are GL(2, Av)-equivalent. This shows

that the θ ∈ Ω with (17.8.2) lie in at most 2(5n2−24)s OS
≈ -equivalence classes,

where θ1
OS
≈ θ2 if θ1, θ2 are GL(2, Av)-equivalent for every v < S . By Propo-

sition 17.4.5, each
OS
≈ -equivalence class of θ is a union of h2(OS ) GL(2,OS )-

equivalence classes. This implies Theorem 17.2.2. �

Proof of Theorem 17.2.3 Let I be an ideal of OS , and consider the (Ω,OS )-
forms F∗ with

(D(F∗))S = I2
dS ,Ω. (17.8.3)

Let T be the set of places of K, consisting of the places in S and of the prime
ideals dividing I. Similarly as for S , we denote by OT,Ω the integral closure of
OT in Ω, and by dT,Ω the discriminant ideal of OT,Ω over OT . Further, we write
(α)T for the fractional ideal of OT generated by α. Then any (Ω,OS )-form F∗

with (17.8.3) satisfies

(D(F∗))T = dT,Ω.

By Theorem 16.2.9 (iii), the discriminant ideal of the invariant OT -order OT,F∗
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of F∗ is equal to dT,Ω, which implies that OT,F∗ = OT,Ω. Now Proposition
17.7.1, and the obvious estimate |T | ≤ s +ωS (I), imply that the (Ω,OS )-forms
F∗ with (17.8.3) lie in at most

2(5n2−24)(s+ωS (I)) (17.8.4)

GL(2,K)-equivalence classes.
Consider the (Ω,OS )-forms F∗ with (17.8.4) lying in a single GL(2,K)-

equivalence class. Then for v < T , these forms satisfy Av,F∗ = Av,Ω, hence by
Proposition 17.7.1 they lie in a single GL(2, Av)-equivalence class. Proposition
17.6.9 (ii) implies that for v ∈ T \ S , these forms lie in at most

g(v) := 8
(
ordp(I) + n(n − 1)/2

n(n − 1/2

)
· NK(p)2ordp(I)/n(n−1) (17.8.5)

GL(2, Av)-equivalence classes, where p is the prime ideal of OK corresponding
to v. It follows that the (Ω,OS )-forms F∗ that satisfy (17.8.3) and lie in a single
GL(2,K)-equivalence class, in fact lie in at most∏

v∈T\S

g(v) = 8ωS (I)τn(n−1)/2(I)NS (I)2/n(n−1) (17.8.6)

OS
≈ -equivalence classes. By Proposition 17.4.3, each of these classes is a union
of r(n,OS ) GL(2,OS )-equivalence classes. By multiplying this with the bounds
from (17.8.4), (17.8.6), we obtain that there are at most

25n2(s+ωS (I)τn(n−1)/2(I)NS (I)2/n(n−1)r(n,OS )

GL(2,OS )-equivalence classes of (Ω,OS )-forms with (17.8.3). This implies
Theorem 17.2.3. �

Proof of Theorem 17.2.4 We are now considering minimal (Ω,OS )-forms sat-
isfying (17.8.3). By Proposition 17.4.2, such forms are Av-minimal for every
v < S . Now the rest of the proof is the same as that of Theorem 17.2.4, except
that by Proposition 17.6.9 (i) we have instead of (17.8.5) the bound

g′(v) := 2
(
ordp(I) + n(n − 1)/2

n(n − 1/2

)
.

Further, we have r(n,OS ) = 1 since OS is assumed to be a principal ideal
domain. �
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17.9 Finiteness results over finitely generated domains

In this section we consider binary forms with coefficients in an integrally
closed integral domain A of characteristic 0 that is finitely generated over Z
(i.e., as a Z-algebra).

Let K be the quotient field of A, Ω a finite étale K-algebra with [Ω : K] = n
and δ a non-zero element of A. We have shown that if K is a number field and
A the ring of S -integers in K for some finite set of places S , then there are
only finitely many GL(2, A)-equivalence classes of binary forms F ∈ A[X,Y]
with D(F) ∈ δA∗ that are associated with Ω. For arbitrary domains A with
the conditions given above this is no longer true. As a consequence of Lemma
17.5.1, a binary form F ∈ A[X,Y] associated with Ω gives rise to at most nn

(Ω, A)-forms F∗ = (F, (α : β)), so to give a counterexample it suffices to show
that for some Ω, δ there are infinitely many GL(2, A)-equivalence classes of
(Ω, A)-forms F∗ with D(F∗) ∈ δA∗.

In general, for finitely generated domains A and non-zero β ∈ A, the residue
class ring A/βA need not be finite. Choose such A and β (e.g., A = Z[t], β = t
with t transcendental over Q). Fix an (Ω, A)-form F∗ and consider all (Ω, A)-
forms F∗a = F∗Ba

where a ∈ A and Ba =
(

1 0
a β

)
. These forms all have discriminant

βn(n−1)D(F∗). According to the definition, if a, b ∈ A then F∗a, F∗b are GL(2, A)-
equivalent if and only if F∗a = ε(F∗b)U for some ε ∈ A∗, U ∈ GL(2, A), and by
Lemma 17.3.4 this holds if and only if there is ρ with Bb = ρBaU, ρn = ε. An
easy computation shows that this is the case precisely if a ≡ b (mod β). So the
(Ω, A)-forms F∗a (a ∈ A) lie in infinitely many distinct GL(2, A)-equivalence
classes.

We now state and then prove some finiteness results that do hold true over
arbitrary integrally closed domains of characteristic 0 that are finitely gener-
ated over Z. So let A be an integrally closed integral domain that is finitely
generated over Z, with quotient field K of characteristic 0. Denote by P(A)
the collection of minimal non-zero prime ideals of A. Since by Proposition
9.5.3 A is a Krull domain, there are discrete valuations ordp (p ∈P(A)) satis-
fying the conditions of Definition 9.5.2. Let Ap = {x ∈ K : ordp(x) ≥ 0} denote
the local ring of ordp.

Definition 17.9.1 Let F ∈ K[X,Y] be a binary form. We say that F has good
reduction at p ∈ P(A) if it is GL(2,K)-equivalent to a binary form Fp ∈
Ap[X,Y] with ordp(D(Fp)) = 0. We say that F has good reduction outside a
finite subset S of P(A) if it has good reduction at every p ∈P(A) \S . �

Theorem 17.9.2 Let G be a finite extension of K and let S be a finite subset
of P(A). Then the binary forms F ∈ K[X,Y] of degree ≥ 4 such that F factor-
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izes into linear forms over G and has good reduction outside S lie in finitely
many GL(2,K)-equivalence classes.

In the proof we need some lemmas. Let M be the collection of discrete
valuations on G that lie above those in {ordp : p ∈ P(A)} and let T be the
collection of discrete valuations on G that lie above those in {ordp : p ∈ S }.
Define

Γ := {x ∈ K : V(x) = 0 for V ∈M \T }.

Lemma 17.9.3 Γ is a finitely generated abelian group.

Proof Let T = {V1, . . . ,Vt}. The set Γ is clearly a group under multiplication.
Denote by AG the integral closure of A in G. Recall that x ∈ A if and only if
ordp(x) ≥ 0 for p ∈P(A). Together with Proposition 2.6.3, this implies

A∗G = {x ∈ G∗ : V(x) = 0 for V ∈M }.

Further, by Corollary 5.1.3, A∗G is a finitely generated group. The map x 7→
(V1(x), . . . ,Vt(x)) defines a homomorphism from Γ to Zt with kernel A∗G. It
follows at once that Γ is finitely generated. �

Let F ∈ K[X,Y] be as in the statement of Theorem 17.9.2. Then we can
write F = a

∏n
i=1(βiX −αiY) with n ≥ 4, a ∈ K∗ and αi, βi ∈ G for i = 1, . . . , n.

Let Pi := (αi : βi) ∈ P1(G) (i = 1, . . . , n) and define the cross ratios

cri jkl := cr(Pi, P j, Pk, Pl) (1 ≤ i, j, k, l ≤ n, i, j, k, l distinct). (17.9.1)

Lemma 17.9.4 Let i, j, k, l be distinct indices from {1, . . . , n}. Then

cri jkl ∈ Γ.

Proof Let p ∈ P(A) \ S . Then F is GL(2,K)-equivalent to a binary form
Fp ∈ Ap[X,Y] with D(Fp) ∈ A∗p. By Proposition 2.6.3, the integral closure Ap,G
of Ap in G is a principal ideal domain. As a consequence we can write Fp as

Fp =

n∏
i=1

(βi,pX − αi,pY)

where αi,p, βi,p (i = 1, . . . , n) are in Ap,G. Put ∆i j,p := α1,pβ j,p − α f ,pβi,p for
i, j = 1, . . . , n with i , j. Then the ∆i j,p are all elements of Ap,G with∏

1≤i< j≤n

∆2
i j,p = D(Fp) ∈ A∗p,

hence ∆i j,p ∈ A∗
p,G for i, j = 1, . . . , n with i , j. Now since F is GL(2,K)-

equivalent to Fp, we may assume, after reordering the pairs (αi,p, βi,p) (i =

1, . . . , n), that there is a projective transformation on P1(G) mapping the point
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Pi = (αi : βi) to Qi := (αi,p : βi,p) for i = 1, . . . , n. Let i, j, k, l distinct indices
from {1, . . . , n}. Since projective transformations preserve cross ratios, we have

cri jkl = cr(Qi,Q j,Qk,Ql) =
∆i j,p∆kl,p

∆ik,p∆ jl,p
∈ A∗p,G,

which by Proposition 2.6.3 means that V(cri jkl) = 0 for each valuation V on G
lying above ordp. But this holds for all p ∈P(A) \S . Hence cri jkl ∈ Γ. �

Proof of Theorem 17.9.2 Let F ∈ K[X,Y] be a binary form as in the state-
ment of Theorem 17.9.2. We first show that the degree of F can be bounded
from above in terms of G and S .

Let cri jkl be the cross ratios as defined in (17.9.1). Then from the identities
cr123i + cr1i32 = 1 (i = 4, . . . , n) and Lemma 17.9.4 it follows that n − 3 is
bounded above by the number of solutions of

x + y = 1 in x, y ∈ Γ, (17.9.2)

which, by Theorem 4.1 and Lemma 17.9.3, is finite. Hence n can be bounded
from above in terms of Γ, hence in terms of G and S .

We may now restrict ourselves to binary forms F ∈ K[X,Y] of fixed degree
n ≥ 4. Then F is associated with a finite étale K-algebra Ω that is isomorphic
to a direct product of extension fields of K that are contained in G and the
sum of whose degrees is n. This leaves only finitely many possibilities for Ω.
So we may restrict ourselves to binary forms associated with a given finite
étale K-algebra Ω with [Ω : K] = n. But then it suffices to show that the
Ω-forms F∗ = (F, (α : β)) such that F has good reduction outside S lie in
only finitely many GL(2,K)-equivalence classes. We observe here that the K-
homomorphisms of Ω have their images in G, since the binary forms with
which Ω is associated can be factored into linear forms over G.

Let x 7→ x(i) (i = 1, . . . , n) denote the K-homomorphisms of Ω to G. Take
an Ω-form F∗ = (F, (α : β)) such that F has good reduction outside S . Then
F = a

∏n
i=1(β(i)X − α(i)Y) with a ∈ K∗. Let cri jkl(F∗) := cr(Pi, P j, Pk, Pl),

where Pi := (α(i) : β(i)) for i = 1, . . . , n. By Lemma 17.9.4, the pairs of cross
ratios (cr123i(F∗), cr1i32(F∗)) (i = 4, . . . , n) are all solutions to (17.9.2). Using
again Theorem 4.1 and Lemma 17.9.3, it follows that the tuple of cross ratios
(cr123i(F∗) : i = 4, . . . , n) lies in a finite set depending only on Γ, hence only
on G and S . Now Lemma 17.7.2 (ii) implies that indeed there are only finitely
many possibilities for the GL(2,K)-equivalence class of F∗. �

We keep our assumption that A is an integrally closed integral domain of
characteristic 0 that is finitely generated over Z. Denote by K the quotient field
of A and let Ω be a finite étale K-algebra with [Ω : K] =: n ≥ 4.
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Theorem 17.9.5 Let O be an A-order of Ω. Then the binary forms F ∈
A[X,Y] with invariant A-orderO lie in only finitely many GL(2, A)-equivalence
classes.

In the proof we need some facts about divisors on A. A (multiplicative)
divisor of A is a formal product

a =
∏
p∈P(A)

[p]np

where the np are integers, at most finitely many of which are non-zero. We
write ordp(a) for np.

The divisors of A trivially form a multiplicative group, which we denote by
I(A). A principal divisor of A is a divisor of the shape [α] :=

∏
p∈P(A)[p]ordp(α)

where α ∈ K∗. For a divisor a of A and α ∈ K∗, we write αa for the product
divisor [α] · a.

The principal divisors of A form a subgroup of I(A), which we denote by
P(A). The quotient Cl(A) := I(A)/P(A) is called the divisor class group of A.
We mention that in the case that A is a Dedekind domain, there is an obvious
isomorphism between the group of fractional ideals of A and the divisor group
of A.

Proposition 17.9.6 The group Cl(A) is finitely generated.

Proof This is a result of Roquette [Roquette (1957)]. �

For a positive integer m, denote by hm(A) the number of divisor classes of A
whose m-th power is the principal divisor class.

Corollary 17.9.7 For each positive integer m, the quantity hm(A) is finite.

Proof Immediate from Proposition 17.9.6. �

The last auxiliary result we need is a local-to-global result for (Ω, A)-forms.

We define an equivalence relation
A
≈ on the set of (Ω, A)-forms by defining

F∗1
A
≈ F∗2 if F∗1 is GL(2, Ap)-equivalent to F∗2 for every p ∈P(A).

Lemma 17.9.8 Each
A
≈-equivalence class of (Ω, A)-forms is a union of at

most r(n, A) GL(2, A)-equivalence classes, where r(n, A) = 1 if n is odd, and
h2(A) if n is even.

Proof If A is a Dedekind domain, this follows directly from Proposition
17.4.3. If A is an arbitrary integrally closed domain of characteristic 0 that
is finitely generated over Z, then one can verbatim copy the part of the proof

of Proposition 17.4.3 where it is shown that a given
A
≈-equivalence class C is
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a union of at most r(n, A) GL(2, A)-equivalence classes, except that one has to
replace everywhere ‘fractional ideal’ by ‘divisor’ and ‘ideal class’ by ‘divisor
class’. �

Proof of Theorem 17.9.5 Suppose there is a binary form F ∈ A[X,Y] with
invariant A-order O. Then by Theorem 16.2.9, O is a free A-module with basis
{1, ω1, . . . , ωn−1} such that D(F) = δ := DΩ/K(1, ω1, . . . , ωn−1). This shows
that F has good reduction outside S , where S consists of those minimal
non-zero prime ideals of A such that ordp(δ) , 0. Further, F factorizes into
linear factors over G, where G is the compositum of the images of Ω under its
K-homomorphisms. Now Theorem 17.9.2 implies that the binary forms F ∈
A[X,Y] with invariant order O lie in only finitely many GL(2,K)-equivalence
classes.

We continue with (Ω, A)-forms. By Lemma 17.5.1, a binary form F ∈ A[X,Y]
gives rise to at most nn (Ω, A)-forms F∗. Hence the (Ω, A)-forms with in-
variant order O lie in only finitely many GL(2,K)-equivalence classes. Let
F∗ = (F, (α : β)) be such an (Ω, A)-form. By Theorem 16.2.9, the order O is
a free A-module with basis {1, ω1, . . . , ωn−1} where ω1, . . . , ωn−1 depend only
on F∗ and not on the choice of a domain A containing the coefficients of F.
So for p ∈ P(A), the invariant Ap-order Ap,F∗ of F∗ is a free A∗p-module with
the same basis {1, ω1, . . . , ωn−1}, i.e., Ap,F∗ = ApO. Hence if F∗1, F∗2 are two
GL(2,K)-equivalent (Ω, A)-forms with the same invariant A-order, then for ev-
ery p ∈ P(A) they have the same invariant Ap-order, and so by Proposition
17.6.5 they are GL(2, Ap)-equivalent. It follows that the (Ω, A)-forms with in-

variant A-order O lie in finitely many
A
≈-equivalence classes.

By combining this with Corollary 17.9.7 and Lemma 17.9.8, we infer that
the (Ω, A)-forms with invariant A-order O lie in only finitely many GL(2, A)-
equivalence classes. This clearly implies Theorem 17.9.5. �

17.10 Notes
We mention some other counting results for binary forms. For integers n ≥ 3, and
positive reals γ, Q and v with 0 ≤ v ≤ n − 1 we denote by N(n, γ,Q, v) the number
of binary forms F ∈ Z[X,Y] of degree n such that H(F) ≤ Q and 1 ≤ |D(F)| ≤
γQ2n−2−2v. Building further on work of [Bernik, Götze and Kukso (2008)], the following
was proved in [Beresnevich, Bernik and Götze (2015), Thm.1]: there is γ(n) > 0 such
that for every sufficiently large Q and every v with 0 ≤ v ≤ n − 1 one has

N(n, γ(n),Q, v) � Qn+1−(n+2)v/n

where the constant implied by the Vinogradov symbol depends on n only.
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Further applications

In this chapter, we discuss two applications of the results from the previous
chapters. The first application is concerned with obtaining non-trivial lower
bounds for the minimal distance between two roots of a given polynomial.
Part of our discussion has been taken from [Evertse (1993)]. The second ap-
plication gives an effective proof of the Shafarevich conjecture in the case of
hyperelliptic curves. Here we follow [von Känel (2014a)].

18.1 Root separation of polynomials

Let f ∈ Z[X] be a separable polynomial of degree n ≥ 2. Then f has n distinct
roots in C, say α1, . . . , αn. Define the minimal root distance of f by

sep( f ) := min
1≤i< j≤n

|αi − α j|. (18.1.1)

Denote by H( f ) the height of f , i.e., the maximum of the absolute values of its
coefficients, and by D( f ) the discriminant of f . From an elementary result of
Mahler [Mahler (1964b)] it follows that

sep( f ) ≥ c(n)|D( f )|1/2H( f )1−n, (18.1.2)

where c(n) is an effectively computable positive number depending only on n.
Since D( f ) is a non-zero integer, this implies that

sep( f ) ≥ c(n)H( f )1−n. (18.1.3)

Our interest is in obtaining general lower bounds for sep( f ) with a better de-
pendence on H( f ). This problem was inspired by the paper [Mignotte and
Payafar (1978)]. From work of Schönhage [Schönhage (2006)] it follows that
(18.1.3) is best possible in terms of H( f ) if n = deg f ≤ 3. On the other hand,

400
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by combining ideas from [Evertse (1993)] with the results from Chapters 14,
15 of the present book it is possible to improve (18.1.3) for polynomials of
degree n ≥ 4.

In Subsection 18.1.1 we state our results for polynomials with coefficients
from Z and give a brief overview of related results, in Subsection 18.1.2 we
state extensions for polynomials with coefficients from a number field and with
other absolute values, and in Subsections 18.1.3, 18.1.4 we give the proofs. In
Subsection 18.1.5 there is an overview of related literature.

18.1.1 Results for polynomials over Z

In this section, we state some results about lower bounds for the minimal root
distance of a polynomial f ∈ Z[X]. We first deal with polynomials of degree 2
or 3. Two polynomials f , g of degree n are called GL(2,Z)-equivalent if f (X) =

±(cX+d)ng((aX+b)/(cX+d)) for some matrix
( a b

c d
)
∈ GL(2,Z). The following

result implies that (18.1.3) is best possible in terms of H( f ) if n = deg f ≤ 3.

Theorem 18.1.1 Let n ∈ {2, 3} and let f0 ∈ Z[X] be any separable polynomial
of degree n. Assume that f0 has a real irrational root if n = 3. Then there are
an effectively computable number c( f0) > 0, and infinitely many polynomials
f ∈ Z[X] such that

sep( f ) ≤ c( f0)H( f )1−n, f is GL(2,Z)-equivalent to f0.

The case n = 2 is easily dealt with by taking polynomials of the shape
f (X) = X2g(m + X−1) (m ∈ Z). The case n = 3 was proved by Schönhage
[Schönhage (2006)], using continued fractions. In Subsection 18.1.2 we for-
mulate an extension of this result where we consider polynomials with coeffi-
cients in a number field, and the minimal root distance is taken with respect to
an arbitrary absolute value. This extension is proved in Subsection 18.1.3.

We now consider polynomials of degree n ≥ 4. We state two results.

Theorem 18.1.2 Let G be a finite, normal extension of Q, and n an integer
≥ 4. There is a number Cineff

1 (n,G) > 0 with the following property: for every
separable polynomial f ∈ Z[X] of degree n with splitting field G we have

sep( f ) ≥ Cineff
1 (n,G)H( f )1−n+n/42. (18.1.4)

This is a consequence of Theorem 15.1.1 from Chapter 15. It is a slight
improvement of [Evertse (1993), Thm. 4]. The constant Cineff

1 (n,G) can not be
determined effectively from the method of proof.

The next result gives a lower bound for sep( f ) where we do not have to fix
the splitting field of f .
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Theorem 18.1.3 Let n be an integer ≥ 4. There is an effectively computable
number Ceff

2 (n) > 0 with the following property: for every separable polyno-
mial f ∈ Z[X] of degree n we have

sep( f ) ≥ Ceff
2 (n)H( f )1−n(log 3H( f ))1/(10n−6). (18.1.5)

This is a consequence of Theorem 14.1.1.
In the next subsection we state generalizations of Theorems 18.1.2, 18.1.3

to polynomials over number fields. These will be proved in Subsection 18.1.4.
Inspired by Theorems 18.1.2, 18.1.3, we would like to pose the following

conjecture.

Conjecture 18.1.4 There are positive numbers C(n), a(n) depending only on
n such that for every separable polynomial f ∈ Z[X] of degree n ≥ 4 we have

sep( f ) ≥ C(n)H( f )1−n+a(n).

18.1.2 Results over number fields

Let K be a number field of degree d. For v ∈ MK , denote by Kv an algebraic
closure of the completion Kv of K at v. Then | · |v has a unique extension to
Kv, which we denote also by | · |v. Given a polynomial P ∈ Kv[X1, . . . , Xr] we
denote by |P|v the maximum of the | · |v-values of the coefficients of P. As usual,
the absolute height of P ∈ K[X1, . . . , Xr] is defined by

H(P) :=
( ∏

v∈MK

max(1, |P|v)
)1/d

.

Let f ∈ K[X] be a separable polynomial of degree n, i.e., with n distinct
roots in some extension of K. For v ∈ MK , we define the v-adic minimal root
distance of f by

sepv( f ) := min
1≤i< j≤n

|αiv − α jv|v, (18.1.6)

where α1v, . . . , αnv are the distinct roots of f in Kv.
We start with deducing a generalization of Mahler’s inequality (18.1.2). We

assume now that f has its coefficients in the ring of integers OK of K. Let S
be a finite set of places of K, containing all infinite places. Denote by a0 the
leading coefficient of f . The constants below implied by �n are effectively
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computable, and depend on n only. Then we have∏
v∈S

min(1, sepv( f )) ≥
∏
v∈S

min
1≤i< j≤n

|αiv − α jv|v

max(1, |αiv|v) max(1, |α jv|v)

�n

∏
v∈S

∏
1≤i< j≤n

|αiv − α jv|v

max(1, |αiv|v) max(1, |α jv|v)

=
∏
v∈S

|D( f )|1/2v(
|a0|v

∏n
i=1 max(1, |αiv|v)

)n−1

�n

∏
v∈S

|D( f )|1/2v

| f |n−1
v

by Proposition 3.5.3

and thus (∏
v∈S

min(1, sepv( f ))
)1/d
�n NS (D( f ))1/2dH( f )1−n. (18.1.7)

Since f ∈ OK[X], we have NS (D( f )) ≥ 1, implying(∏
v∈S

min(1, sepv( f ))
)1/d
�n H( f )1−n. (18.1.8)

The next result implies that this is best possible in terms of H( f ) if n ≤ 3.
Two polynomials f , g ∈ K[X] of degree n are called GL(2,K)-equivalent if
g(X) = λ(cX + d)n f ((aX + b)/(cX + d)) for some

( a b
c d

)
∈ GL(2,K) and λ ∈ K∗.

Theorem 18.1.5 Let n ∈ {2, 3} and v ∈ MK . Further, let f0 ∈ OK[X] be any
separable polynomial of degree n such that f0 has a root from Kv \ K if n = 3.
Then there are an effectively computable number c(K, v, f0) > 0, and infinitely
many polynomials f ∈ OK[X], such that

sepv( f )1/d ≤ c(K, v, f0)H( f )1−n, f is GL(2,K)-equivalent to f0.

The proof, given in Subsection 18.1.3, uses the geometry of numbers from
Section 13.2. We will show in Subsection 18.1.3 that the theorem becomes
false if we allow deg f0 = 3 and f0 has no root from Kv \ K.

We next consider polynomials of degree n ≥ 4.

Theorem 18.1.6 Let n ≥ 4, let G be a finite normal extension of K, and
let S be a finite set of places of K, containing all infinite places. Then there
is a number Cineff

3 (n,K,G, S ) > 0, such that for every separable polynomial
f ∈ OK[X] of degree n with splitting field G,(∏

v∈S

min(1, sepv( f ))
)1/d
≥ Cineff

3 (n,K, L, S )H( f )1−n+n/42.
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This result is a slight improvement of [Evertse (1993), Thm. 4]. The theorem
is proved in Subsection 18.1.4. The main tool is Theorem 15.1.2. The number
Cineff

3 (n,K,G, S ) can not be effectively computed from the method of proof.
In case that we do not fix the splitting field of the polynomial under consid-

eration, we have:

Theorem 18.1.7 Let n ≥ 4 and let S be a finite set of places of K con-
taining all infinite places. Then there is an effectively computable number
Ceff(n,K, S ) > 0 such that for every separable polynomial f ∈ OK[X] of degree
n, (∏

v∈S

min(1, sepv( f ))
)1/d
≥ Ceff

4 (n,K, S )H( f )1−n(log 3H( f ))1/(10n−6).

The proof is also given in Subsection 18.1.4. Here, the main tool is Theorem
14.2.1.

18.1.3 Proof of Theorem 18.1.5

Let again K be a number field of degree d. Denote by DK the discriminant of
K, and by r1, r2 the number of real, resp. complex places of K. For any finite
place v of K, denote by |K∗|v the group of values of | · |v assumed on K∗.

It will be convenient to use a notion of v-adic minimal root distance of a
binary form. Let F ∈ K[X,Y] be a binary form of degree n ≥ 2 with non-zero
discriminant. Take v ∈ K and choose a factorization

F = a
n∏

i=1

(αivX − βivY),

of F over Kv, where a ∈ K∗. Then the minimal v-adic root distance of F is
given by

homsepv(F) := min
1≤i< j≤n

|αivβ jv − α jvβiv|v

max(|αiv|v, |βiv|v) max(|α jv|v, |β jv|v)
. (18.1.9)

This is independent of the choice of the factorization of F. Further,

homsepv(bF) = homsepv(F) for b ∈ K∗.

We state the lemmas needed in the proof of Theorem 18.1.5. The first is an
effective version of the Chinese Remainder Theorem.
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Lemma 18.1.8 Let Cv (v ∈ MK) be positive reals, such that

Cv ∈ |K∗|v for every finite place v of K,

Cv = 1 for all but finitely many v ∈ MK ,∏
v∈MK

Cv ≥
(

1
2 d(2/π)r2 |DK |

1/2
)d
.

Further, let av ∈ Kv (v ∈ MK) be elements such that av = 0 for all but finitely
many v. Then there exists x ∈ K such that

|x − av|v ≤ Cv for v ∈ MK .

Proof This follows at once from a result of McFeat [McFeat (1971), Thm.
8]. A weaker result, also sufficient for our purposes, was obtained in [Mahler
(1964a), Thm. 3]. �

Recall that the homogeneous height of P ∈ K[X1, . . . , Xr] with P , 0 is
defined by

Hhom(P) :=
( ∏

v∈MK

|P|v
)1/d

.

Lemma 18.1.9 For every non-zero P ∈ K[X1, . . . , Xr], there is b ∈ K∗ such
that

bP ∈ OK[X1, . . . , Xr], H(bP) ≤ |DK |
1/2dHhom(P).

Proof By Corollary 13.2.3, there exists b ∈ K∗ such that

|b|v ≤ |P|−1
v if v is finite,

|b|v ≤ |P|−1
v

(
|DK |

1/2dHhom(P)
)s(v)

if v is infinite,

where s(v) = 1 if v is real and s(v) = 2 if v is complex. This b satisfies the
conditions of our lemma. �

Proof of Theorem 18.1.5 We fix a separable polynomial f0 ∈ OK[X] of de-
gree n ∈ {2, 3} which has a root in Kv \ K if n = 3. The constants implied by
�, � occurring below will be effectively computable, and depend on K, v, f0
only. We index places of K by w.

Let F0 := Xn f0(X/Y). Recall that a binary form F is GL(2,K)-equivalent
to F0 if there are µ ∈ K∗ and U ∈ GL(2,K) such that F = µ(F0)U . We first
observe that it suffices to show that there are infinitely many binary forms
F ∈ OK[X,Y] such that

homsepv(F)1/d � H(F)1−n, F is GL(2,K)-equivalent to F0. (18.1.10)

Indeed, let F be one of these binary forms. First choose k ∈ {0, . . . , n} such that
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F(1, k) , 0 and let F1(X,Y) := F(X, kX + Y). Then choose l ∈ {0, . . . , n} such
that F1(l, 1) , 0 and let F2(X,Y) := F1(X + lY,Y). Then F2(1, 0)F2(0, 1) , 0
and so we have

F2 = a
n∏

i=1

(X − γivY),

where a ∈ K∗ and γ1v, . . . , γnv are distinct, non-zero elements of Kv.
Now let f1(X) := F2(X, 1), f2(X) := F2(1, X). Then f1 has roots γ1v, . . . , γnv

and f2 has roots γ−1
1v , . . . , γ

−1
nv . One easily shows that for any non-zero α, β ∈ Kv,

|α − β|v
max(1, |α|v) max(1, |β|v)

� min(1, |α − β|v, |α−1 − β−1|v).

Indeed, assuming without loss of generality |α|v ≤ |β|v, one easily proves this
inequality by distinguishing the cases |α|v ≤ 1

2 , |β|v ≤ 2; |α|v ≤ 1
2 , |β|v > 2; and

|α|v >
1
2 , |β|v >

1
2 , say. This implies

homsepv(F2) = min
1≤i< j≤n

|γiv − γ jv|v

max(1, |γiv|v) max(1, |γ jv|v)
� min(1, sepv( f1), sepv( f2)).

Consequently, if F satisfies (18.1.10), then there is f ∈ { f1, f2} such that

sepv( f )1/d � homsepv(F2)1/d � homsepv(F)1/d � H(F)1−n � H( f )1−n.

Clearly, if the binary form F has its coefficients in OK and is GL(2,K)-equivalent
to F0, then f ∈ OK[X] and f is GL(2,K)-equivalent to f0. Moreover, if F runs
through an infinite set then so does f .

We start with the case n = 2. By Corollary 13.2.3, there exist infinitely many
numbers θ ∈ K∗ with |θ|w ≤ 1 for w ∈ MK \ {v}. For every such θ we define
F0,θ(X,Y) := F0(X + θY,Y). By Lemma 18.1.9 there is a scalar multiple Fθ of
F0,θ with Fθ ∈ OK[X,Y] and H(Fθ) � Hhom((F0)θ). Thus, we obtain infinitely
many binary forms Fθ ∈ OK[X,Y].

Over Kv, the polynomial f0 can be factored as a0(X − α1v)(X − α2v). Then

F0,θ = a0(X − (α1v − θ)Y)(X − (α2v − θ)Y).

Now by Proposition 3.5.3 we have

homsepv(Fθ) = homsepv(F0,θ) =
|α1v − α2v|v

max(1, |α1v − θ|v) ·max(1, |α2v − θ)|v)
� |Gθ|

−1
v .

Since f0 ∈ OK[X] we have |F0,θ|w � 1 for w ∈ MK \ {v} and in fact ≤ 1 if w is
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finite. This shows that

homsepv(Fθ) �
( ∏

w∈MK

|F0,θ|w

)−1
= Hhom(F0,θ)−d � H(Fθ)−d.

As we observed above, there are infinitely many binary forms among the Fθ.
This settles the case n = 2 of Theorem 18.1.5.

Now let n = 3. We apply Theorem 13.2.4. By assumption, f0 ∈ OK[X] is
a separable cubic polynomial with a root in Kv \ K. Let S be the finite set of
places of K, consisting of v and of all infinite places of K. For w ∈ S , let αiw

(i = 1, 2, 3) denote roots of f0 in Kw, and assume that α1v ∈ Kv \ K.
Our construction starts with taking

θ ∈ K∗ with |θ|v > 1.

Define linear forms

l1v := θ(X − α1vY), liv := θ−1(X − αivY) (i = 2, 3),

liw := X − αiwY (w ∈ S \ {v}, i = 1, 2, 3).

For each w ∈ S , the system {l1w, l2w, l3w} is Kw-symmetric in the sense of Sec-
tion 13.2. Define the following convex bodies Cw ⊂ K2

w (w ∈ S ):

Cw :=
{
x ∈ K2

w : |liw(x)|w ≤ 1 for i = 1, 2, 3
}
,

and let C :=
∏

w∈S Cw. Denote by λ1, λ2 the successive minima of C . Then by
Theorem 13.2.4 we have

λ1λ2 �
(∏

w∈S

Rw

)1/d
, where Rw := max

1≤i< j≤3
| det(liw, l jw)|w.

A straightforward computation shows that Rw � 1 for w ∈ S . It should be
observed here that in the estimation of Rv, the terms depending on θ cancel
out. So we have in fact

λ1λ2 � 1. (18.1.11)

Choose linearly independent vectors x1, x2 ∈ O2
S such that x j ∈ λ jC for j =

1, 2. This means that

|liw(x j)|w ≤ λ
s(w)
j for w ∈ S , i = 1, 2, 3, j = 1, 2,

where s(w) = 1 if w is real, s(w) = 2 if w is complex, and s(w) = 0 if w is
finite. By Corollary 13.2.3, for j = 1, 2 there is non-zero a j ∈ OS such that

|a j|v � λd−s(v)
j , |a j|w � λ−s(w)

j for w ∈ S \ {v}.
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It follows that y j := a jx j ( j = 1, 2) are linearly independent vectors of O2
S ,

such that for i = 1, 2, 3, j = 1, 2,

|liv(y j)|v � λd
j , |liw(y j)|w � 1 for w ∈ S \ {v}.

We want to construct new vectors z1, z2 such that |l1v(z2)|v has about the same
size as |l1v(z1)|v. Put

µ1 := |l1v(y1)|1/dv ;

since α1v ∈ Kv \ K, we have µ1 > 0. By Lemma 18.1.8, there is m ∈ OS such
that ∣∣∣∣∣m − l1v(y2)

l1v(y1)

∣∣∣∣∣
v
� 1, |m|w � 1 for w ∈ S \ {v}.

With this choice of m, it is clear that

|m|v � (λ2/µ1)d.

Now take z1 := y1, z2 := y2 − my1, and put µ2 := λ1λ2/µ1. Then z1, z2 are
linearly independent vectors in O2

S , and

|l1v(z1)|v = µd
1, |l1v(z2)|v � µd

1,

|liv(z1)|v � λd
1 for i = 2, 3,

|liv(z2)|v �
(

max(λ2, |m|vλ1)
)d
� µd

2 for i = 2, 3.

 (18.1.12)

Further,

|liw(z j)|w � 1 for w ∈ S \ {v}, i = 1, 2, 3, j = 1, 2. (18.1.13)

The construction of z1, z2 depends on the number θ ∈ K∗ chosen above. Let
z1 = (a1, b1), z2 = (a2, b2) and define

F0,θ(X,Y) := F0(a1X + a2Y, b1X + b2Y).

Thus, for w ∈ MK ,

F0,θ = a0

3∏
i=1

(
(a1 − αiwb1)X + (a2 − αiwb2)Y

)
.

By Lemma 18.1.9 there is a scalar multiple Fθ of F0,θ with Fθ ∈ OK[X,Y] and
H(Fθ) � Hhom(F0,θ). We show that homsepv(Fθ)1/d � H(Fθ))−2.

Put

miw := max
(
|a1 − αiwb1|w, |a2 − αiwb2|w

)
(w ∈ S , i = 1, 2, 3, j = 1, 2).

Then by Proposition 3.5.3 we have

|F0,θ|w � m1wm2wm3w for w ∈ S . (18.1.14)
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By (18.1.12) we have

m1v � |θ|
−1
v µd

1, miv � |θ|vµ
d
2 for i = 2, 3. (18.1.15)

Further, by (18.1.12) and (18.1.11),

|a1b2 − a2b1|v = | det(l1v, l2v)|−1
v |l1v(z1)l2v(z2) − l2v(z1)l1v(z2)|v

� (µ1µ2)d = (λ1λ2)d � 1,

and likewise

m1vm2v � (µ1µ2)d � 1, m1vm3v � 1.

Together with (18.1.14) this implies

homsepv(Fθ) = min
1≤i< j≤3

|a1b2 − a2b1|v|αiv − α jv|v

mivm jv

� (m2vm3v)−1 � (m2vm3v · m1vm2v · m1vm3v)−1 � |F0,θ|
−2
v .

The inequalities (18.1.13), (18.1.14) imply

|F0,θ|w � m1wm2wm3w � 1 for w ∈ S \ {v}. (18.1.16)

Further, since a1, a2, b1, b2 ∈ OS and f0 ∈ OK[X], we have |F0,θ|w ≤ 1 for
w ∈ MK \ S . Hence

homsepv(Fθ) �
( ∏

w∈MK

|F0,θ|w

)−2
= Hhom(F0,θ)−2d � H(Fθ)−2d,

which is what we were aiming at.
It remains to show that if θ runs through the elements of K with |θ|v > 1,

then Fθ runs through an infinite set of binary forms. Assume the contrary.
Then there are a binary form F ∈ OK[X,Y], and an infinite sequence {θk}

∞
k=1

of elements of K with |θk |v → ∞, such that the corresponding binary forms
Fθk are all equal to F. Let zk1 = (ak1, bk1), zk2 = (ak2, bk2) be the linearly
independent vectors from O2

S satisfying (18.1.12), (18.1.13) with θ = θk, and
let Uk :=

( ak1 ak2
bk1 bk2

)
. By construction, F0,θk = (F0)Uk and F = Fθk = µk(F0)Uk for

some µk ∈ K∗. Let α1, α2, α3 be the roots of f0 in some finite extension of K.
Then F splits into linear factors over this extension, say

F =

3∏
i=1

(βiX − γiY),

After taking a subsequence of the θk, we may assume that

(αi : 1) = 〈Uk〉(γi : βi) for i = 1, 2, 3,

where 〈Uk〉 is the projective transformation defined by Uk. But this implies
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that the projective transformations 〈Uk〉 are all the same, i.e., there is a matrix
U =

( a1 a2
b1 b2

)
such that for each k there is ρk ∈ K∗ with Uk = ρkU. Then

F0,θk = ρ3
k(F0)U for k = 1, 2, . . . .

In (18.1.15) we have

µ1 � λ1 � (λ1λ2)1/2 � 1.

So we have

|ρk |v max(|a1 − α1vb1|v, |a2b − α1vb2|v) � |θk |
−1
v → 0

as k → ∞. The second factor on the left-hand side is positive, since det U , 0.
Hence |ρk |v → 0 as k → ∞. On the other hand, by (18.1.16) we have for
w ∈ S \ {v}, that

|ρk |
3
w|(F0)U |w = |(F0,θk |w � 1,

while for w ∈ MK \ S we have the same inequality but with ≤ 1 instead of
� 1 since F0,θk has its coefficients in OS . Taking S ′ ⊇ S to be the finite set
of places w at which |(F0)U |w , 1, we obtain that |ρk |v → 0 as k → ∞, |ρk |w

remains bounded as k → ∞ for w ∈ S ′ \ {v}, while |ρk |w ≤ 1 for all k and all w
outside S ′. But then,

∏
w∈MK

|ρk |w → 0 as k → ∞, which is impossible by the
Product Formula. �

We now show that Theorem 18.1.5 becomes false if deg f0 = 3 and there is
v ∈ S such that f0 does not have a root from Kv \ K. In fact, we show that for
every separable cubic polynomial f ∈ OK[X] with no zero in Kv \ K, we have

sepv( f )1/d � H( f )−1, (18.1.17)

where here and below, constants implied by�,� depend on K and v only.
First assume that f has three distinct roots from K, say

f = a0(X − β1)(X − β2)(X − β3)

with β1, β2, β3 ∈ K. By Proposition 3.5.3 we have for w ∈ MK and any two
distinct indices i, j ∈ {1, 2, 3},

|βi − β j|w �

3∏
k=1

max(1, |βk |w) � |a0|
−1
w | f |w,

with ≤ instead of� if w is finite. Hence

|βi − β j|v ≥
|a0|v|βi − β j|v

| f |v
�

∏
w∈MK

|a0|w|βi − β j|w

| f |w

=
( ∏

w∈MK

| f |w
)−1

= Hhom( f )−d � H( f )−d.
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This implies sepv( f ) � H( f )−d.
Next, assume that f has one root from K, and two roots not belonging to Kv.

Then f = a0(X − β1) f1, where β1 ∈ K and f1 ∈ K[X] is irreducible over Kv.
Let β2v, β3v be the roots of f1 in Kv. We estimate from below |β2v − β3v|v and
|β1 − βiv|v for i = 2, 3. We have (β2v − β3v)2 = D( f1) ∈ K∗, and by Proposition
3.5.3

|a0|w|D( f1)|1/2w � |a0|w| f1|w max(1, |β1|w) � | f |w

for w ∈ MK , with ≤ instead of� if w is finite. Hence

|β2v − β3v|v = |D( f1)|1/2v ≥
|a0|v|D( f1)|1/2v

| f |v
�

∏
w∈MK

|a0|w|D( f1)|1/2w

| f |w

= Hhom( f )−d ≥ H( f )−d,

where in the one but last step we have applied the product formula. Since the
numbers β1−βiv (i = 2, 3) are conjugate over Kv, they have the same | · |v-value.
Hence

|β1 − βiv|v = |(β1 − β2v)(β1 − β3v)|1/2v = | f1(β1)|1/2v .

Further, by Proposition 3.5.3 we have for w ∈ MK ,

|a0|w| f1(β1)|1/2w � |a0|w| f1|1/2w max(1, |β1|w) � | f |w,

with ≤ instead of � if w is finite. Hence for i = 2, 3 we have, using again the
product formula,

|β1 − βiv|v = | f1(β1)|1/2v �
|a0|v| f1(β1)|1/2v

| f |v
�

∏
w∈MK

|a0|w| f1(β1)|1/2w

| f |w

� H( f )−d.

So also in this case, sepv( f ) � H( f )−d.
Finally, assume that f has no roots in Kv; then it is irreducible over Kv. Let

βiv (i = 1, 2, 3) be the roots of f in Kv. Then the numbers βiv−β jv (1 ≤ i < j ≤ 3)
are up to sign conjugate over Kv, hence they have the same |·|v-value. Therefore,

sepv( f ) = |a0|
−2/3
v |D( f )|1/6v .

Further, for w ∈ MK we have |D( f )|w � | f |4w, with ≤ instead of� if w is finite.
So in this case we even have

sepv( f ) ≥
|D( f )|1/6v

| f |2/3v

�
∏

w∈MK

|D( f )|1/6w

| f |2/3w

≥ H( f )−2d/3.
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18.1.4 Proof of Theorems 18.1.6 and 18.1.7

Let again K be a number field of degree of degree d. Recall that in (18.1.9) we
have defined the minimal v-adic root distance of a binary form F ∈ K[X,Y] of
degree n ≥ 2 with non-zero discriminant.

The following lemma is crucial.

Lemma 18.1.10 Let S be a finite set of places of K, containing all infinite
places. Let F, F∗ ∈ OS [X,Y] be two GL(2,OS )-equivalent binary forms of
degree n ≥ 4, of non-zero discriminant. Then(∏

v∈S

homsepv(F)
)1/d
≥ c(n, d)

NS (D(F))1/2d

H(F) · H(F∗)n−2 ,

where c(n, d) is an effectively computable positive number, depending only on
n and d.

Proof For v ∈ S , we choose a factorization over Kv of F,

F =

n∏
i=1

(αivX − βivY). (18.1.18)

We have F∗ = εFU , with U ∈ GL(2,OS ) and ε ∈ O∗S . Thus, for v ∈ S we have

F∗ = ε

n∏
i=1

(α∗ivX − β∗ivY), where (α∗iv,−β
∗
iv) = (αiv,−βiv)U. (18.1.19)

Note that η := det U ∈ O∗S . For v ∈ S , i, j = 1, . . . , n, we put

di jv := |αivβ jv − α jvβiv|v, fiv := max(|αiv|v, |βiv|v), f ∗iv := max(|α∗iv|v, |β
∗
iv|v).

For the moment we fix v ∈ S . Constants implied by the Vinogradov symbols
�, � used below are effectively computable and depend on n and d only.
Further, if v is finite, �, � should be read as ≤, ≥, respectively. It is obvious
that for any two distinct i, j ∈ {1, . . . , n} we have di jv � fiv f jv. On the other
hand,

di jv = |η|−1
v |α

∗
ivβ
∗
jv − α

∗
jvβ
∗
iv|v � |η|

−1
v f ∗iv f ∗jv.

Hence

di jv � min
(
fiv f jv, |η|

−1
v f ∗iv f ∗jv

)
for 1 ≤ i < j ≤ n.

We may assume that homsepv(F) = d12v/ f1v f2v. Then

homsepv(F) �
d12v

f1v f2v
·

∏
1≤i< j≤n

(i, j),(1,2)

di jv

min( fiv f jv, |η|−1
v f ∗iv f ∗jv)
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and together with
∏

1≤i< j≤n di jv = |D(F)|1/2v this implies

homsepv(F) � |D(F)|1/2v Λ−1
v , (18.1.20)

where

Λv := f1v f2v ·
∏

1≤i< j≤n
(i, j),(1,2)

min
(
fiv f jv, |η|

−1
v f ∗iv f ∗jv

)
.

We estimate Λv from above. First suppose that n is even. Then n ≥ 4. Let

I :=
{
(i, j) : 1 ≤ i < j ≤ n

}
\
{
(1, 2), (3, 4), . . . , (n − 1, n)

}
.

Then

Λv ≤ ( f1v f2v)( f3v f4v) · · · ( fn−1,v fnv)
∏

(i, j)∈I

(
|η|−1

v f ∗iv f ∗jv
)

=
( n∏

i=1

fiv
)( n∏

i=1

f ∗iv
)n−2
· |η|−n(n−2)/2

v .

Next, assume that n is odd. Then n ≥ 5. Let

I :=
{
(i, j) : 1 ≤ i < j ≤ n

}
\
{
(1, 2), (3, 4), . . . , (n − 4, n − 3),

(n − 2, n − 1), (n − 2, n), (n − 1, n)
}
.

Then we have

Λv ≤ ( f1v f2v)( f3v f4v) · · · ( fn−4,v fn−3,v) ×

×
∏

n−2≤i< j≤n

(
fiv f jv f ∗iv f ∗jv|η|

−1
v

)1/2
·
∏

(i, j)∈I

(
|η|−1

v f ∗iv f ∗jv
)

=
( n∏

i=1

fiv
)( n∏

i=1

f ∗iv
)n−2
· |η|−n(n−2)/2

v .

By Proposition 3.5.3, (18.1.18), (18.1.19) we have
n∏

i=1

fiv � |F|v,
n∏

i=1

f ∗iv � |ε
−1F∗|v.

We conclude that for all n ≥ 4,

Λv � |F|v|F∗|n−2
v |ζ |v, with ζ := ε2−nη−n(n−2)/2 ∈ O∗S .

By inserting this into (18.1.20), we obtain

homsepv(F) �
|D(F)|1/2v

|F|v|F∗|n−2
v |ζ |v

.

This holds for all v ∈ S . Recall that the constant implied by � is effectively
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computable and depends on n, d if v is infinite, while it has to be understood as
≥ if v is finite.

We take the product over all v ∈ S . Using∏
v∈S

|F|v ≤
∏

v∈MK

max(1, |F|v) = H(F)d,
∏
v∈S

|F∗|v ≤ H(F∗)d,

∏
v∈S

|D(F)|v = NS (D(F)),
∏
v∈S

|ζ |v = 1 (since ζ ∈ O∗S ),

and then taking d-th roots, we arrive at(∏
v∈S

homsepv(F)
)1/d
≥ c(n, d)

NS (D(F))1/2d

H(F) · H(F∗)n−2 ,

with an effectively computable number c(n, d) > 0 depending on n, d, as re-
quired. �

Proof of Theorem 18.1.6 Let f ∈ OK[X] be a separable polynomial of de-
gree n ≥ 4. Let F := Yn f (X/Y). Choose a binary form F∗ in the GL(2,OS )-
equivalence class of F of minimal height. Then by Theorem 15.1.2 we have

NS (D(F))1/d � H(F∗)n/21,

where here and below the constants implied by � depend on K, S , n and the
splitting G of F. These constants are not effectively computable.

It is easy to see that for v ∈ MK we have

homsepv(F) ≤ 2s(v) min(1, sepv( f )),

where in the usual manner we have put s(v) = 1 if v is real, s(v) = 2 if v is
complex and s(v) = 0 if v is finite. Together with Lemma 18.1.10 and H(F∗) ≤
H(F), this implies(∏

v∈S

min(1, sepv( f ))
)1/d
≥ 1

2

(∏
v∈S

homsepv(F)
)1/d

� H(F)−1H(F∗)(n/42)−(n−2) � H( f )1−n+n/42.

This proves Theorem 18.1.6. �

Proof of Theorem 18.1.7 Let f , F, F∗ be as in the proof of Theorem 18.1.6.
Theorem 14.2.1 gives us

NS (D(F))1/d � (log 3H(F∗))1/(5n−3),

where here and below the constants implied by � are effectively computable
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and depend on K, S , n only. Then a similar computation as in the proof of
Theorem 18.1.6 leads to(∏

v∈S

min(1, sepv( f ))
)1/d
� H( f )1−n(log 3H( f ))1/(10n−6).

This proves Theorem 18.1.7. �

18.1.5 Notes
• In the literature there are various results that that give good upper bounds for the
minimal root distance of polynomials in terms of their heights. We give a brief overview.
Constants implied by�,� depend on n only.

It was proved in [Beresnevich, Bernik and Götze (2010)] that for every n ≥ 4 and
every sufficiently large Q, there are � Q(n+1)/3 irreducible polynomials f ∈ Z[X] of
degree n with

H( f ) ≤ Q, sep( f ) � H( f )−(n+1)/3.

Improving on the earlier work [Bugeaud and Mignotte (2004, 2010)], in [Bugeaud and
Dujella (2011)] the authors constructed for every integer n ≥ 4 an infinite parametrized
class of irreducible polynomials f ∈ Z[X] of degree n with the property that

sep( f ) � H( f )−(n/2)−(n−2)/4(n−1).

In their more recent paper [Bugeaud and Dujella (2014)] they constructed for every
n ≥ 4 an infinite parametrized class of reducible separable polynomials f ∈ Z[X] of
degree n such that

sep( f ) � H( f )−(2n−1)/3.

The results of Bugeaud and Dujella imply that the quantity a(n) in Conjecture 18.1.4
should be ≤ (n − 2)/3. In [Dujella and Pejković (2011)] the authors proved that for
quartic monic irreducible polynomials f ∈ Z[X] one has sep( f ) � H( f )−2, and this
result is best possible in terms of H( f ).

• Bugeaud and Mignotte [Bugeaud and Mignotte (2004)] and Evertse [Evertse (2004)]
considered the quantity

sepk( f ) := min
I

∏
{i, j}⊂I

|αi − α j|

for polynomials f ∈ Z[X] of degree n, where as before α1, . . . , αn are the zeros of f ,
the minimum is taken over all k-element subsets I of {1, . . . , n}, and the product over
all 2-element subsets of I. Bugeaud and Mignotte gave examples of polynomials f for
which sepk( f ) is very small, while Evertse obtained an analogue of Theorem 18.1.2 for
sepk( f ).

• In his PhD-thesis [Zhuang (2015)], Zhuang proved the following function field ana-
logue of Conjecture 18.1.4. Let k be an algebraically closed field of characteristic 0
and A := k[t], K := k(t) the ring of polynomials, resp. field of rational functions in
the variable t. Define an absolute value on K by |a/b|∞ := edeg a−deg b for a, b ∈ A with
ab , 0 and |0|∞ := 0, and extend this to the algebraic closure of the completion of K
with respect to | · |∞, i.e., k((t−1)). Let f ∈ A[X] be a separable polynomial of degree
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n ≥ 4 in X. Define H( f ) := max deg p, where the maximum is taken over the coeffi-
cients p ∈ A of f . Further, let sep( f ) := min1≤i< j≤n |αi − α j|∞, where α1, . . . , αn are the
distinct zeros of f in k((t−1)). Then

sep( f ) ≥ C(n)H( f )1−n+n/(40n+2), where C(n) = exp
(
−

(n − 1)(n + 6)
21

)
.

18.2 An effective proof of Shafarevich’ conjecture for
hyperelliptic curves

Shafarevich’ conjecture [Shafarevich (1963)] asserts that for a number field
K, finite set S of places of K containing all infinite ones, and integer g ≥ 2,
there are only finitely many K-isomorphism classes of (smooth, projective, ge-
ometrically connected) curves of genus g over K with good reduction outside
S . Shafarevich proved an analogue of this conjecture for elliptic curves over
K, these are curves of genus 1 over K with a K-rational point, see [Silverman
(2009), chap. 1, §6] for a proof. Parshin [Parshin (1972)] proved Shafarevich’
conjecture for curves of genus 2, and Oort [Oort (1974)] did so for hyperel-
liptic curves of arbitrary genus ≥ 2. Parshin [Parshin (1968)] pointed out that
Shafarevich’ conjecture implies Mordell’s conjecture, which asserts that there
are only finitely many K- rational points on a curve over K of genus g ≥ 2.
Later, with his celebrated theorem Faltings [Faltings (1983)] confirmed the full
Shafarevich conjecture and thus, Mordell’s conjecture. Faltings’ proof is inef-
fective.

Effective versions of Shafarevich’ conjecture for elliptic curves over K were
established in [Coates (1969/1970)] and [Fuchs, von Känel and Wüstholz (2011)].
Recently, these results were generalized in [von Känel (2011, 2014a)] to hy-
perelliptic curves with effectively computable and partly explicit bounds for
the heights of representatives from the isomorphism classes. In his proof, von
Känel combines among other things the results from Evertse and Győry [Ev-
ertse and Győry (1991a)] with results on Weierstrass models of hyperelliptic
curves obtained in [Lockhart (1994)] and [Liu (1996)].

In this part of Chapter 18 we present an improved and completely explicit
version of von Känel’s theorem. We follow von Känel’s proof, but in place
of the result of [Evertse and Győry (1991a)] we apply the corresponding im-
proved and explicit variants from Chapters 8 and 14.

18.2.1 Definitions

In this subsection we introduce some definitions to state the results in the
next subsection. For further details, we refer to [von Känel (2011, 2014a)],
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[Lockhart (1994)], [Liu (1996)], [Hindry and Silverman (2000)] and [Silver-
man (2009)].

Let K be a number field and g ≥ 1 an integer. A hyperelliptic curve C over K
of genus g is a smooth projective and geometrically connected curve of genus
g such that there is a finite morphism C → P1

K of degree 2, where P1
K denotes

the projective line over K.
Let A be an integral domain with quotient field K. Then the function field

K(C ) of C takes the form K(C ) = K(X)[Y], where

Y2 + f2(X)Y = f1(X), with f1(X), f2(X) ∈ A[X],
2g + 1 ≤ max

(
2 deg f2(X), deg f1(X)

)
≤ 2g + 2.

}
(18.2.1)

We call (18.2.1) a hyperelliptic equation of C over A. Define f := f1 + f 2
2 /4.

Then the discriminant of this equation is defined by

∆ = ∆( f1, f2) =

{
24gD( f ) if deg f = 2g + 2,
24ga2

0D( f ) otherwise,
(18.2.2)

where D( f ) is the discriminant of f and, in case that deg f < 2g + 2, a0 is
the coefficient of X2g+1 of f (which a priori might be 0). In fact, ∆( f1, f2) is
a polynomial with rational integral coefficients in terms of the coefficients of
f1, f2; therefore, ∆ ∈ A. If in particular, 1

2 ∈ A, then 1
2 f2(X) ∈ A and (18.2.1)

gives

Y2
0 = f (X), f ∈ A[X], (18.2.3)

where Y0 = Y + 1
2 f2(X). Hence, in this case we may assume that in (18.2.1)

f2(X) = 0.
We define the discriminant ideal of the hyperelliptic curve C . Let p be a

prime ideal of OK and let Ap = {x ∈ K : ordp(x) ≥ 0} be its local ring.
Define δp to be the minimum of the quantities ordp(∆( f1, f2)), taken over all
hyperelliptic equations (18.2.1) of C over Ap. Then the minimal discriminant
of C is given by

d(C ) :=
∏
p

p
δp , (18.2.4)

where the product is taken over all prime ideals of OK . This is an ideal of OK .
We say that C has good reduction at p if δp = 0, in other words, if it has a
hyperelliptic equation of the shape (18.2.1) over Ap with ordp(∆( f1, f2)) = 0.
In this case, the reduction of (18.2.1) modulo p defines a smooth curve over
OK/p. Let S be a finite set of places of K, containing all infinite places. We say
that C has good reduction outside S if it has good reduction at all prime ideals
of OK not corresponding to a finite place in S .
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18.2.2 Results

Let K be an algebraic number field of degree d with ring of integers OK and
discriminant DK , S a finite set of places of K containing all infinite places, OS

the ring of S -integers in K, and hS the class number of OS . We remark that hS

is a divisor of hK , the class number of K. We denote by s the number of finite
places in S , and by p1, . . . , ps the corresponding prime ideals of OK . For s > 0,
let

PS := max
i

NK(pi), QS :=
s∏

i=1

NK(pi),

while for s = 0 we put PS = QS := 1. Let

ρS := log2 hS and σ := s + ρS + 2.

Further, let g ≥ 1 be an integer, and put

ν1 = 5d(2g + 1)(2g)(2g − 1) and ν2 = (2g + 2)ν1.

Recall that the (inhomogeneous) height of a polynomial F(X) = a0Xn+a1Xn−1+

· · · + an ∈ K[X] is defined by

H(F) :=
( ∏

v∈MK

max(1, |a0|v, . . . , |an|v

)1/d
.

We notice that H(ai) ≤ H(F) for i = 0, . . . , n. In the proof we shall work with
the logarithmic height h(F) := log H(F) of F; see Section 3.5.

In what follows, we assume that K and S are given effectively in the sense
defined in Subsection 3.7.1. The following theorem is an improved and com-
pletely explicit version of the main result of [von Känel (2014a)].

Theorem 18.2.1 There is an effectively computable finite set of places T of
K containing S such that if C is a hyperelliptic curve over K of genus g with
good reduction outside S , then C has a hyperelliptic equation

Y2 = F(X), F ∈ OK[X]

with discriminant ∆ ∈ O∗T , and with the following additional properties:

(i) if C has a K-rational Weierstrass point, then F is monic and separable of
degree 2g + 1 and

H(F) ≤ exp
{
(10ν1σ)5dν1σ

(
QS |DK |

(ρS /2+1)
)ν1

}
, (18.2.5)

(ii) if C has no K-rational Weierstrass point, then F is separable of degree
2g + 2 and

H(F) ≤ exp
{
(7ν2σ)4dν2σ

(
QS |DK |

(ρS +1)/3
)ν2

}
. (18.2.6)
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As will be seen from the proof, for K = Q we can take T = S ∪ {2}.
The bound occurring in (18.2.5) is comparable with that of [von Känel

(2014a)] which has been deduced directly from Theorem 1 of [Győry and Yu
(2006)], that is from Theorem 4.1.1. The estimate (18.2.6) is an improved and
explicit version of the estimate of [von Känel (2014a)].

Theorem 18.2.1 holds for all elliptic curves and all smooth projective and
geometrically connected genus 2 curves over K, since they are hyperelliptic.
It generalizes the results of [Coates (1969/1970)] and [Fuchs, von Känel and
Wüstholz (2011)] on elliptic curves and arbitrary hyperelliptic curves over K.

As a consequence of his version of Theorem 18.2.1, von Känel [von Känel
(2011, 2014a)] deduced the following effective version of Shafarevich’ conjec-
ture in the special case of hyperelliptic curves. For notions such as ‘effectively
given/computable’ we refer to Section 3.7.

Corollary 18.2.2 There are only finitely many K-isomorphism classes of hy-
perelliptic curves of genus g ≥ 1 over K with good reduction outside S , and
if K, S are effectively given, then all these classes can be, at least in principle,
effectively determined.

We note that Merriman and Smart [Merriman and Smart (1993b)], [Smart
(1997)], using the results from [Evertse and Győry (1991a)], determined all
genus 2 curves over Q with good reduction outside {2}.

The following corollary gives an upper bound for the absolute norm of the
minimal discriminant d(C ) of an hyperelliptic curve C (see (18.2.4)) in terms
of the genus g of C , the degree d and discriminant DK of K, and the prime
ideals dividing d(C ).

Corollary 18.2.3 Let C be a hyperelliptic curve of genus g defined over a
number field K. Let S be the set of places of K consisting of the infinite places
and of the finite places corresponding to the prime ideals dividing d(C ). Then

NK(d(C )) ≤ exp
(
c1Qc2

S
)
,

where c1, c2 are effectively computable and depend on g, d and DK only.

In terms of QS this is a sharpening of Theorem 3.1 of [von Känel (2013)]
where a similar result was obtained but with an upper bound exp exp

(
c(log QS )6)

with a completely explicit expression for c in terms of g, d and DK . In the same
paper, in analogy to Szpiro’s discriminant conjecture for elliptic curves, von
Känel poses the conjecture that NK(d(C )) ≤ c3Qc4

S with c3, c4 depending only
on g, d and DK .
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18.2.3 Preliminaries

In the proof of Theorem 18.2.1 we shall use Theorems 8.2.3 and 14.2.2 from
Chapters 8 and 14, respectively. Besides, some further preliminary results will
also be needed.

Keeping the above notation, let again K, S , s, P, Q and ρS be as in the
previous subsection. For any finite set of places T of K containing all infinite
places, let t, PT and QT denote the parameters defined similarly as s, PS and
QS . For proofs of the next two lemmas we refer to [von Känel (2011, 2014a)].

Lemma 18.2.4 There is a finite set of places T ⊇ S of K such that t ≤ s +ρS ,
PT ≤ max

(
Pd

S , |DK |
d/2

)
, QT ≤ QS |DK |

ρS /2 and such that OT is a principal
ideal domain.

Lemma 18.2.5 Suppose T ⊇ S and OT is a principal ideal domain with
2 ∈ O∗T . Let C be a hyperelliptic curve over K of genus g with good reduction
outside S . There is a hyperelliptic equation

Y2 = f (X), f (X) ∈ OT [X]

of C with discriminant ∆ ∈ O∗T such that

(i) if C has a K-rational Weierstrass point, then f is monic, separable and of
degree 2g + 1,

(ii) if C has no K-rational Weierstrass point, then f is separable and of degree
2g + 2.

18.2.4 Proofs

Proof of Theorem 18.2.1 Let C be a hyperelliptic curve of genus g defined
over K with good reduction outside S . Further, let s, PS , QS , ρS , σ and ν1,
ν2 be as in Subsection 18.2.2. For any finite set of places T of K, we denote
by t, PT and QT the quantities corresponding to s, PS and QS . By Lemma
18.2.4 there exists a finite set of places T ⊇ S of K such that t ≤ s + ρS ,
PT ≤ max

(
Pd

S , |DK |
d/2

)
, QT ≤ QS |DK |

ρs/2 and that OT is a principal ideal do-
main. By assumption K and S are effectively given. Hence DK , ρS and QS can
be determined effectively by means of the algorithms from Subsection 3.7.1.
Thus all rational prime divisors p of 2QT can be determined. Consider now
all prime ideals in OK lying above the prime divisors p of 2QT . These prime
ideals and hence the set of the corresponding finite places can be effectively de-
termined. For simplicity, we denote by T this finite set of places. Then OT , the
ring of T -integers remains a principal ideal domain, and each prime p under
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consideration is contained in O∗T . Further, we have

t ≤ d(s + ρS + 1), PT ≤ max
(
2d, Pd

S , |DK |
d/2

)
(18.2.7)

and

QT ≤
(
2QS |DK |

ρS /2
)d
. (18.2.8)

First consider the case where C has a K-rational Weierstrass point. Then by
Lemma 18.2.5, C has a hyperelliptic equation

Z2 = f (W) (18.2.9)

in the variables W,Z with discriminant ∆ ∈ O∗T , where f ∈ OT [W] is a monic
polynomial of degree n := 2g + 1 and, in view of (18.2.2), its discriminant
satisfies D( f ) ∈ O∗T . We note that g ≥ 1 implies n ≥ 3. It follows now from
Theorem 8.2.3 that there are ε ∈ O∗T , a ∈ OT and a monic polynomial f ∗ in
OT [W] such that

f (W) = εn f ∗
(
ε−1W + a

)
, (18.2.10)

D( f ∗) = ε(n−1)(n−2)D( f ) ∈ O∗T , and

h( f ∗) ≤ C1Pn3+1
T (QT |DK |)n(3n−1) =: C2, (18.2.11)

where n3 = n(n − 1)(n − 2) and C1 = n3n2dt(10n3(d + t))16n2(d+t).
In view of Proposition 3.6.3 there are ε1, ε2 ∈ O∗T such that ε = ε1ε

2
2 with

h(ε1) ≤ 2
(
cRK +

hK

d
log QT

)
=: C3, (18.2.12)

where RK denotes the regulator of K and c = 29e(d + 1)!. Then putting

Z1 :=
Z
εn

2
and W1 :=

W + εa
ε2

2

,

we arrive at a hyperelliptic equation

Z2
1 = f1(W1), (18.2.13)

where

f1(W1) := εn
1 f ∗(W1/ε1) ∈ OT [W1]

is monic of degree n with discriminant D( f1) = ε(n−1)(n−2)
1 D( f ∗) ∈ O∗T . So

by (18.2.2), the discriminant of (18.2.13) is a T -unit. The curve defined by
(18.2.13) is clearly birationally equivalent to the one given by (18.2.9), that is,
(18.2.13) is another hyperelliptic equation of C .

We give now an upper bound for h( f1). Denote by α∗1, . . . , α
∗
n the zeros of f ∗.
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Then ε1α
∗
1, . . . , ε1α

∗
n are the zeros of f1. Using (18.2.11), (18.2.12), Corollary

3.5.5 and (3.1.8), we get

h( f1) ≤
n∑

i=1

h(ε1α
∗
i ) + n log 2 ≤ nh(ε1) +

n∑
i=1

h(α∗i ) + n log 2

≤ nC3 + h( f ∗) + 2n log 2

≤ nC3 + C2 + 2n log 2 ≤ 2C2. (18.2.14)

In the next step we modify (18.2.13) to get a hyperelliptic equation of C

over K with the desired properties. Let a be a coefficient of f1. We recall that
for a finite place v of K, |a|v is defined as NK(p)−ordp(a), where p is the prime
ideal of OK that corresponds to v and ordp(a) is the exponent of p in the prime
ideal decomposition of the ideal (a). Taking the product over the finite places
v of K, we infer that

δ(a) :=
∏

max(1, |a|v) (18.2.15)

is a positive integer not exceeding H(a)d which is at most H( f1)d. Further, by
[Fuchs, von Känel and Wüstholz (2011), Lemma 4.2], δ(a)·a ∈ OK holds. Each
rational prime dividing QT is invertible in OT . Since f1 has its coefficients in
OT , it follows that δ(a) ∈ O∗T . This implies that

κ :=
∏

δ(a) ∈ O∗T , (18.2.16)

where the product is taken over the coefficients a of f1.
Writing

Y
κn = Z1,

X
κ2 = W1,

we get the hyperelliptic equation

Y2 = F(X) (18.2.17)

of C with discriminant contained in O∗T , where

F(X) := κ2n f1(X/κ2)

is a monic separable polynomial of degree n with coefficients in OK .
We now give an upper bound for h(F). In view of (18.2.15) and (18.2.16)

we get h(κ) ≤ ndh( f1), and hence using again Corollary 3.5.5,

h(F) ≤ 2nh(κ) + h( f1) + 2n log 2 ≤ (2dn2 + 1)h( f1) ≤ 5dn2C2.

On replacing n by 2g + 1 and t, PT and QT by the upper bounds given in
(18.2.7) and (18.2.8) and simplifying the upper bound so obtained for h(F),
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we conclude that the hyperelliptic equation defined by (18.2.17) satisfies the
requested properties. Thus the proof of Theorem 18.2.1 (i) is completed.

Consider now the case when C has no K-rational Weierstrass point. By
Lemma 18.2.5 (ii), C has a hyperelliptic equation Z2 = f (W) with discrim-
inant ∆ ∈ O∗T , where f ∈ OT [W] is a polynomial of degree n := 2g + 2.
Further, in view of (18.2.2) we have D( f ) ∈ O∗T . By assumption g ≥ 1, hence
n ≥ 4. Now Theorem 14.2.2 implies that there are ε ∈ O∗T , a, b, c, d in OT with
ad − bc ∈ O∗T and a polynomial f ∗ ∈ OT [W] such that

f (W) = ε(cW + d)n f ∗((aW + b)/(cW + d))

and

h( f ∗) ≤ C4Pn4+1
T (QT |DK |)n(5n−3) =: C5, (18.2.18)

where n4 = n(n − 1)(n − 2)(n − 3) and

C4 = 2n5n2dt(12n3(d + t))25n2(d+t).

As was seen above, there are ε1, ε2 ∈ O∗T such that ε = ε1ε
2
2 and h(ε1) ≤ C3

with the above C3. Now let

W1 = (aW + b)/(cW + d), Z1 = Z/ε2(cW + d)n/2

and f1 = ε1 f ∗. Then

Z2
1 = f1(W1)

which gives another hyperelliptic equation for C . Here, f1 is a polynomial of
degree n with discriminant D( f1) = ε2n−2

1 (ad − bc)−n(n−1)D( f ) ∈ O∗T , and so
by (18.2.2), the associated hyperelliptic equation has discriminant in O∗T . By
(3.5.6) and (3.1.8), we get

h( f1) ≤ h(ε1) + h( f ∗) ≤ C3 + C5 ≤ 2C5.

Using the arguments from the proof of part (i), we infer that there is a κ ∈ OK∩

O∗T such that κa ∈ OK for each coefficient a of f1 and that h(κ) ≤ (n + 1)dh( f1).
Then

F(X) := κn+2 f1(X/κ)

is a polynomial in OK[X] with degree n and discriminant contained in O∗T .
Further, using (3.5.5), we can see that

h(F) ≤ (n+1)(n+4)
2 h(κ) + (n + 1)h( f1) ≤ (n + 1)3dh( f1) ≤ 2(n + 1)3dC5.

Putting

W1 = X/κ, Z1 = Y/κg+2,
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we get again a hyperelliptic equation Y2 = F(X) of C with the properties
desired. �

Proof of Corollary 18.2.2 By Theorem 18.2.1 there is an explicit constant
C = C(K, S , g) such that any hyperelliptic curve C over K of genus g with
good reduction outside S provides a separable polynomial F ∈ OK[X] of de-
gree at most 2g + 2 with height not exceeding C.

By Theorem 3.5.2 there are only finitely many polynomials in OK[X] which
are either of degree 2g + 2, or monic and of degree 2g + 1, and have height
at most equal to the explicit upper bound given in Theorem 18.2.1. For each
of these polynomials, it can be decided effectively whether their discriminant
belongs to O∗T . Let F be such a polynomial. We have to check whether the
hyperelliptic curve C defined by Y2 = F(X) has good reduction at v for every
place v outside S . This is automatic for v < T since D(F) ∈ O∗T . For the re-
maining finitely many places v ∈ T \ S , we may apply a general algorithm to
compute the regular minimal model of C and check whether this is smooth;
see for instance [Serra (2013)].

It remains to check whether two given hyperelliptic equations Y2 = F(X),
Z2 = F′(W) define K-isomorphic hyperelliptic curves, where either both F, F′

are monic and have degree 2g + 1, or both F, F′ have degree 2g + 2. In the
former case, by, e.g., [Lockhart (1994), Prop. 1.2], we have to check whether
F′(X) = µ−2(2g+1)F(µ2X + b) for some µ ∈ K∗, b ∈ K. If there are such µ, b,
then x 7→ µ2x + b maps the zeros of F′ to the zeros of F. Since 2g + 1 ≥ 3, this
implies that µ2, b can be expressed as rational functions in the zeros of F, F′,
hence the heights of µ, b are effectively bounded in terms of F, F′. This leaves
only finitely many possibilities for µ, b to try.

In the latter case, by, e.g., [Liu (1996), p. 4581] we have to check whether
there are a, b, c, d, λ ∈ K with λ(ad − bc) , 0 and

F′(X) = λ2(cX + d)2g+2F((aX + b)/(cX + d)). (18.2.19)

There is no loss of generality to assume that one of a, b, c, d is 1. If there are
such a, b, c, d, λ, then x 7→ (ax + b)/(cx + d) maps the zeros of F′ to the zeros
of F. Since both F,G have degree 2g + 2 > 3, this implies that a, b, c, d can
be expressed as rational functions in terms of the zeros of F, F′, hence their
heights are effectively bounded in terms of F, F′. Then leaves only finitely
many possibilities for a, b, c, d and for each of them one has to check whether
there is λ ∈ K∗ with (18.2.19). This completes our proof. �

Proof of Corollary 18.2.3 Take for S the set consisting of all infinite places
of K and the finite places corresponding to the prime ideals dividing d(C ).
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Then C has good reduction outside S . Let F be as in Theorem 18.2.1. Then
clearly, ordp(d(C )) ≤ ordp(D(F)) for all prime ideals p of OK . Hence

NK(d(C )) ≤ NK(D(F)) ≤ C6H(F)C7 ,

where C6,C7 and C8,C9 below are effectively computable and depend only
on g, d = [K : Q] and DK . Note that by (3.1.8) we can estimate the class
number of K hence ρS effectively from above in terms of d and DK . Together
with the elementary inequality s ≤ C8 log QS / log log QS this implies that σ ≤
C9 log QS / log log QS . By inserting this into (18.2.5) and (18.2.6) and using
again (3.1.8), our corollary easily follows. �

18.2.5 Notes
Effective versions of Shafarevich’ conjecture have been proved for a couple of other
classes of curves and varieties, e.g., in [de Jong and Rémond (2011)], where curves that
are cyclic covers of degree a prime p over P1 are considered, and in [Javanpeykar and
Loughran (2015)], which deals with reduction of algebraic groups and flag varieties.
Levin [Levin (2012)] showed that if one could effectively determine the K-isomorphism
classes of all hyperelliptic curves C of given genus g over a number field K whose
Jacobian has good reduction outside a given finite set of places S , then one could give
an effective finiteness proof of Siegel’s Theorem for hyperelliptic curves, i.e., one could
effectively determine the OS -integral points on such curves.

For further results related to [von Känel (2011, 2013, 2014a)], we refer to [Javan-
peykar (2013)], [Javanpeykar and von Känel (2014)] and [von Känel (2014b)].
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S. Akiyama, T. Borbély, H. Brunotte, A. Pethő and J.M. Thuswaldner (2005), Generalized radix
representations and dynamical systems I, Acta Math. Hungar. 108, 207–238.

S. Akizuki and K. Ota (2013), On power bases for rings of integers of relative Galois extensions,
Bull. London Math. Soc. 45, 447–452

F. Amoroso and E. Viada (2009), Small points on subvarieties of a torus, Duke Math. J. 150,
407–442.

G. Archinard (1974), Extensions cubiques cycliques de Q dont l’anneau des entiers est monogène,
Enseign. Math. 20, 179–203.

E. Artin (1950), Questions de la base minimal dans la théorie des nombres algébriques, Colloques
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C. Fuchs, R. von Känel and G. Wüstholz (2011), An effective Shafarevich theorem for elliptic
curves, Acta Arith. 148, 189–203.

T. Funakura (1984), On integral bases of pure quartic fields, Math. J. Okayama Univ. 26, 27–41.

I. Gaál (1986), Inhomogeneous discriminant form and index form equations and their applications,
Publ. Math. Debrecen 33, 1–12.

I. Gaál (1988), Integral elements with given discriminant over function fields, Acta. Math. Hung.
52, 133–146.

I. Gaál (2001), Power integral bases in cubic relative extensions, Experimental Math. 10, 133–139.

I. Gaál (2002), Diophantine equations and power integral bases, Birkhäuser.
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V. Grünwald (1885), Intorno all’aritmetica dei sistemi numerici a base negativa con partico-
lare riguardo al sistema numerico a base negativo-decimale per lo studio delle sue analogie
coll’aritmetica ordinaria (decimale), Giornale di Matematiche di Battaglini, 23, 203–221, 367.
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K. Győry (1973), Sur les polynômes à coefficients entiers et de discriminant donné, Acta Arith.
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K. Győry (1980c), On certain graphs composed of algebraic integers of a number field and their
applications I, Publ. Math. Debrecen 27, 229-242.
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E. Landau (1918), Verallgemeinerung eines Pólyaschen Satzes auf algebraische Zahlkörper, Nachr.
Ges. Wiss. Göttingen, 478–488.
S. Lang (1960), Integral points on curves, Inst. Hautes Études Sci. Publ. Math. 6, 27–43.
S. Lang (1970), Algebraic Number Theory, Addison-Wesley.
H.W. Lenstra Jr. (2001), Topics in Algebra, Lecture notes. Online available at
http://websites.math.leidenuniv.nl/algebra/topics.pdf

A.K. Lenstra, H.W. Lenstra Jr. and L. Lovász (1982), Factoring polynomials with rational coeffi-
cients, Math. Ann. 261, 515–534.

R. Lercier and C. Ritzenthaler (2012), Hyperelliptic curves and their invariants: geometric,
arithmetic and algorithmic aspects, J. Algebra 372, 595–636.
A. Levin (2012), Siegel’s theorem and the Shafarevich conjecture, J. Théor. Nombres Bordeaux
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Q. Liu (1996), Modèles entiers des courbes hyperelliptiques sur un corps de valuation discrète,
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quadratique, Archiv der Math. 64, 216–229.
J.L. Thunder (1995), On Thue ineqalities and a conjecture of Schmidt, J. Number Theory 52,
319–328.
J.L. Thunder and J. Wolfskill (1996), Algebraic integers of small discriminant, Acta Arith. 75,
375–382.
L.A. Trelina (1977a), On algebraic integers with discriminants having fixed prime divisors, Mat.
Zametki 21, 289–296 (Russian).
L.A. Trelina (1977b), On the greatest prime factor of an index form, Dokl. Akad. Nauk BSSR 21,
975–976 (Russian).
L.A. Trelina (1985), Representation of powers by polynomials in algebraic number fields, Dokl.
Akad. Nauk BSSR, 29, 5–8 (Russian).
N. Tzanakis and B.M.M. de Weger (1989), On the practical solution of the Thue equation, J.
Number Theory 31, 99–132.
J.D. Vaaler (2014), Heights on groups and small multiplicative dependencies, Trans. Amer. Math.
Soc. 366, 3295–3323.
J.F. Voloch (1998), The equation ax + by = 1 in characteristic p, J. Number Theory 73, 195–200.
B.L. van der Waerden (1930), Moderne Algebra I (1st ed.), Julius Springer.
M. Waldschmidt (2000), Diophantine approximation on linear algebraic groups, Springer Verlag.
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Glossary of frequently used notation

General notation

|A | cardinality of a set A

log∗ x max(1, log x), log∗ 0 := 1.
log∗n x log∗ iterated n times applied to x
�, � Vinogradov symbols; A(x) � B(x) or B(x) � A(x) means that

there is a constant c > 0 such that A(x) ≤ cB(x) for all x in
the specified domain. The constant c may depend on certain
specified parameters independent of x

Z>0, Z≥0 positive integers, non-negative integers
Q, R, C rational numbers, real numbers, complex numbers
D( f ), D(F) discriminant of a polynomial f (X), binary form F(X,Y)
R( f , g), R(F,G) resultant of polynomials f (X), g(X), binary forms

F(X,Y),G(X,Y).
FU FU (X,Y) := F(aX + bY, cX + dY) for a binary form F and a

matrix U =
( a b

c d
)

K algebraic closure of a field K
A, A+, A∗ ring (always commutative with 1), additive group of A, group

of units of A
A[X1, . . . , Xn] ring of polynomials in n variables with coefficients in A
A[α1, . . . , αn] A-algebra generated by α1, . . . , αn

GL(n, A), SL(n, A) multiplicative group of n × n-matrices with entries in A and
determinant in A∗, resp. determinant 1

NS(n, A) semigroup of n × n-matrices with entries in A and non-zero
determinant (if A is an integral domain)

v, Av, pv, kv discrete valuation on a field (always with value group Z), local
ring, maximal ideal, residue class field of v

e(V |v), f (V |v) ramification index, residue class degree of a discrete valuation
V above a discrete valuation v
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Finite étale algebras over fields

Ω/K finite étale algebra over a field K, i.e., a direct product L1 ×

· · · × Lq of finite separable field extensions of K
[Ω : K] dimK Ω

XΩ/K;α characteristic polynomial of α ∈ Ω over K
TrΩ/K(α), NΩ/K(α) trace, norm of α ∈ Ω over K
DΩ/K(ω1, . . . , ωn) discriminant of a K-basis {ω1, . . . , ωn} of Ω

x 7→ x(i) non-trivial K-algebra homomorphisms Ω→ K
P1(Ω) projective line over Ω

AΩ integral closure of an integral domain A with quotient field K
in a finite étale K-algebra Ω

OΩ integral closure of Z in a finite étale Q-algebra Ω

O A-order of Ω, i.e., a subring of AΩ containing A and generating
Ω as a K-vector space

Dedekind domains

P(A) collection of minimal non-zero prime ideals of the Dedekind
domain A

I(A), P(A), Cl(A) group of fractional ideals, subgroup of principal fractional ide-
als, class group of A

p, a non-zero prime ideal, fractional ideal of A
ordp(a) exponent of p in the unique prime ideal factorization of a
ordp(α) exponent of p in the unique prime ideal factorization of (α) for

α in the quotient field of A, ordp(0) := ∞.
S −1A localization of A away from a multiplicative set S

Ap localization of A at a prime ideal p
AL integral closure of A in a finite extension L of K, where K is

the quotient field of A
P|p prime ideal P of AL dividing the prime ideal p of A
e(P|p), f (P|p) ramification index, residue class degree of P over p
NAL/A norm map from I(AL) to I(A)
dM /A discriminant ideal of an A-lattice M over A
DM discriminant of a Z-lattice M

[M1 : M2]A index ideal of an A-lattice M2 in an A-lattice M1

[M1 : M2] index of a Z-lattice M2 in a Z-lattice M1

IO(α) index ideal of A[α] in an A-order O
IO(α) index of Z[α] in a Z-order O
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Algebraic number fields

ordp(a) exponent of a prime number p in the unique prime factoriza-
tion of a ∈ Q, ordp(0) = ∞

|a|p p−ordp(a), p-adic absolute value of a ∈ Q
|a|∞ max(a,−a), ordinary absolute value of a ∈ Q
Qp p-adic completion of Q, Q∞ = R

MQ {∞} ∪ {primes}, set of places of Q
OK , DK , hK , RK ring of integers, discriminant, class number, regulator of a

number field K
NK(a) absolute norm of a fractional ideal a of OK

MK set of places of a number field K
M∞

K set of infinite (archimedean) places of K
M0

K set of finite (non-archimedean) places of K
| · |v (v ∈ MK) normalized absolute values of K, satisfying the product for-

mula, with |α|v := NK(p)−ordp(α) if α ∈ K and p is the prime
ideal of OK corresponding to v

Kv completion of K at v
S finite set of places of K, containing M∞

K

OS {α ∈ K : |α|v ≤ 1 for v ∈ MK \ S }, ring of S -integers, written
as ZS if K = Q

O∗S {α ∈ K : |α|v = 1 for v ∈ MK \ S }, group of S -units, written as
Z∗S if K = Q

NS (α)
∏

v∈S |α|v, S -norm of α ∈ K
RS S -regulator
PS ,QS ,WS max(NK(p1), . . . ,NK(pt)),

∏t
i=1 NK(pi),

∏t
i=1 log NK(pi),

where p1, . . . , pt are the prime ideals of OK corresponding to
the finite places of S

|x|v (v ∈ MK) maxi |xi|v, v-adic norm of x = (x1, . . . , xn) ∈ Kn

Hhom(x)
(∏

v∈MK
|x|v

)1/[K:Q], absolute homogeneous height of x ∈ Kn

H(x)
(∏

v∈MK
max(1, |x|v)

)1/[K:Q], absolute height of x ∈ Kn

H(α)
(∏

v∈MK
max(1, |α|v)

)1/[K:Q], absolute height of α ∈ K
hhom(x), h(x), h(α) log Hhom(x), log H(x), log H(α), absolute logarithmic heights
α house of α, maximum of the absolute values of its conjugates
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