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## Preface

Diophantine number theory (the study of Diophantine equations, Diophantine inequalities and their applications) is a very active area in number theory with a long history. This book is about discriminant equations, an important class of Diophantine equations with close ties to Diophantine approximation, algebraic number theory and Diophantine geometry. Discriminant equations include equations of the type

$$
D(f)=\delta, \quad D(F)=\delta
$$

to be solved in polynomials $f \in A[X]$, or in binary forms (i.e., homogeneous polynomials) $F \in A[X, Y]$, where $A$ is an integral domain, $\delta$ is a non-zero element of $A$ and where $D(f), D(F)$ denotes the discriminant of $f$, resp. $F$. In general, the solutions to these equations can be divided in a natural way into equivalence classes, and obvious questions that arise are whether there are only finitely many such classes, whether these classes can be determined effectively or explicitly, and to give estimates for the number of such classes. These problems are closely connected with problems from algebraic number theory related to algebraic numbers of given discriminant, power integral bases, resp. monogenic orders, with problems from Diophantine approximation concerning root separation of polynomials, and also with problems from Diophantine geometry, related to reduction of algebraic curves.
The present monograph gives a comprehensive and up to date treatment of discriminant equations and their applications. It brings together many new results on this topic, as well as existing results that are scattered in the literature or not easily accessible. The main results answer the questions formulated above. They provide effective finiteness theorems on the equivalence classes of solutions, practical algorithms to solve such equations, as well as explicit upper bounds for the number of equivalence classes. For applications, we give effec-
tive bounds for the representatives of the equivalence classes in completely explicit form.

Certain results concerning discriminant equations and their applications were already presented, mostly in special or weaker form, in the books [Delone and Faddeev (1940)], [Győry (1980b)], [Smart (1998)], [Gaál (2002)] and in the survey papers [Győry (1980d, 2000, 2006)] and [Pethö (2004)].

Our monograph builds further on the book [Evertse and Győry (2015)], entitled "Unit Equations in Diophantine Number Theory," that has also been published by Cambridge University Press. The results on unit equations presented there are the most important tools that are used in the present volume. The proofs of these results are mostly based on the Thue-Siegel-Roth-Schmidt theory from Diophantine approximation and Baker's theory from transcendence theory. The contents of our book on unit equations as well as the present one are an outgrowth of research, done by the two authors since the 1970-s.

The book is aimed at anybody (graduate students and experts) with basic knowledge of algebra (groups, commutative rings, fields, Galois theory) and elementary algebraic number theory. For convenience of the reader, in the first part of the book we have summarized the algebraic number theory and advanced algebra that is used in the book. Further, we have given a summary of the theory of unit equations.
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## Summary

We first give a brief historical overview and then outline the contents of our book.
We denote by $D(f), D(F)$, the discriminant of a univariate polynomial $f$, resp. binary form $F$. Discriminant equations include equations of the shape

$$
\begin{gather*}
D(f)=\delta \text { in monic polynomials } f \in A[X],  \tag{1}\\
D(F)=\delta \text { in binary forms } F \in A[X, Y], \tag{2}
\end{gather*}
$$

where $A$ is a given integral domain and $\delta$ is a non-zero element of $A$. One may view Lagrange as the initiator of the study of discriminant equations. From his work [Lagrange (1773)] it follows that there are only finitely many $\operatorname{GL}(2, \mathbb{Z})$ equivalence classes of irreducible binary quadratic forms with integral coefficients and given non-zero discriminant. Here two binary forms $F_{1}, F_{2} \in$ $\mathbb{Z}[X, Y]$ are called $\mathrm{GL}(2, \mathbb{Z})$-equivalent if $F_{2}(X, Y)= \pm F_{1}(a X+b Y, c X+d Y)$ for some matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \operatorname{GL}(2, A)$. Hermite [Hermite (1851)] proved an analogue for binary cubic forms.
It is an old problem to decide whether a given number field $K$ is monogenic, that is, whether its ring of integers $O_{K}$ can be expressed as $\mathbb{Z}[\alpha]$ for some $\alpha \in O_{K}$. Quadratic number fields are monogenic, but Dedekind [Dedekind (1878)] gave an example of a non-monogenic cubic field. One may view the problem whether a number field is monogenic as a special case of equation (1), since $O_{K}=\mathbb{Z}[\alpha]$ if and only if the monic minimal polynomial $f_{\alpha}$ of $\alpha$ has discriminant $D\left(f_{\alpha}\right)=D_{K}$, where $D_{K}$ denotes the discriminant of $K$.
Delone [Delone (1930)] and Nagell [Nagell (1930)] considered the discriminant equation (1) for cubic monic polynomials $f \in \mathbb{Z}[X]$. They proved independently of each other that up to strong $\mathbb{Z}$-equivalence, there are only finitely many irreducible cubic monic polynomials with integral coefficients and given non-zero discriminant $\delta$. Here, two monic polynomials $f_{1}, f_{2} \in \mathbb{Z}[X]$ are called
strongly $\mathbb{Z}$-equivalent if $f_{2}(X)=f_{1}(X+a)$ for some $a \in \mathbb{Z}$. Clearly, they have the same discriminant. For quartic polynomials, the above assertion was later proved by Nagell [Nagell $(1967,1968)]$. The proofs of Delone and Nagell are ineffective.

Birch and Merriman [Birch and Merriman (1972)] and Győry [Győry (1973)] showed independently of each other the close connection between discriminant equations and unit equations in two unknowns, these are equations of the type

$$
\begin{equation*}
\alpha x+\beta y=1 \text { in } x, y \in A^{*} \tag{3}
\end{equation*}
$$

where $A$ is an integral domain with quotient field $K$ of characteristic 0 and $\alpha, \beta$ are non-zero elements of $K$. There is a vast theory on such equations, which has been discussed in our book [Evertse and Győry (2015)]. By a result of Lang [Lang (1960)], equations of type (3) have only finitely many solutions if $A$ is any domain of characteristic 0 that is finitely generated as a $\mathbb{Z}$-algebra. Later it was shown that for such domains it is possible, at least in principle, to determine all solutions. Further, in the case that $A$ is contained in an algebraic number field there are practical algorithms to find all solutions, and there are also uniform upper bounds for the number of solutions depending only on the rank of $A^{*}$.

Birch and Merriman [Birch and Merriman (1972)] extended the results of Lagrange and Hermite to not necessarily irreducible binary forms of any degree. Among other things, they proved that there are only finitely many $\operatorname{GL}(2, \mathbb{Z})$ equivalence classes of binary forms $F \in \mathbb{Z}[X, Y]$ of given degree and given non-zero discriminant. The main idea was to reduce equation (2) to unit equations of the shape (3), where the unknowns are units from the ring of integers of some huge number field. The proof of Birch and Merriman is ineffective, because in the reduction to unit equations there are some ineffective steps. Independently, Gyôry [Győry (1973)] generalized in an effective way the results of Delone and Nagell on equation (1) for monic irreducible cubic polynomials mentioned above to monic polynomials of any degree that are not necessarily irreducible. Also by making a reduction to unit equations in two unknowns, he gave a fully effective proof of the fact that for any given, non-zero integer $\delta$ there are only finitely many strong $\mathbb{Z}$-equivalence classes of monic polynomials $f \in \mathbb{Z}[X]$ satisfying (1). Győry's result implies, among other things, an effective procedure to decide whether a given number field $K$ is monogenic, and more generally, it allows to determine in principle all $\alpha$ such that $O_{K}=\mathbb{Z}[\alpha]$. Combining this with practical algorithms for solving unit equations of the form (3), nowadays it is possible to find all such $\alpha$ in concrete number fields of degree at most 6 with not too large discriminant. We should remark here that both Birch and Merriman and Győry have extended their results to binary forms, re-
spectively monic polynomials of given degree over the $S$-integers of a number field.
Our book is about the developments during the last 40 years, that arose from the results on discriminant equations mentioned above. Below, we give a brief summary of the contents of our book.

The book is organized as follows. Part [iconsists of preliminary material. In Chapters $1-3$ we have collected the necessary tools from algebra and algebraic number theory. A feature of this book is that we consider equations (1), (2) not just for irreducible polynomials or binary forms, but also for reducible ones. To handle these, we need some background on finite étale algebras over fields, these are direct products of finite field extensions. In Chapter 1 we have provided a more detailed overview of such algebras since for this material we could not find a convenient reference. In Chapters 2 and 3 on Dedekind domains and algebraic number fields we have gathered the definitions and facts needed in this monograph; for most proofs we have referred to the literature. Chapter 4 gives an overview of the results on unit equations needed in this book. For the proofs of those, we refer to our book [Evertse and Győry (2015)].
Discriminant equations concerning monic polynomials and algebraic integers are discussed in Part II, consisting of Chapters $5-11$, while Part III with Chapters $12-18$ is devoted to discriminant equations concerning binary forms. In each of these two parts there are new results which were not yet published.

For convenience of the reader, in Parts II and III we proceed gradually, from the simpler to the more general, more complicated cases. Further, before discussing the general results of a chapter, we first present the most important results and their applications in the classical situation when the ground field is $\mathbb{Q}$. At the end of several chapters there are Notes in which some historical remarks are made and further related results, generalizations and applications are mentioned.
In Chapter 5 we start with some basic theory on discriminant equations for monic polynomials and integral elements of finite étale algebras, and discriminant form and index form equations. We illustrate, in their simplest ineffective and qualitative form, the basic ideas of the proofs of the general finiteness results obtained in [Gyôry (1982)] for monic polynomials and their consequences over finitely generated domains over $\mathbb{Z}$, these are integral domains that contain $\mathbb{Z}$ and are finitely generated as a $\mathbb{Z}$-algebra. Here our main tool is Lang's finiteness result for unit equations (3). Chapter 6 contains Győry's [Győry (1973, 1974, 1976)] effective finiteness theorems over $\mathbb{Z}$, with the best explicit bounds to date for the sizes of the solutions, on equation (1) and on related discriminant form and index form equations. These theorems are proved by making a reduction to unit equations in two unknowns and using the ef-
fective results from Chapter 4 An important application of these results is an algorithm that decides whether an order of an algebraic number field is monogenic, i.e., of the form $\mathbb{Z}[\alpha]$, and to determine all $\alpha$ with this property. The results described above allow to solve the equations under consideration in principle but not in practice. A combination of the proofs of Chapter 6 with some reduction algorithms provides in Chapter 7 a practical algorithm for the resolution of these equations in concrete cases. Various applications are given, among others to power integral bases.

In Chapter 8 , the results of Chapter 6 are generalized, with less precise bounds and algorithms, to the case when the ground ring is the ring of $S$ integers in a number field $K$. The main results are effective finiteness theorems in explicit form on discriminant equations in monic polynomials and, equivalently, in integral elements of a finite étale $K$-algebra. The latter result is new. Several applications are established. The proofs depend again on some effective results from Chapter 4 concerning unit equations.
The main results of Chapter 9 give uniform upper bounds for the number of equivalence classes of solutions to discriminant equations, both in monic polynomials with coefficients in the ring of $S$-integers of a number field $K$, and in integral elements from an étale $K$-algebra. Some applications are also presented. Most of the results of this chapter are new. In the proofs we use the bound of Beukers and Schlickewei, recalled in Chapter 4 for the number of solutions of unit equations in two unknowns. Another feature of Chapter 9 is a proof of the fact that every finite étale $\mathbb{Q}$-algebra has only finitely many three times monogenic orders. Here an order $\mathfrak{D}$ is called $k$ times monogenic if there are $k$ elements $\alpha_{1}, \ldots, \alpha_{k} \in \mathfrak{D}$, with $\alpha_{i} \pm \alpha_{j} \notin \mathbb{Z}$ for $1 \leq i<j \leq k$ such that $\mathfrak{D}=\mathbb{Z}\left[\alpha_{1}\right]=\cdots=\mathbb{Z}\left[\alpha_{k}\right]$. This extends work of the authors and Bérczes, see [Bérczes, Evertse and Győry (2013)].
In Chapter 10 some effective finiteness theorems from Chapter 8 are generalized to discriminant equations in monic polynomials with coefficients from an arbitrary, effectively given, integrally closed and finitely generated integral domain $A$ over $\mathbb{Z}$ of characteristic 0 , and in elements of an $A$-order of a finite étale $K$-algebra. Here $K$ denotes the quotient field of $A$. Their proofs depend on general effective results on unit equations in two unknowns, see [Evertse and Győry (2013)] or [Evertse and Győry (2015), chap. 8].
In Chapter 11 we discuss two further applications of the theory discussed above. The first application gives a method to decide whether a given number field $K$ has a canonical number system, i.e., an integer $\alpha$ of $K$ such that every integer of $K$ can be expressed uniquely as $\sum_{i=0}^{r} b_{i} \alpha^{i}$ with rational integers $b_{i}$ from the range $\left\{0,1, \ldots,\left|N_{K / \mathbb{Q}}(\alpha)\right|-1\right\}$. Further it provides a method to compute all such $\alpha$. The second deals, among other things, with determining effectively
a set of $\mathbb{Z}$-algebra generators of minimal cardinality for an order of a finite étale $\mathbb{Q}$-algebra. In fact, combining the work from the previous chapters with ideas from [Pleasants (1974)] and [Kravchenko, Mazur and Petrenko (2012)] we show among other things, that given an order $\mathfrak{D}$ of a finite étale $\mathbb{Q}$-algebra, one can effectively compute the smallest $r$ such that there exist $\alpha_{1}, \ldots, \alpha_{r}$ with $\mathfrak{D}=\mathbb{Z}\left[\alpha_{1}, \ldots, \alpha_{r}\right]$ and if so, compute such $\alpha_{1}, \ldots, \alpha_{r}$.
Birch and Merriman [Birch and Merriman (1972)] proved in an ineffective way that there are only finitely many $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms $F \in O_{S}[X, Y]$ with given degree and given non-zero discriminant, where $O_{S}$ denotes the ring of $S$-integers of a number field. Here, two binary forms $F_{1}, F_{2}$ with coefficients in a commutative ring $A$ are called GL( $2, A$ )equivalent if $F_{2}(X, Y)=\varepsilon F_{1}(a X+b Y, c X+d Y)$ for some unit $\varepsilon \in A^{*}$ and matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \operatorname{GL}(2, A)$. Evertse and Győry [Evertse and Győry (1991a)] established an effective version of this theorem, allowing to determine the equivalence classes in principle. Further, together with Bérczes (see [Bérczes, Evertse and Győry (2004)]) they obtained an explicit upper bound for the number of equivalence classes. Part III, deals with refinements and extensions of these results.
In the first chapter of Part III, in Chapter 12, we introduce some terminology and give a brief overview of the qualitative finiteness results for binary forms of given discriminant. In Chapter 13, we extend the reduction theory of Hermite [Hermite (1851)] and Julia [Julia (1917)] to binary forms whose coefficients lie in the ring of $S$-integers of a number field. In Chapter 14 we give by means of an alternative proof, a much better and completely explicit version of the effective result of Evertse and Győry mentioned above, by combining the reduction theory from Chapter 13 with the effective results on unit equations from Chapter 4 This explicit result gives, for every reduced binary form $F \in O_{S}[X, Y]$ (i.e., of minimal height in its $\operatorname{GL}\left(2, O_{S}\right)$-equivalence class) of non-zero discriminant $D(F)$, an upper bound for the height of $F$ in terms of $D(F)$ and the degree of $F$. Several applications and a generalization to decomposable forms are also presented. In Chapter 15 we give a semi-effective analogue of the main result of Chapter 14, which gives, for every reduced binary form $F \in O_{S}[X, Y]$, an upper bound for the height of $F$ which is much sharper in terms of $D(F)$, but ineffective in the other relevant parameters.
In Chapter 16 we introduce an $O_{S}$-algebra associated with a binary form $F \in O_{S}[X, Y]$, its invariant order, and prove some basic properties. In particular, two $\mathrm{GL}\left(2, O_{S}\right)$-equivalent binary forms have the same invariant order. This is used in Chapter 17, where we first give an explicit upper bound for the number of GL( $2, O_{S}$ )-equivalence classes of binary forms $F \in O_{S}[X, Y]$ with given invariant order, and second an explicit upper bound for the number of $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms $F \in O_{S}[X, Y]$ with given
non-zero discriminant and with a given splitting field. Also in Chapter 17, we consider binary forms with coefficients in an integrally closed integral domain $A \supset \mathbb{Z}$ that is finitely generated as a $\mathbb{Z}$-algebra. It is shown that there are only finitely many $\mathrm{GL}(2, A)$-equivalence classes of binary forms $F \in A[X, Y]$ with given invariant order.
Finally, in Chapter 18 we discuss some applications of results of Chapters 8,14 and 15 . First we consider the problem of giving good lower bounds for the differences between the zeros of a polynomial. By an elementary result of Mahler [Mahler (1964b)], we have for any two distinct zeros $\alpha, \beta \in \mathbb{C}$ of a polynomial $f \in \mathbb{Z}[X]$ that $|\alpha-\beta| \geq c(n) H(f)^{1-n}$ where $H(f)$ is the height, i.e., the maximum of the absolute values of the coefficients of $f$, and $c(n)$ a positive number depending only on $n$. We deduce other lower bounds with a better dependence on $H(f)$. Second we present an effective result of von Känel [von Känel (2011, 2014a)], which gives, for hyperelliptic curves, an effective version of Shafarevich' Conjecture/Faltings’ Theorem, which states that there are only finitely many isomorphism classes of algebraic curves of given genus over a given number field that have good reduction outside a given finite set of primes.

Certain topics related to the subject of the book are not discussed here and many references are left out owing to lack of space. For instance, we do not deal in detail with discriminant equations over function fields or discriminant equations over integral domains of positive characteristic.

## PART ONE

## PRELIMINARIES

## Finite étale algebras over fields

We give a brief introduction to finite étale algebras over a given field $K$, these are direct products $L_{1} \times \cdots \times L_{q}$ of finite separable field extensions $L_{1}, \ldots, L_{q}$ of $K$. Such algebras play a central role in this monograph. There is a more general notion of finite étale algebra over a commutative ring. In the special case that this ring is a field this definition is equivalent to ours. A convenient reference is [Lenstra Jr. (2001), chap. 11]. Other suitable references for finite étale algebras over fields are [Cohen (2000), §2.1.2] and [Bourbaki (1981), chap. 5]. For technical convenience, we restrict ourselves to the case that $K$ has characteristic 0 .

### 1.1 Terminology for rings and algebras

We agree here on the terminology for rings and algebras to be used throughout this book.

By a ring we will always mean a commutative ring with unit element. We denote the zero element and unit element of a ring $A$ by $0_{A}$ and $1_{A}$, or just by 0 and 1 if it is clear in which ring we are working. The additive group of a ring $A$ is denoted by $A^{+}$, and its unit group (group of multiplicatively invertible elements) by $A^{*}$.
A subring of $A$ is always supposed to have the same unit element as $A$. For a homomorphism of rings $\varphi: A \rightarrow B$ we always require that $\varphi\left(1_{A}\right)=1_{B}$.

An integral domain is a commutative ring with unit element and without divisors of zero. The quotient field of an integral domain $A$ consists of the quotients $a / b$ with $a, b \in A, b \neq 0$, where two quotients $a / b, c / d$ are identified if $a d=b c$.

A module over a ring $A$ is always assumed to satisfy $1_{A} m=m$ for every element $m$ of the module.

Let $A$ be a ring and $B$ a commutative, associative $A$-algebra with unit element, i.e., $B$ is a commutative ring whose additive group has an $A$-module structure. If $\alpha_{1}, \ldots, \alpha_{r} \in B$, we denote by $A\left[\alpha_{1}, \ldots, \alpha_{r}\right]$ the smallest subring of $B$ containing $A$ and $\alpha_{1}, \ldots, \alpha_{r}$. It consists of all polynomial expressions $g\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ with $g \in A\left[X_{1}, \ldots, X_{r}\right]$. We say that $\alpha \in B$ is integral over $A$ if there is a monic polynomial $f \in A[X]$ with $f(\alpha)=0$. The elements in $B$ that are integral over $A$ form a subring of $B$, the integral closure of $A$ in $B$. In case that $A=K$ is a field, we use the term 'algebraic' instead of 'integral' and call the ring of elements of $B$ algebraic over $K$ the algebraic closure of $K$ in $B$.

An integral domain $A$ is said to be integrally closed if every element of the quotient field of $A$ that is integral over $A$ in fact belongs to $A$.

Let $K$ be a field, and $\Omega$ a commutative, associative $K$-algebra with unit element. We define the degree of $\Omega$ over $K$, notation $[\Omega: K]$, to be the dimension of $\Omega$ as a $K$-vector space in case this is finite.

Let $\alpha \in \Omega$ be algebraic over $K$. Then the set of polynomials $g \in K[X]$ with $g(\alpha)=0$ form a non-zero ideal of $K[X]$. This ideal is principal. Any generator of this ideal is called a minimal polynomial of $\alpha$ over $K$. The unique monic generator of this ideal is called the monic minimal polynomial of $\alpha$ over $K$, notation $f_{\alpha}$. The degree of $f_{\alpha}$ is called the degree of $\alpha$ over $K$. Since the $K$ algebra homomorphism $g \mapsto g(\alpha)$ from $K[X]$ to $K[\alpha]$ has kernel $\left(f_{\alpha}\right)$, one has

$$
\begin{equation*}
K[\alpha] \cong K[X] /\left(f_{\alpha}\right), \quad[K[\alpha]: K]=\operatorname{deg} f_{\alpha} . \tag{1.1.1}
\end{equation*}
$$

In particular, if $\Omega$ is finite dimensional over $K$, then every $\alpha \in \Omega$ is algebraic over $K$ and $[K[\alpha]: K] \leq[\Omega: K]$.

### 1.2 Finite field extensions

Let $K$ be a field of characteristic 0 . We fix an algebraic closure $\bar{K} \supset K$ of $K$. We recall that a finite extension $L$ of $K$ is a field extension of $K$ that as a $K$-vector space has finite dimension over $K$. This dimension is then denoted by $[L: K]$ and called the degree of $L$ over $K$.

Let $L$ be a finite extension of $K$. Then there exists an irreducible monic polynomial $f \in K[X]$ such that $L \cong K[X] /(f)$. If $[L: K]=n$, then there are precisely $n$ distinct injective homomorphisms from $L$ to $\bar{K}$ leaving the elements of $K$ fixed; these are called the $K$-isomorphisms of $L$ into $\bar{K}$. We usually denote these $K$-isomorphisms by $x \mapsto x^{(i)}(i=1, \ldots, n)$, and call the images $\alpha^{(1)}, \ldots, \alpha^{(n)}$ of $\alpha \in L$ under these $K$-isomorphisms the conjugates of $\alpha$ over $K$.

If $M \supset L \supset K$ is a tower of finite extensions, then $[M: K]=[M: L] \cdot[L: K]$, and every $K$-isomorphism of $L$ into $\bar{K}$ can be extended in precisely [ $M: L$ ] ways to a $K$-isomorphism of $M$ into $\bar{K}$.

We introduce the characteristic polynomial, trace, norm and discriminant with respect to a finite field extension $L / K$. The characteristic polynomial, trace and norm of $\alpha \in L$ relative to the extension $L / K$ are defined by

$$
\begin{aligned}
\mathscr{X}_{L / K ; \alpha}(X) & :=\prod_{i=1}^{n}\left(X-\alpha^{(i)}\right), \\
\operatorname{Tr}_{L / K}(\alpha) & :=\sum_{i=1}^{n} \alpha^{(i)}, \quad N_{L / K}(\alpha):=\prod_{i=1}^{n} \alpha^{(i)},
\end{aligned}
$$

respectively, where again, $n=[L: K]$ and $\alpha^{(1)}, \ldots, \alpha^{(n)}$ denote the conjugates (in $\bar{K}$ ) of $\alpha$ over $K$. The characteristic polynomial of $\alpha$ over $K$ is a power of the monic minimal polynomial of $\alpha$ over $K$, therefore its coefficients belong to $K$. Consequently, for any symmetric polynomial $P \in K\left[X_{1}, \ldots, X_{n}\right]$ we have $P\left(\alpha^{(1)}, \ldots, \alpha^{(n)}\right) \in K$. So in particular, $\operatorname{Tr}_{L / K}(\alpha), N_{L / K}(\alpha)$ belong to $K$. Notice that $\operatorname{Tr}_{L / K}$ is $K$-linear and $N_{L / K}$ is multiplicative. Further, for $a \in K$ we have $\operatorname{Tr}_{L / K}(a)=n a, N_{L / K}(a)=a^{n}$. The trace and norm are transitive with respect to towers of field extensions, that is, if $M$ is a finite extension of $L$, we have for $\alpha \in M$,

$$
\operatorname{Tr}_{M / K}(\alpha)=\operatorname{Tr}_{L / K}\left(\operatorname{Tr}_{M / L}(\alpha)\right), \quad N_{M / K}(\alpha)=N_{L / K}\left(N_{M / L}(\alpha)\right) .
$$

We mention that the above defined characteristic polynomial of $\alpha$ is equal to the characteristic polynomial of the $K$-linear map $x \mapsto \alpha x$ from $L$ to $L$. Thus, $T r_{L / K}(\alpha)$ is the trace, and $N_{L / K}(\alpha)$ the determinant of this map.

We define the discriminant of a tuple $\omega_{1}, \ldots, \omega_{n} \in L$ by

$$
\begin{aligned}
D_{L / K}\left(\omega_{1}, \ldots, \omega_{n}\right) & :=\operatorname{det}\left(\operatorname{Tr}_{L / K}\left(\omega_{i} \omega_{j}\right)\right)_{i, j=1, \ldots, n} \\
& =\left(\operatorname{det}\left(\omega_{j}^{(i)}\right)_{i, j=1, \ldots, n}\right)^{2} .
\end{aligned}
$$

This quantity clearly belongs to $K$. Further, the discriminant is non-zero if and only if $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ form a $K$-basis of $L$.
The discriminant of $\alpha \in L$ is defined by

$$
D_{L / K}(\alpha):=D_{L / K}\left(1, \alpha, \ldots, \alpha^{n-1}\right)
$$

By Vandermonde's identity, this can be expressed otherwise as

$$
D_{L / K}(\alpha)=\prod_{1 \leq i<j \leq n}\left(\alpha^{(i)}-\alpha^{(j)}\right)^{2} .
$$

This quantity is non-zero if and only if $L=K(\alpha)$.

### 1.3 Basic facts on finite étale algebras over fields

Let for the moment $K$ be any field and take finite field extensions $L_{1}, \ldots, L_{q}$ of $K$. The direct ( $K$-algebra) product of $L_{1}, \ldots, L_{q}$, notation $L_{1} \times \cdots \times L_{q}$, is defined as the set of tuples

$$
\left\{\left(\alpha_{1}, \ldots, \alpha_{q}\right): \alpha_{1} \in L_{1}, \ldots, \alpha_{q} \in L_{q}\right\},
$$

endowed with coordinatewise addition, multiplication and scalar multiplication with elements of $K$. The zero element and unit element of $L_{1} \times \cdots \times L_{q}$ are $(0, \ldots, 0)$ and $(1, \ldots, 1)$, respectively, while the unit group of this algebra consists of the tuples $\left(\alpha_{1}, \ldots, \alpha_{q}\right)$ with $\alpha_{i} \neq 0$ for $i=1, \ldots, q$. The elements $\neq(0, \ldots, 0)$ outside the unit group are the zero divisors of the algebra.

Definition A finite étale $K$-algebra is a $K$-algebra that is isomorphic to a direct product of finitely many finite separable extensions of $K$.

In the remainder of this chapter, $K$ will be a field of characteristic 0 . We fix an algebraic closure $\bar{K}$ of $K$. Let $\Omega$ be a finite étale $K$-algebra, i.e., there exist a finite number of finite (automatically separable) extensions $L_{1}, \ldots, L_{q}$ of $K$ and a $K$-algebra isomorphism

$$
\begin{equation*}
\varphi: \Omega \stackrel{\sim}{\rightarrow} L_{1} \times \cdots \times L_{q} . \tag{1.3.1}
\end{equation*}
$$

We denote by $0_{\Omega}, 1_{\Omega}$ the zero element and unit element of $\Omega$. The degree [ $\Omega: K]$ of $\Omega$ over $K$, i.e., the dimension of $\Omega$ as a $K$-vector space, is equal to $[\Omega: K]=\sum_{i=1}^{q}\left[L_{i}: K\right]$.
We can embed $K$ into $\Omega$ by means of $a \mapsto a \cdot 1_{\Omega}$. It will be often convenient to view $K$ as a subalgebra of $\Omega$ by identifying $a \in K$ with $a \cdot 1_{\Omega}$. In that case, the zero element and unit element of $\Omega$ are simply the zero element 0 and unit element 1 of $K$.
If $K$ is a finite extension of some subfield $E$, then $\Omega$ may be viewed as a finite étale $E$-algebra as well, and

$$
[\Omega: E]=[\Omega: K] \cdot[K: E]
$$

where $[K: E$ ] is the degree of $K$ over $E$.
Below we give another characterization of finite étale $K$-algebras. A polynomial $f \in K[X]$ of degree $n$ is called separable, if over an extension of $K$ it factorizes as $a\left(X-\alpha_{1}\right) \cdots\left(X-\alpha_{n}\right)$ with distinct $\alpha_{1}, \ldots, \alpha_{n}$. Recall that we are assuming throughout that $K$ is of characteristic 0 .

Proposition 1.3.1 Let $\Omega$ be a finite-dimensional $K$-algebra. Then the following two statements are equivalent:
(i) $\Omega$ is a finite étale $K$-algebra with $[\Omega: K]=n$.
(ii) There is a separable polynomial $f \in K[X]$ of degree $n$ such that $\Omega \cong$ $K[X] /(f)$.

We denote the $K$-algebra $K[X] /(f)$ by $\Omega(f)$.
Proof (i) $\Rightarrow$ (ii). Suppose that $\Omega \cong L_{1} \times \cdots \times L_{q}$, where $L_{1}, \ldots, L_{q}$ are finite extensions of $K$. Since $K$ is of characteristic 0 , we can choose distinct irreducible monic polynomials $f_{1}, \ldots, f_{q} \in K[X]$ such that $L_{i} \cong K[X] /\left(f_{i}\right)$ for $i=1, \ldots, q$. Let $f=f_{1} \cdots f_{q}$. Then $f$ has degree $\sum_{i=1}^{q} \operatorname{deg} f_{i}=n, f$ is separable, and by the Chinese Remainder Theorem for polynomials,

$$
\Omega \cong K[X] /\left(f_{1}\right) \times \cdots \times K[X] /\left(f_{q}\right) \cong K[X] /(f) .
$$

(ii) $\Rightarrow$ (i). Suppose that $\Omega \cong K[X] /(f)$ for some separable polynomial $f \in K[X]$ of degree $n$ which we may assume to be monic. Then $f$ can be expressed as a product $f_{1} \cdots f_{q}$ of distinct monic irreducible polynomials in $K[X]$ and then $K[X] /(f)$ is a direct product of $K[X] /\left(f_{i}\right)(i=1, \ldots, q)$ which are all finite extensions of $K$.

Corollary 1.3.2 Let $\Omega$ be a finite étale $K$-algebra. Then there is $\theta \in \Omega$ such that $\Omega=K[\theta]$.

Such an element $\theta$ is called a primitive element of $\Omega$ over $K$.
Proof There is a $K$-algebra isomorphism $\varphi: \Omega \xrightarrow{\sim} K[X] /(f)$, with $f \in K[X]$ separable. Take for $\theta$ the inverse under $\varphi$ of the residue class of $X$ modulo $f$. Then $\Omega=K[\theta]$.

By a $K$-homomorphism from a finite étale $K$-algebra $\Omega$ to an extension field $L$ of $K$ we mean a non-trivial $K$-algebra homomorphism from $\Omega$ to $L$. Such a $K$-homomorphism cannot be injective if $\Omega$ is not a field.

Proposition 1.3.3 Let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=n$. Then there are precisely $n$ distinct $K$-homomorphisms from $\Omega$ to $\bar{K}$. Moreover, an element of $\Omega$ is uniquely determined by its images under these homomorphisms.

Proof We give two different constructions that will both be used later.
First choose a monic, separable polynomial $f \in K[X]$ such that $\Omega \cong K[X] /(f)$.
Let $\theta$ be the inverse image of the residue class of $X$ under this isomorphism so that $\Omega=K[\theta]$ and $f(\theta)=0$. The polynomial $f$ has $n$ distinct zeros in $\bar{K}$, say $\theta^{(1)}, \ldots, \theta^{(n)}$, and each assignment $\theta \mapsto \theta^{(i)}(i=1, \ldots, n)$ defines a $K$ homomorphism from $\Omega$ to $\bar{K}$. On the other hand, a $K$-homomorphism from
$\Omega$ to $\bar{K}$ necessarily has to map $\theta$ to a zero of $f$ in $\bar{K}$, so there are no other $K$-homomorphisms.

For the other construction, choose finite extensions $L_{1}, \ldots, L_{q}$ of $K$ and an isomorphism $\varphi: \Omega \xrightarrow{\sim} L_{1} \times \cdots \times L_{q}$. For $i=1, \ldots, q$, there are precisely $n_{i}:=$ [ $\left.L_{i}: K\right]$ distinct $K$-isomorphisms $L_{i}$ into $\bar{K}, \sigma_{i, 1}, \ldots, \sigma_{i, n_{i}}$ say. For $\alpha \in \Omega$, write $\varphi(\alpha)=\left(\alpha_{1}, \ldots, \alpha_{q}\right)$ where $\alpha_{i} \in L_{i}$ for $i=1, \ldots, q$. This gives rise to precisely $n$ distinct $K$-homomorphisms $\alpha \mapsto \sigma_{i j}\left(\alpha_{i}\right)\left(i=1, \ldots, q, j=1, \ldots, n_{i}\right)$ from $\Omega$ to $\bar{K}$. The images $\sigma_{i j}\left(\alpha_{i}\right)$ of these homomorphisms determine $\alpha_{1}, \ldots, \alpha_{q}$, and hence $\alpha$, uniquely, since for $i=1, \ldots, q, j=1, \ldots, n_{i}$ the map $\sigma_{i j}$ is injective on $L_{i}$.

Let $\Omega$ be a finite étale $K$-algebra and denote by $x \mapsto x^{(i)}(i=1, \ldots, n)$ the $K$ homomorphisms of $\Omega$ to $\bar{K}$. The images of $\Omega$ under these $K$-homomorphisms are finite extension fields of $K$. In fact, if $\Omega$ is isomorphic to a direct product $L_{1} \times \cdots \times L_{q}$ of finite field extensions of $K$, these are the conjugates of $L_{1}, \ldots, L_{q}$ over $K$. In case that $\Omega \cong K[X] /(f)$ with $f \in K[X]$ separable the compositum of these extension fields is the splitting field of $f$ over $K$.

Example Let $f=X\left(X^{2}+X+1\right)$ and $\Omega=\mathbb{Q}[X] /(f)$. Then $\Omega=K[\theta]$, where $\theta:=X(\bmod f)$. We have $\Omega \cong \mathbb{Q} \times \mathbb{Q}(\rho)$ where $\rho$ is a primitive cube root of unity, and the three $\mathbb{Q}$-homomorphisms of $\Omega$ are given by $\theta \mapsto 0, \theta \mapsto \rho$, $\theta \mapsto \rho^{2}$.

Below we use that every $\sigma \in \operatorname{Gal}(\bar{K} / K)$ permutes the $K$-homomorphisms of $\Omega$, i.e., $x \mapsto \sigma\left(x^{(i)}\right)(i=1, \ldots, n)$ is a permutation of $x \mapsto x^{(i)}(i=1, \ldots, n)$.

Corollary 1.3.4 Let $f \in K[X]$, and $\alpha \in \Omega$. Then $f(\alpha)=0 \Longleftrightarrow f\left(\alpha^{(i)}\right)=0$ for $i=1, \ldots, n$.

Proof Apply the last assertion of Proposition 1.3.3 to $f(\alpha)$.
Corollary 1.3.5 Let $\alpha \in \Omega$ and let $\alpha^{(i)}(i \in I)$ be the distinct elements among $\alpha^{(1)}, \ldots, \alpha^{(n)}$. Then for the monic minimal polynomial of $\alpha$ over $K$ we have $f_{\alpha}(X)=\prod_{i \in I}\left(X-\alpha^{(i)}\right)$.
Proof Let $g(X):=\prod_{i \in I}\left(X-\alpha^{(i)}\right)$. The elements of $\operatorname{Gal}(\bar{K} / K)$ permute $\alpha^{(i)}$ $(i \in I)$. Hence $g$ is invariant under the action of $\operatorname{Gal}(\bar{K} / K)$ and so it belongs to $K[X]$. Now apply Corollary 1.3.4.

Corollary 1.3.6 Suppose $[\Omega: K]=n$. Let $f \in K[X]$ be a non-zero polynomial of degree $m$. Then $f$ has at most $m^{n}$ zeros in $\Omega$.
Proof Let $\beta_{1}, \ldots, \beta_{r}$ be the distinct zeros of $f$ in $\bar{K}$. Let $\beta$ be any zero of $f$ in $\Omega$. Then by Corollary 1.3.4 we have $\beta^{(i)} \in\left\{\beta_{1}, \ldots, \beta_{r}\right\}$ for $i=1, \ldots, n$. So for the tuple $\left(\beta^{(1)}, \ldots, \beta^{(n)}\right)$, hence for $\beta$, there are at most $r^{n} \leq m^{n}$ possibilities.

The upper bound $m^{n}$ in the above lemma is best possible. For instance, let $\Omega=K \times \cdots \times K\left(n\right.$-fold direct product) and $f=\left(X-a_{1}\right) \cdots\left(X-a_{m}\right)$, where $a_{1}, \ldots, a_{m}$ are distinct elements of $K$. Then all $\left(b_{1}, \ldots, b_{n}\right)$ with $b_{i} \in$ $\left\{a_{1}, \ldots, a_{m}\right\}$ for $i=1, \ldots, n$ give zeros of $f$ in $\Omega$.

### 1.4 Resultants and discriminants of polynomials

In this section we recall the basic properties of the resultant of two polynomials and the discriminant of a polynomial. In the next section, we introduce the discriminant of a basis of an étale algebra, and show how the discriminant of a polynomial can be interpreted as such.

Let $K$ be a field and

$$
f=a_{0} X^{n}+\cdots+a_{n}, \quad g=b_{0} X^{m}+\cdots+b_{m} \in K[X]
$$

two polynomials of degrees $n>0, m>0$, respectively. We define the resultant of $f$ and $g$ to be the determinant of order $m+n$ given by

$$
R(f, g)=\left|\begin{array}{ccccc}
a_{0} & \cdots & a_{n} & &  \tag{1.4.1}\\
& \ddots & & \ddots & \\
& & a_{0} & \cdots & a_{n} \\
b_{0} & \cdots & b_{m} & & \\
& \ddots & & \ddots & \\
& & b_{0} & \cdots & b_{m}
\end{array}\right|
$$

where the first $m=\operatorname{deg} g$ rows consist of the coefficients of $f$, and the last $n=\operatorname{deg} f$ rows of the coefficients of $g$. In case that one of $f, g$ (but not both) has degree 0 , we can still use the above determinant to define $R(f, g)$ : if $f=a_{0}$ is constant we obtain $R(f, g)=a_{0}^{m}$, while if $g=b_{0}$ we obtain $R(f, g)=b_{0}^{n}$. If both $f, g$ are constant, we define $R(f, g):=1$.

We recall some properties of the resultant. Assume again that $f$ and $g$ have degrees $n>0, m>0$, respectively. Then

$$
\begin{equation*}
R(f, g)=0 \Longleftrightarrow f, g \text { have a common zero in } \bar{K}, \tag{1.4.2}
\end{equation*}
$$

where $\bar{K}$ denotes an algebraic closure of $K$. Indeed, by straightforward linear algebra, $R(f, g)=0$ if and only if there exist polynomials $u, v \in K[X]$ of degrees at most $m-1, n-1$, respectively, not both 0 , such that $u f+v g=0$, and the latter holds if and only if $f, g$ have a root in common. Writing

$$
f=a_{0}\left(X-\theta_{1}\right) \cdots\left(X-\theta_{n}\right), \quad g=b_{0}\left(X-\rho_{1}\right) \cdots\left(X-\rho_{m}\right)
$$

with $\theta_{1}, \ldots, \theta_{n}, \rho_{1}, \ldots, \rho_{m} \in \bar{K}$, one deduces easily that

$$
\begin{align*}
R(f, g) & =a_{0}^{m} b_{0}^{n} \prod_{i=1}^{n} \prod_{j=1}^{m}\left(\theta_{i}-\rho_{j}\right) \\
& =a_{0}^{m} g\left(\theta_{1}\right) \cdots g\left(\theta_{n}\right) \\
& =(-1)^{m n} b_{0}^{n} f\left(\rho_{1}\right) \cdots f\left(\rho_{m}\right) . \tag{1.4.3}
\end{align*}
$$

We define the discriminant of a linear polynomial to be equal to 1 , and the discriminant of a polynomial

$$
f=a_{0} X^{n}+\cdots+a_{n}=a_{0}\left(X-\theta_{1}\right) \cdots\left(X-\theta_{n}\right) \in K[X]
$$

of degree $n \geq 2$ (where $\theta_{1}, \ldots, \theta_{n} \in \bar{K}$ and $a_{0} \neq 0$ ), to be

$$
\begin{equation*}
D(f):=a_{0}^{2 n-2} \prod_{1 \leq i<j \leq n}\left(\theta_{i}-\theta_{j}\right)^{2} . \tag{1.4.4}
\end{equation*}
$$

Notice that $D(f)=0$ if and only if $f$ has a zero in $\bar{K}$ of multiplicity at least 2 . Denoting by $f^{\prime}$ the derivative of $f$, we have

$$
\begin{aligned}
R\left(f, f^{\prime}\right) & =a_{0}^{n-1} f^{\prime}\left(\theta_{1}\right) \cdots f^{\prime}\left(\theta_{n}\right) \\
& =a_{0}^{2 n-1} \prod_{i=1}^{n} \prod_{j=1, j \neq i}^{n}\left(\theta_{i}-\theta_{j}\right)=(-1)^{n(n-1) / 2} a_{0} D(f),
\end{aligned}
$$

hence $D(f)=(-1)^{n(n-1) / 2} a_{0}^{-1} R\left(f, f^{\prime}\right)$. We obtain an expression for $R\left(f, f^{\prime}\right)$ as a determinant of order $2 n-1$ by substituting $f^{\prime}$ for $g$ in (1.4.1). By subtracting in this determinant $n$ times the first row from the $n$-th row, and then developing with respect to the first column, we obtain

$$
\begin{equation*}
D(f)=(-1)^{1+n(n-1) / 2} \Delta \tag{1.4.5}
\end{equation*}
$$

where $\Delta$ is the determinant of order $2 n-2$ given by

$$
\left|\begin{array}{ccccccc}
a_{0} & a_{1} & \cdots & \cdots & a_{n} & & \\
& \ddots & & & & \ddots & \\
& & a_{0} & a_{1} & \cdots & \cdots & a_{n} \\
a_{1} & 2 a_{2} & \cdots & n a_{n} & & & \\
n a_{0} & (n-1) a_{1} & \cdots & a_{n-1} & & & \\
& \ddots & & & \ddots & & \\
& & \ddots & & & \ddots & \\
& & & n a_{0} & (n-1) a_{1} & \cdots & a_{n-1}
\end{array}\right|,
$$

with on the first $n-2$ rows $a_{0}, \ldots, a_{n}$, on the ( $n-1$ )-th row $a_{1}, 2 a_{2}, \ldots, n a_{n}$, and
on the last $n-1$ rows $n a_{0}, \ldots, a_{n-1}$. This shows that $D(f)$ is a homogeneous polynomial of degree $2 n-2$ in $\mathbb{Z}\left[a_{0}, \ldots, a_{n}\right]$.

Now suppose that $f=f_{1} \cdots f_{r}$, where $f_{1}, \ldots, f_{r}$ are non-constant polynomials in $K[X]$. Then one deduces easily from (1.4.3), (1.4.4) that

$$
\begin{equation*}
D(f)=\prod_{i=1}^{r} D\left(f_{i}\right) \cdot \prod_{1 \leq i<j \leq r} R\left(f_{i}, f_{j}\right)^{2} \tag{1.4.6}
\end{equation*}
$$

### 1.5 Characteristic polynomial, trace, norm, discriminant

We generalize the notions of characteristic polynomial, trace, norm and discriminant defined above from finite field extensions to finite étale $K$-algebras by taking $K$-homomorphisms instead of $K$-isomorphisms. Let $\Omega$ be a finite étale $K$-algebra. We view $K$ as a $K$-subalgebra of $\Omega$. Suppose that $[\Omega: K]=n$. Let $x \mapsto x^{(i)}(i=1, \ldots, n)$ denote the $K$-homomorphisms from $\Omega$ to $\bar{K}$. Further, let $\varphi, L_{1}, \ldots, L_{q}$ be as in 1.3.1.
Take $\alpha \in \Omega$. We define the characteristic polynomial of $\alpha$ over $K$ by

$$
\mathscr{X}_{\Omega / K ; \alpha}(X):=\prod_{i=1}^{n}\left(X-\alpha^{(i)}\right) .
$$

Since $\operatorname{Gal}(\bar{K} / K)$ permutes $\alpha^{(1)}, \ldots, \alpha^{(n)}$, the polynomial $\mathscr{X}_{\Omega / K ; \alpha}$ is invariant under the action of $\operatorname{Gal}(\bar{K} / K)$ and so it belongs to $K[X]$. By Corollary 1.3.4 this implies $\mathscr{X}_{\Omega / K ; \alpha}(\alpha)=0$.

Let $\varphi(\alpha)=\left(\alpha_{1}, \ldots, \alpha_{q}\right)$ with $\alpha_{i} \in L_{i}$ for $i=1, \ldots, q$. From the second construction in the proof of Theorem 1.3.3, we infer at once that

$$
\begin{equation*}
\mathscr{X}_{\Omega / K ; \alpha}(X)=\prod_{j=1}^{q} \mathscr{X}_{L_{j} / K ; \alpha_{j}}(X) . \tag{1.5.1}
\end{equation*}
$$

The trace and norm of $\alpha$ over $K$ are defined by

$$
T r_{\Omega / K}(\alpha)=\alpha^{(1)}+\cdots+\alpha^{(n)}, \quad N_{\Omega / K}(\alpha)=\alpha^{(1)} \cdots \alpha^{(n)} .
$$

Completely analogously to the case of field extensions, the above defined characteristic polynomial of $\alpha$ is equal to the characteristic polynomial of the $K$ linear map $x \mapsto \alpha x$ from $\Omega$ to $\Omega$, and $\operatorname{Tr}_{\Omega / K}(\alpha), N_{\Omega / K}(\alpha)$ are the trace and determinant of this map, respectively.
Both the trace and norm of $\alpha$ belong to $K$, and from the definitions of trace
and norm it follows at once that

$$
\begin{aligned}
T r_{\Omega / K}(a \alpha+b \beta) & =a T r_{\Omega / K}(\alpha)+b T r_{\Omega / K}(\beta), \\
N_{\Omega / K}(\alpha \beta) & =N_{\Omega / K}(\alpha) N_{\Omega / K}(\beta)
\end{aligned}
$$

for $a, b \in K, \alpha, \beta \in \Omega$, and moreover that

$$
\operatorname{Tr}_{\Omega / K}(a)=n a, \quad N_{\Omega / K}(a)=a^{n} \text { for } a \in K
$$

Further, if $\varphi(\alpha)=\left(\alpha_{1}, \ldots, \alpha_{q}\right)$ with $\alpha_{i} \in L_{i}$ for $i=1, \ldots, q$, we have

$$
\begin{equation*}
\operatorname{Tr}_{\Omega / K}(\alpha)=\sum_{j=1}^{q} \operatorname{Tr}_{L_{j} / K}\left(\alpha_{j}\right), \quad N_{\Omega / K}(\alpha)=\prod_{j=1}^{q} N_{L_{j} / K}\left(\alpha_{j}\right) \tag{1.5.2}
\end{equation*}
$$

Again completely similarly as for field extensions, we define the discriminant over $K$ of a tuple $\left(\omega_{1}, \ldots, \omega_{n}\right)$ in $\Omega$ (where as before $n:=[\Omega: K]$ ) by

$$
\begin{aligned}
D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right) & =\operatorname{det}\left(\operatorname{Tr}_{\Omega / K}\left(\omega_{i} \omega_{j}\right)_{i, j=1, \ldots, n}\right) \\
& =\left(\operatorname{det}\left(\omega_{j}^{(i)}\right)_{i, j=1, \ldots, n}\right)^{2}
\end{aligned}
$$

Assume that $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ is a $K$-basis of $\Omega$, and let $\theta_{1}, \ldots, \theta_{n} \in \Omega$. Then $\theta_{i}=$ $\sum_{j=1}^{n} a_{i j} \omega_{j}$ with $a_{i j} \in K$ for $i, j=1, \ldots, n$. We call $M:=\left(a_{i j}\right)_{i, j=1, \ldots, n}$ the coefficient matrix of $\theta_{1}, \ldots, \theta_{n}$ with respect to $\omega_{1}, \ldots, \omega_{n}$. Then we have the basis transformation formula for discriminants,

$$
\begin{equation*}
D_{\Omega / K}\left(\theta_{1}, \ldots, \theta_{n}\right)=(\operatorname{det} M)^{2} \cdot D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right) \tag{1.5.3}
\end{equation*}
$$

Now let $\omega_{i, 1}, \ldots, \omega_{i, n_{i}} \in L_{i}$ for $i=1, \ldots, q$, and let $\omega_{1}, \ldots, \omega_{n} \in \Omega$ be the elements

$$
\begin{equation*}
\varphi^{-1}\left(\left(0, \ldots, \omega_{i j}, \ldots, 0\right)\right) \quad\left(i=1, \ldots, q, j=1, \ldots, n_{i}\right) \tag{1.5.4}
\end{equation*}
$$

in some order, with $\omega_{i j}$ on the i-th place, and 0 on the other places. Then

$$
\begin{equation*}
D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right)=\prod_{i=1}^{q} D_{L_{i} / K}\left(\omega_{i, 1}, \ldots, \omega_{i, n_{i}}\right) . \tag{1.5.5}
\end{equation*}
$$

The discriminant of $\alpha \in \Omega$ over $K$ is defined by

$$
\begin{equation*}
D_{\Omega / K}(\alpha):=D_{\Omega / K}\left(1, \alpha, \alpha^{2}, \ldots, \alpha^{n-1}\right) . \tag{1.5.6}
\end{equation*}
$$

Then by Vandermonde's identity,

$$
\begin{equation*}
D_{\Omega / K}(\alpha)=\prod_{1 \leq i<j \leq n}\left(\alpha^{(i)}-\alpha^{(j)}\right)^{2} . \tag{1.5.7}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
D_{\Omega / K}(u \alpha+a)=u^{2 n-2} D_{\Omega / K}(\alpha) \text { for } u \in K^{*}, a \in K \tag{1.5.8}
\end{equation*}
$$

We prove a simple lemma. We denote as usual by $f_{\alpha}$ the monic minimal polynomial of $\alpha \in \Omega$ over $K$.

Lemma 1.5.1 Let $\alpha \in \Omega$. Then the following conditions are equivalent:
(i) $D_{\Omega / K}(\alpha) \neq 0$.
(ii) $\alpha^{(1)}, \ldots, \alpha^{(n)}$ are distinct.
(iii) $f_{\alpha}(X)=\left(X-\alpha^{(1)}\right) \cdots\left(X-\alpha^{(n)}\right)$.
(iv) $\Omega=K[\alpha]$.
(v) $\Omega \cong K[X] /\left(f_{\alpha}\right)$ as $K$-algebras.

Proof (i) $\Leftrightarrow$ (ii). Clear.
(ii) $\Rightarrow$ (iii). The quantities $\alpha^{(1)}, \ldots, \alpha^{(n)}$ are all zeros of $f_{\alpha}$, and $f_{\alpha}$ has degree $[K[\alpha]: K] \leq n$. This implies (iii) at once.
(iii) $\Rightarrow$ (iv). We know that $[K[\alpha]: K]=\operatorname{deg} f_{\alpha}=n=[\Omega: K]$. Hence $K[\alpha]=\Omega$.
(iv) $\Rightarrow$ (ii). The quantities $\alpha^{(1)}, \ldots, \alpha^{(n)}$ determine the $n$ distinct $K$-homomorphisms of $\Omega$, hence must be distinct.
(iv) $\Leftrightarrow(\mathrm{v})$. Clear from 1.1.1).

Recall that the discriminant of a polynomial $f=a_{0} \prod_{i=1}^{n}\left(X-\alpha_{i}\right)$ is given by $D(f):=1$ if $n=1$, and by $D(f):=a_{0}^{2 n-2} \prod_{i=1}^{n}\left(\alpha_{i}-\alpha_{j}\right)^{2}$ if $n \geq 2$. The second part of the corollary below will be used in the theory of invariant orders of binary forms, to be discussed in Section 16.2 .

Corollary 1.5.2 (i) Let $\Omega=K[\alpha]$. Then $D\left(f_{\alpha}\right)=D_{\Omega / K}(\alpha)$.
(ii) Let $f=a_{0} X^{n}+a_{1} X^{n-1}+\cdots+a_{n} \in K[X]$ with $a_{0} \neq 0$ be separable, let $\Omega=K[X] /(f)$ and $\alpha=X(\bmod f)$. Then $D(f)=D_{\Omega / K}\left(1, \omega_{1}, \ldots, \omega_{n-1}\right)$, where

$$
\omega_{i}=a_{0} \alpha^{i}+a_{1} \alpha^{i-1}+\cdots+a_{i-1} \alpha \text { for } i=1, \ldots, n
$$

Proof (i). Combine (1.4.4, (1.5.7) and Lemma 1.5.1.
(ii) We have $f=a_{0} f_{\alpha}$. Apply (i) and (1.5.3).

Corollary 1.5.3 Let $\omega_{1}, \ldots, \omega_{n} \in \Omega$. Then $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ is $K$-linearly independent if and only if $D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right) \neq 0$.

Proof Choose $\alpha$ such that $\Omega=K[\alpha]$. Then Corollary 1.5 .3 is a simple consequence of Lemma 1.5.1 and 1.5.3.

As above, let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=n$ and denote by $x \mapsto x^{(i)}(i=1, \ldots, n)$ the $K$-homomorphisms of $\Omega$ to $\bar{K}$.

Proposition 1.5.4 Let $\Upsilon$ be a $K$-subalgebra of $\Omega$.
(i) There is $\alpha$ such that $\Upsilon=K[\alpha]$ and for each such $\alpha$, the number of distinct elements among $\alpha^{(1)}, \ldots, \alpha^{(n)}$ is precisely $[\Upsilon: K]$.
(ii) $\Upsilon$ is a finite étale $K$-algebra.

Proof Let us assume for the moment that there is $\alpha$ with $\Upsilon=K[\alpha]$. By Corollary 1.3.5, the monic minimal polynomial $f_{\alpha}$ of $\alpha$ is separable and $f_{\alpha}=$ $\prod_{i \in I}\left(X-\alpha^{(i)}\right)$, where $\alpha^{(i)}(i \in I)$ are the distinct elements among $\alpha^{(1)}, \ldots, \alpha^{(n)}$. By (1.1.1) and Proposition 1.3.1, $K[\alpha] \cong K[X] /\left(f_{\alpha}\right)$ is a finite étale $K$-algebra, and $[K[\alpha]: K]=\operatorname{deg} f_{\alpha}=|I|$.

It remains to show that there is indeed $\alpha$ with $\Upsilon=K[\alpha]$. Let $[\Upsilon: K]=m$ and choose a $K$-basis $\left\{\omega_{1}, \ldots, \omega_{m}\right\}$ of $\Upsilon$. Augment this to a $K$-basis $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ of $\Omega$. By Corollary 1.5 .3 we have $\operatorname{det}\left(\omega_{i}^{(j)}\right)_{1 \leq i, j \leq n} \neq 0$. This implies that the set of vectors $\left(\omega_{1}^{(j)}, \ldots, \omega_{m}^{(j)}\right)(j=1, \ldots, n)$ has rank $m$, and so in particular, that there are at least $m$ distinct ones among these vectors. One easily shows that there are rational integers $a_{1}, \ldots, a_{m}$ such that if $\alpha:=a_{1} \omega_{1}+\cdots+a_{m} \omega_{m}$, then there are at least $m$ distinct elements among $\alpha^{(1)}, \ldots, \alpha^{(n)}$. Let the number of these distinct elements be $m^{\prime}$. By the above, $[K[\alpha]: K]=m^{\prime} \geq m$. But clearly, $K[\alpha] \subseteq \Upsilon$, so we have in fact $K[\alpha]=\Upsilon$.

Corollary 1.5.5 $\Omega$ has only finitely many $K$-subalgebras.
Proof Let $\Upsilon$ be a $K$-subalgebra of $\Omega$, with $[\Upsilon: K]=: m$, say. By Proposition 1.5.4 there is $\alpha$ such that $\Upsilon=K[\alpha]$. Further, among $\alpha^{(1)}, \ldots, \alpha^{(n)}$ there are precisely $m$ distinct elements. Define another $K$-subalgebra of $\Omega$,

$$
\Upsilon^{\prime}:=\left\{\xi \in \Omega: \xi^{(i)}=\xi^{(j)} \forall\{i, j\} \subset\{1, \ldots, n\} \text { with } \alpha^{(i)}=\alpha^{(j)}\right\} .
$$

Again by Proposition 1.5 .4 there is $\beta$ such that $\Upsilon^{\prime}=K[\beta]$ and $\left[\Upsilon^{\prime}: K\right]$ is equal to the number of distinct elements among $\beta^{(1)}, \ldots, \beta^{(n)}$, implying $\left[\Upsilon^{\prime}: K\right] \leq m$. On the other hand, $\Upsilon \subseteq \Upsilon^{\prime}$. Hence $\Upsilon=\Upsilon^{\prime}$. As a consequence, $\Upsilon$ depends only on a partition of $\{1, \ldots, n\}$ into pairwise disjoint subsets, namely the one for which $i, j$ belong to the same subset if and only if $\alpha^{(i)}=\alpha^{(j)}$. Since $\{1, \ldots, n\}$ has only finitely many partitions, there are at most finitely many possibilities for $\Upsilon$.

### 1.6 Integral elements and orders

Let $A$ be an integrally closed integral domain with quotient field $K$ of characteristic 0 , and let $\Omega$ be a finite étale $K$-algebra.

Recall that an element $\alpha \in \Omega$ is said to be integral over $A$ if there is a monic
polynomial $f \in A[X]$ such that $f(\alpha)=0$. The elements $\alpha \in \Omega$ integral over $A$ form a ring, denoted by $A_{\Omega}$, which is called the integral closure of $A$ in $\Omega$. If in particular $A=\mathbb{Z}$, we denote the integral closure in $\Omega$ by $O_{\Omega}$. Let $\varphi, L_{1}, \ldots, L_{q}$ be as in 1.3.1. For $\alpha \in \Omega$ we write again $\varphi(\alpha)=\left(\alpha_{1}, \ldots, \alpha_{q}\right)$ with $\alpha_{i} \in L_{i}$ for $i=1, \ldots, q$. Then if $f \in A[X]$ is a monic polynomial such that $f(\alpha)=0$ then $f\left(\alpha_{i}\right)=0$ for $i=1, \ldots, q$. Hence if $\alpha$ is integral over $A$, then $\alpha_{i}$ is integral over $A$ for $i=1, \ldots, m$. Conversely, suppose that $\alpha_{i} \in L_{i}$ is integral over $A$, and let $f_{i} \in A[X]$ be a monic polynomial with $f_{i}\left(\alpha_{i}\right)=0$ for $i=1, \ldots, m$. Put $f:=f_{1} \cdots f_{m}$. Then $f$ is a monic polynomial in $A[X]$ and $f(\alpha)=0$. Hence $\alpha$ is integral over $A$. This implies that the isomorphism $\varphi$ from 1.3.1 induces a ring isomorphism

$$
\begin{equation*}
A_{\Omega} \xrightarrow{\sim} A_{L_{1}} \times \cdots \times A_{L_{m}} \tag{1.6.1}
\end{equation*}
$$

where $A_{L_{i}}$ is the integral closure of $A$ in $L_{i}$.
Lemma 1.6.1 Let $\alpha \in \Omega$ and denote by $\alpha^{(1)}, \ldots, \alpha^{(n)}$ the images of $\alpha$ under the $K$-homomorphisms $\Omega \rightarrow \bar{K}$. Then the following assertions are equivalent.
(i) $\alpha$ is integral over $A$.
(ii) $\alpha^{(1)}, \ldots, \alpha^{(n)}$ are integral over $A$.
(iii) $\mathscr{X}_{\Omega / K ; \alpha} \in A[X]$.
(iv) $f_{\alpha} \in A[X]$.

Proof (i) $\Rightarrow$ (ii). Choose a monic $f \in A[X]$ with $f(\alpha)=0$, Then also $f\left(\alpha^{(i)}\right)=$ 0 for $i=1, \ldots, n$ by Corollary 1.3.4.
(ii) $\Rightarrow$ (iii),(iv). Clearly, the coefficients of $\mathscr{X}_{\Omega / K ; \alpha}$ are integral over $A$, and also, they belong to $K$. Hence they belong to $A$ since $A$ is integrally closed. It follows in the same manner that $f_{\alpha} \in A[X]$, using Corollary 1.3.5
(iii),(iv) $\Rightarrow$ (i). Clear, since $\alpha$ is a zero of both $\mathscr{X}_{\Omega / K ; \alpha}$ and $f_{\alpha}$.

The lemma clearly implies that

$$
\operatorname{Tr}_{\Omega / K}(\alpha) \in A, \quad N_{\Omega / K}(\alpha) \in A, \quad D_{\Omega / K}(\alpha) \in A
$$

if $\alpha \in \Omega$ is integral over $A$, and

$$
D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right)=\operatorname{det}\left(\operatorname{Tr}_{\Omega / K}\left(\omega_{i} \omega_{j}\right)\right)_{1 \leq i, j \leq n} \in A
$$

if $\omega_{1}, \ldots, \omega_{n} \in \Omega$ are integral over $A$.
We keep our assumptions that $A$ is an integrally closed integral domain with quotient field $K$ of characteristic 0 , and that $\Omega$ is a finite étale $K$-algebra with $[\Omega: K]=n$. Further we assume that $K \subset \Omega$.

Definition An $A$-order of $\Omega$ is a subring of $A_{\Omega}$ that contains $A$ and contains
a $K$-basis of $\Omega$. An $A$-order of $\Omega$ is called free if it is free as an $A$-module, i.e., if as an $A$-module it is generated by a $K$-basis of $\Omega$.

In particular, $A_{\Omega}$ itself is an $A$-order, the maximal $A$-order of $\Omega$.
We finish with some useful lemmas.
Lemma 1.6.2 Let $\mathfrak{D}$ be an $A$-order of $\Omega$. Further, let $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ be any $K$-basis of $\Omega$ contained in $\mathfrak{D}$ and put $D:=D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right)$. Then $\mathfrak{D}$ is contained in the free $A$-module with basis $\left\{D^{-1} \omega_{1}, \ldots, D^{-1} \omega_{n}\right\}$.

Proof Take $\alpha \in \mathfrak{D}$. Then $\alpha=\sum_{i=1}^{n} x_{i} \omega_{i}$ for certain $x_{1}, \ldots, x_{n} \in K$. Applying the $K$-homomorphisms of $\Omega$ and then Cramer's rule we obtain $x_{i}=a_{i} / \Delta$ for $i=$ $1, \ldots, n$, where $\Delta=\operatorname{det}\left(\omega_{i}^{(j)}\right)$ and $a_{i}$ is the determinant obtained by replacing the $i$-th column of $\Delta$ by the column with entries $\alpha^{(1)}, \ldots, \alpha^{(n)}$. Consequently,

$$
\alpha=\sum_{i=1}^{n} a_{i} \Delta \cdot D^{-1} \omega_{i} .
$$

Now $a_{i} \Delta \in K$, by Lemma 1.6 .1 it is integral over $A$, and so $a_{i} \Delta \in A$ for $i=1, \ldots, n$ since $A$ is integrally closed. Our lemma follows.

Lemma 1.6.3 In addition to the above assumptions, assume that A is a principal ideal domain. Let again $\mathfrak{D}$ be an $A$-order of $\Omega$. Then $\mathfrak{D}$ is a free $A$-module of rank $n$, with $A$-basis $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$ for certain $\omega_{2}, \ldots, \omega_{n} \in \mathfrak{D}$.

Proof We use that if $\mathscr{M}$ is a free $A$-module of rank $n$, say, and $\mathscr{N}$ is an $A$-submodule of $\mathscr{M}$, then $\mathscr{N}$ is also a free $A$-module. Further, $\mathscr{M}$ has a basis $\left\{\beta_{1}, \ldots, \beta_{n}\right\}$ such that $\left\{d_{1} \beta_{1}, \ldots, d_{m} \beta_{m}\right\}$ is an $A$-basis of $\mathscr{N}$, for certain elements $d_{1}, \ldots, d_{m}$ of $A$ such that $d_{1}\left|d_{2}\right| \cdots \mid d_{m}$.

Together with the previous lemma, this implies that $\mathfrak{D}$ is a free $A$-module of rank at most $n$. Further, $\mathfrak{D}$ contains a $K$-basis of $\Omega$, so it must have rank equal to $n$. We can choose a basis of $\mathfrak{D}$ containing 1 since $A \subset \mathfrak{D}$.

## 2

## Dedekind domains

In this chapter, we give an overview of the most important facts about Dedekind domains used in this monograph, mostly without proofs. Our basic reference is [Lang (1970), chaps. I,III].

### 2.1 Definitions

We start with some general terminology. Let $A$ be an integral domain with quotient field $K$. By a fractional ideal of $A$ we mean a subset $\mathfrak{a}$ of $K$, for which there exists a non-zero element $b$ of $A$ such that $b \cdot \mathfrak{a}$ is an ideal of $A$.

For $\alpha_{1}, \ldots, \alpha_{m} \in K$ we denote by $\left(\alpha_{1}, \ldots, \alpha_{m}\right)$ (or $\left(\alpha_{1}, \ldots, \alpha_{m}\right) A$ ) the fractional ideal $\left\{\sum_{i=1}^{m} x_{i} \alpha_{i}: x_{1}, \ldots, x_{m} \in A\right\}$ of $A$ generated by $\alpha_{1}, \ldots, \alpha_{m}$. A fractional ideal that is generated by one element is said to be principal.

Given a non-zero fractional ideal $\mathfrak{a}$ of $A$ and $\alpha, \beta \in K$, we write $\alpha \equiv \beta(\bmod$ a) if $\alpha-\beta \in \mathfrak{a}$.

If $L$ is a finite extension of $K$, we denote by $A_{L}$ the integral closure of $A$ in $L$. More generally, if $\Omega$ is a finite étale $K$-algebra, we denote by $A_{\Omega}$ the integral closure of $A$ in $\Omega$. Every fractional ideal $\mathfrak{a}$ of $A$ can be extended to a fractional ideal $\mathfrak{a} A_{L}$ of $A_{L}$, this is the smallest fractional ideal of $A_{L}$ containing $\mathfrak{a}$.
Let $\mathscr{S}$ be a multiplicative subset of $A$, i.e., $0 \notin \mathscr{S}, 1 \in \mathscr{S}$, and for all $\alpha, \beta \in \mathscr{S}$ we have $\alpha \beta \in \mathscr{S}$. Then

$$
\mathscr{S}^{-1} A:=\left\{y^{-1} x: x \in A, y \in \mathscr{S}\right\}
$$

is an integral domain with quotient field $K$ containing $A$, called the localization of A away from $\mathscr{S}$. The elements of $\mathscr{S}$ are units of $\mathscr{S}^{-1} A$. Every fractional ideal $\mathfrak{a}$ of $A$ can be extended to a fractional ideal $\mathscr{S}^{-1} \mathfrak{a}:=\left\{y^{-1} x: x \in \mathfrak{a}, y \in \mathscr{S}\right\}$ of $\mathscr{S}^{-1} A$.

Definition Let $A$ be an integral domain with quotient field $K$. Then $A$ is called a Dedekind domain if it has the following properties:

- $A$ is integrally closed in its quotient field;
- $A$ is Noetherian, that is, the ideals of $A$ are finitely generated;
- every prime ideal of $A$ different from ( 0 ) is a maximal ideal of $A$.

In what follows, by a prime ideal of a Dedekind domain we always mean a prime ideal different from (0).
Obviously, every fractional ideal of $A$ is finitely generated as an $A$-module, and conversely, every finitely generated $A$-submodule of $K$ is a fractional ideal of $A$.
Important examples of Dedekind domains are principal ideal domains, rings of integers or $S$-integers of algebraic number fields and discrete valuation domains.

### 2.2 Ideal theory of Dedekind domains

Let $A$ be a Dedekind domain with quotient field $K$. The sum or greatest common divisor $\mathfrak{a}+\mathfrak{b}$ of two fractional ideals $\mathfrak{a}, \mathfrak{b}$ of $A$ is the $A$-module consisting of all sums $x+y$ with $x \in \mathfrak{a}, y \in \mathfrak{b}$. The product $\mathfrak{a b}$ of $\mathfrak{a}$ and $\mathfrak{b}$ is defined to be the $A$-module generated by all products $x y$ with $x \in \mathfrak{a}$ and $y \in \mathfrak{b}$. The inverse of a non-zero fractional ideal $\mathfrak{a}$ of $A$ is defined by $\mathfrak{a}^{-1}:=\{x \in K: x \mathfrak{a} \subseteq A\}$. The sum and product of two fractional ideals of $A$, and the inverse of a non-zero fractional ideal of $A$ are again fractional ideals of $A$.
We denote by $\mathscr{P}(A)$ the collection of prime ideals of $A$ different from (0).
The following result comprises the ideal theory for Dedekind domains:
Theorem 2.2.1 (i) The non-zero fractional ideals of A form an abelian group with product and inverse as defined above, and with unit element $A=(1)$.
(ii) Every non-zero fractional ideal $\mathfrak{a}$ of $A$ can be decomposed uniquely as a product of powers of prime ideals

$$
\begin{equation*}
\mathfrak{a}=\prod_{p \in \mathscr{P}(A)} \mathfrak{p}^{\text {ord }_{p}(\mathfrak{a})} \tag{2.2.1}
\end{equation*}
$$

where the exponents $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{a})$ are rational integers, at most finitely many of which are non-zero.
(iii) A non-zero fractional ideal $\mathfrak{a}$ of $A$ is contained in $A$ if and only if $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{a}) \geq$ 0 for every $\mathfrak{p} \in \mathscr{P}(A)$.

Proof See [Lang (1970), chap. 1, §6].

The group of non-zero fractional ideals of $A$ is denoted by $I(A)$. The nonzero principal fractional ideals of $A$ form a subgroup of $I(A)$, which we denote by $P(A)$. The quotient group $C l(A):=I(A) / P(A)$ is called the class group of $A$.

In what follows we put $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{a}):=\infty$ for $\mathfrak{p} \in \mathscr{P}(A)$ if $\mathfrak{a}=(0)$.
The following consequences are straightforward:

## Corollary 2.2.2 Let $\mathfrak{a}$, $\mathfrak{b}$ be two fractional ideals of $A$. Then

$$
\begin{aligned}
& \operatorname{ord}_{\mathfrak{p}}(\mathfrak{a b})=\operatorname{ord}_{\mathfrak{p}}(\mathfrak{a})+\operatorname{ord}_{\mathfrak{p}}(\mathfrak{b}) \text { for } \mathfrak{p} \in \mathscr{P}(A), \\
& \mathfrak{a} \subseteq \mathfrak{b} \Longleftrightarrow \operatorname{ord}_{\mathfrak{p}}(\mathfrak{a}) \geq \operatorname{ord}_{\mathfrak{p}}(\mathfrak{b}) \text { for every } \mathfrak{p} \in \mathscr{P}(A), \\
& \operatorname{ord}_{\mathfrak{p}}(\mathfrak{a}+\mathfrak{b})=\min \left(\operatorname{ord}_{\mathfrak{p}}(\mathfrak{a}), \operatorname{ord}_{\mathfrak{p}}(\mathfrak{b})\right) \text { for } \mathfrak{p} \in \mathscr{P}(A) .
\end{aligned}
$$

For $\mathfrak{p} \in \mathscr{P}(A), x \in K$ we define

$$
\begin{equation*}
\operatorname{ord}_{\mathfrak{p}}(x):=\operatorname{ord}_{\mathfrak{p}}((x)) . \tag{2.2.2}
\end{equation*}
$$

From Corollary 2.2 .2 it follows easily that $\operatorname{ord}_{\mathfrak{p}}$ is a discrete valuation on $K$, i.e.,

$$
\left.\begin{array}{l}
\operatorname{ord}_{\mathfrak{p}}(0)=\infty, \operatorname{ord}_{\mathfrak{p}}\left(K^{*}\right)=\mathbb{Z},  \tag{2.2.3}\\
\operatorname{ord}_{\mathfrak{p}}(x y)=\operatorname{ord}_{\mathfrak{p}}(x)+\operatorname{ord}_{\mathfrak{p}}(y) \text { for } x, y \in K, \\
\operatorname{ord}_{\mathfrak{p}}(x+y) \geq \min \left(\operatorname{ord}_{\mathfrak{p}}(x), \operatorname{ord}_{\mathfrak{p}}(y)\right) \text { for } x, y \in K .
\end{array}\right\}
$$

Further we have
Corollary 2.2.3 (i) $A=\left\{x \in K: \operatorname{ord}_{\mathfrak{p}}(x) \geq 0\right.$ for every $\left.\mathfrak{p} \in \mathscr{P}(A)\right\}$.
(ii) For every $x \in K^{*}$ there are only finitely many $\mathfrak{p} \in \mathscr{P}(A)$ with $\operatorname{ord}_{\mathfrak{p}}(x) \neq 0$.

Finally, we have the following Strong Approximation Theorem or Chinese Remainder Theorem for Dedekind domains:

Theorem 2.2.4 Let $\mathscr{S}$ be a finite subset of $\mathscr{P}(A)$, and $\beta_{\mathfrak{p}} \in K$, $m_{\mathfrak{p}} \in \mathbb{Z}$ for $\mathfrak{p} \in \mathscr{S}$. Then there exists $x \in K$ such that

$$
\operatorname{ord}_{\mathfrak{p}}\left(x-\beta_{\mathfrak{p}}\right) \geq m_{\mathfrak{p}} \text { for } \mathfrak{p} \in \mathscr{S}, \quad \operatorname{ord}_{\mathfrak{p}}(x) \geq 0 \text { for } \mathfrak{p} \in \mathscr{P}(A) \backslash \mathscr{S}
$$

Proof See [Bourbaki (1989), p. 497].
The proofs of the following consequences are left to the reader.
Corollary 2.2.5 Let A be a Dedekind domain. Then every fractional ideal of A is generated by at most two elements.

Corollary 2.2.6 A Dedekind domain that has only finitely many prime ideals is a principal ideal domain.

### 2.3 Discrete valuations

Recall that a discrete valuation on a field $K$ is a surjective map $v: K \rightarrow \mathbb{Z} \cup\{\infty\}$ with the following properties:

$$
\begin{aligned}
& v(0)=\infty \text { and } v(x) \in \mathbb{Z} \text { if } x \in K^{*} \\
& v(x y)=v(x)+v(y) \text { for } x, y \in K \\
& v(x+y) \geq \min (v(x), v(y)) \text { for } x, y \in K .
\end{aligned}
$$

Let $K$ be a field, and $v: K \rightarrow \mathbb{Z} \cup\{\infty\}$ a discrete valuation. We define the local ring of $v$ by

$$
A_{v}:=\{x \in K: v(x) \geq 0\} .
$$

This ring has precisely one maximal ideal, that is,

$$
\mathfrak{p}_{v}:=\{x \in K: v(x)>0\} .
$$

Notice that the unit group of $A_{v}$ is $A_{v}^{*}=A_{v} \backslash \mathfrak{p}_{v}$. The residue class field of $v$ is defined by

$$
k_{v}:=A_{v} / \mathfrak{p}_{v} .
$$

Since by definition, a discrete valuation assumes all values of $\mathbb{Z} \cup\{\infty\}$, there is $\pi \in K$ with $v(\pi)=1$. Such an element is called a uniformizer or local parameter of $v$. It is easy to verify that $A_{v}$ is a principal ideal domain, and that for any local parameter $\pi,\left(\pi^{n}\right)(n \in \mathbb{Z})$ are the non-zero fractional ideals of $A_{v}$.

An integral domain is called a discrete valuation domain if it is the local ring of a discrete valuation $v$ defined on its quotient field.

Let $A$ be a Dedekind domain with quotient field $K$. By (2.2.3), the functions $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{p} \in \mathscr{P}(A))$ given by (2.2.2) define discrete valuations on $K$. The discrete valuation domain corresponding to $\operatorname{ord}_{\mathfrak{p}}$ is

$$
A_{\mathfrak{p}}:=\left\{x \in K: \operatorname{ord}_{\mathfrak{p}}(x) \geq 0\right\} .
$$

This is called the local ring or localization of $A$ at $\mathfrak{p}$. From the Chinese Remainder Theorem 2.2.4, one easily deduces that for the residue class field $k_{p}$ of ord ${ }_{p}$ one has

$$
\begin{equation*}
k_{\mathfrak{p}} \cong A / \mathfrak{p} \tag{2.3.1}
\end{equation*}
$$

Clearly, Corollary 2.2.3 (i) can be translated into

$$
\begin{equation*}
A=\bigcap_{p \in \mathscr{P}(A)} A_{p} \tag{2.3.2}
\end{equation*}
$$

That is, $A$ is the intersection of discrete valuation domains.

### 2.4 Localization

Let $A$ be a Dedekind domain with quotient field $K$ and $\mathscr{S}$ a multiplicative subset of $A$. The localization $\mathscr{S}^{-1} A$ of $A$ away from $\mathscr{S}$ is again a Dedekind domain with collection of prime ideals

$$
\left\{\mathscr{S}^{-1} \mathfrak{p}: \mathfrak{p} \in \mathscr{P}(A), \mathscr{S} \cap \mathfrak{p}=\emptyset\right\}
$$

and $\mathfrak{a} \mapsto \mathscr{S}^{-1} \mathfrak{a}$ defines a surjective homomorphism from $I(A)$ to $I\left(\mathscr{S}^{-1} A\right)$ where the kernel consists of all fractional ideals of $A$ composed of prime ideals having non-empty intersection with $\mathscr{S}$.

Examples 1. Take $\mathscr{S}=\mathfrak{p}_{1} \cdots \mathfrak{p}_{t} \backslash\{0\}$, where $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ are prime ideals of $A$. Then by an application of the Chinese Remainder Theorem for Dedekind domains,

$$
\mathscr{S}^{-1} A=\left\{x \in K: \operatorname{ord}_{\mathfrak{p}}(x) \geq 0 \text { for } \mathfrak{p} \notin\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}\right\}\right\} .
$$

2. Let $\mathfrak{p}$ be a prime ideal of $A$. Define $\mathscr{S}_{\mathfrak{p}}:=A \backslash \mathfrak{p}$. Then by the Chinese Remainder Theorem for Dedekind domains, we have

$$
\mathscr{S}_{\mathfrak{p}}^{-1} A=\left\{x \in K: \operatorname{ord}_{\mathfrak{p}}(x) \geq 0\right\}=A_{\mathfrak{p}} .
$$

### 2.5 Integral closure in finite field extensions

Let $K$ be an infinite field, and $L$ a finite extension of $K$. Denote by $A_{L}$ the integral closure of $A$ in $L$. Then $A_{L}$ is also a Dedekind domain [Lang (1970), chap. 1, §2, Prop. 6; chap. 1, §3, Prop. 10]. We mention here that if $\mathscr{S}$ is a multiplicative subset of $A$, then $\mathscr{S}^{-1} A_{L}$ is the integral closure of $\mathscr{S}^{-1} A$ in $L$ [Lang (1970), chap. 1, §3, Prop. 8].

Every fractional ideal $\mathfrak{a}$ of $A$ can be extended to a fractional ideal $\mathfrak{a} A_{L}$ of $A_{L}$, and the map $\mathfrak{a} \mapsto \mathfrak{a} A_{L}$ gives an injective group homomorphism from $I(A)$ into $I\left(A_{L}\right)$. The extension of a prime ideal $\mathfrak{p}$ of $A$ can be decomposed in a unique way as a product of powers of prime ideals of $A_{L}$, that is,

$$
\mathfrak{p} A_{L}=\prod_{i=1}^{g} \mathfrak{P}_{i}^{e_{i}},
$$

where $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{g}$ are distinct prime ideals of $A_{L}$ and $e_{1}, \ldots, e_{g}$ are positive integers. The exponent $e_{i}$, henceforth denoted by $e\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right)$, is called the ramification index of $\mathfrak{P}_{i}$ over $\mathfrak{p}$. The residue class ring $A_{L} / \mathfrak{P}_{i}$ is a finite field extension of $A / \mathfrak{p}$. The degree $\left[A_{L} / \mathfrak{P}_{i}: A / \mathfrak{p}\right]$ of this extension, called the residue class
degree of $\mathfrak{P}_{i}$ over $\mathfrak{p}$, is denoted by $f\left(\mathfrak{F}_{i} \mid \mathfrak{p}\right)$. We recall some properties of the ramification indices and residue class degrees.

Proposition 2.5.1 Let $L, \mathfrak{p}, \mathfrak{P}_{1}, \ldots, \mathfrak{P}_{g}$ be as above, but assume in addition that $K$ has characteristic 0 .
(i) We have $\sum_{i=1}^{g} e\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right) f\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right)=[L: K]$.
(ii) Assume that $L / K$ is Galois. Then for any two $i, j \in\{1, \ldots, g\}$ there is $\sigma \in \operatorname{Gal}(L / K)$ such that $\mathfrak{P}_{j}=\sigma \mathfrak{F}_{i}$. Further, $e\left(\mathfrak{P}_{1} \mid \mathfrak{p}\right)=\cdots=e\left(\mathfrak{P}_{g} \mid \mathfrak{p}\right)$ and $f\left(\mathfrak{F}_{1} \mid \mathfrak{p}\right)=\cdots=f\left(\mathfrak{P}_{g} \mid \mathfrak{p}\right)$.
Proof For (i) see [Lang (1970), chap. 1, §7, Prop. 21] and for (ii) [Lang (1970), chap. 1, §7, Cor. 2].

Proposition 2.5.2 (transitivity in towers) Let $M \supset L \supset K$ be a tower of finite field extensions, let $\mathfrak{B}$ be a prime ideal of $A_{L}$ in the prime ideal factorization of $\mathfrak{p} A_{L}$ and $\mathfrak{Q}$ a prime ideal in the prime ideal factorization of $\mathfrak{P} A_{M}$. Then

$$
e(\mathfrak{Q} \mid \mathfrak{p})=e(\mathfrak{Q} \mid \mathfrak{P}) \cdot e(\mathfrak{P} \mid \mathfrak{p}), \quad f(\mathfrak{Q} \mid \mathfrak{p})=f(\mathfrak{Q} \mid \mathfrak{P}) \cdot f(\mathfrak{P} \mid \mathfrak{p}) .
$$

Proof See [Lang (1970), chap. 1, §7, Prop. 20].

### 2.6 Extensions of discrete valuations

We consider the problem of extending discrete valuations to extension fields. Let $K$ be an infinite field and $v: K \rightarrow \mathbb{Z} \cup\{\infty\}$ a discrete valuation. We define in the usual manner the local ring, maximal ideal and residue class field of $v$ by

$$
A_{v}:=\{x \in K: v(x) \geq 0\}, \quad \mathfrak{p}_{v}:=\{x \in K: v(x)>0\}, \quad k_{v}:=A_{v} / \mathfrak{p}_{v}
$$

First we consider transcendental extensions. Let again $K$ be an infinite field with discrete valuation $v$. For a non-zero polynomial

$$
P=\sum_{\left(i_{1}, \ldots, i_{r}\right) \in I} a\left(i_{1}, \ldots, i_{r}\right) X_{1}^{i_{1}} \cdots X_{r}^{i_{r}} \in K\left[X_{1}, \ldots, X_{r}\right]
$$

(with $I$ a finite subset of $\left(\mathbb{Z}_{\geq 0}\right)^{r}$ ), we define

$$
v(P):=\min \left\{v\left(a\left(i_{1}, \ldots, i_{r}\right)\right):\left(i_{1}, \ldots, i_{r}\right) \in I\right\}
$$

and further, we put $v(0):=\infty$.
Proposition 2.6.1 (Gauss' Lemma for discrete valuations) Let $P, Q$ be polynomials in $K\left[X_{1}, \ldots, X_{r}\right]$. Then

$$
v(P Q)=v(P)+v(Q), \quad v(P+Q) \geq \min (v(P), v(Q))
$$

Proof We prove only $v(P Q)=v(P)+v(Q)$. After multiplying $P, Q$ with suitable elements of $K^{*}$, we may assume that $v(P)=v(Q)=0$. Then the reductions $\bar{P}, \bar{Q}$ of $P, Q$ modulo $\mathfrak{p}_{v}$ are non-zero polynomials in $k_{v}\left[X_{1}, \ldots, X_{r}\right]$. Hence $\bar{P} \cdot \bar{Q} \neq 0$, which implies $v(P Q)=0$.

Proposition 2.6.1 implies that $v$ can be extended to a discrete valuation on $K\left(X_{1}, \ldots, X_{r}\right)$, also denoted by $v$, given by $v(R)=v(P)-v(Q)$ for $R=P / Q$ with $P, Q \in K\left[X_{1}, \ldots, X_{r}\right], Q \neq 0$.

Let $A$ be a Dedekind domain with quotient field $K$. For a polynomial $P \in$ $K\left[X_{1}, \ldots, X_{r}\right]$, we denote by $(P)$ the fractional ideal of $A$ generated by the coefficients of $P$.

Corollary 2.6.2 (Gauss' Lemma for Dedekind domains) For any two polynomials $P, Q \in K\left[X_{1}, \ldots, X_{r}\right]$ we have $(P Q)=(P)(Q)$.

Proof Apply Proposition 2.6.1 with $\operatorname{ord}_{\mathfrak{p}}$ for every $\mathfrak{p} \in \mathscr{P}(A)$.
Let again $K$ be a field with discrete valuation $v, L$ a finite extension of $K$, and $V$ a discrete valuation on $L$. We say that $V$ lies above $v$ or $v$ below $V$, notation $V \mid v$, if there is a positive real $e$, which is necessarily an integer, such that $V(x)=e v(x)$ for $x \in K$. We call $e(V \mid v):=e$ the ramification index of $V$ over $v$. Let

$$
A_{V}:=\{x \in L: V(x) \geq 0\}, \quad \mathfrak{p}_{V}:=\{x \in L: V(x)>0\}, \quad k_{V}:=A_{V} / \mathfrak{p}_{V}
$$

be the local ring, maximal ideal, and residue class field of $V$. Then $k_{V}$ is a finite extension of $k_{v}$, and we call $f(V \mid v):=\left[k_{V}: k_{v}\right]$ the residue class degree of $V$ over $v$.

Example Let $A$ be a Dedekind domain with quotient field $K, \mathfrak{p}$ a prime ideal of $A$ and $v=\operatorname{ord}_{p}$. Further, let as above $L$ be a finite extension of $K$. Then the discrete valuations on $L$ lying above $v$ are $V_{i}:=\operatorname{ord}_{\mathfrak{P}_{i}}(i=1, \ldots, g)$, where $\mathfrak{P}_{i}$ $(i=1, \ldots, g)$ are the prime ideals of $A_{L}$ occurring in the factorization of $\mathfrak{p} A_{L}$, and we have $e\left(V_{i} \mid v\right)=e\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right), f\left(V_{i} \mid v\right)=f\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right)$ for $i=1, \ldots, g$.

Proposition 2.6.3 Let $K$ be a field of characteristic $0, v$ a discrete valuation on $K$, and $L$ a finite extension of $K$.
Then there are only finitely many discrete valuations on L lying above $v$, and if $V_{1}, \ldots, V_{g}$ are these valuations, we have

$$
\sum_{i=1}^{g} e\left(V_{i} \mid v\right) f\left(V_{i} \mid v\right)=[L: K] .
$$

Moreover, the integral closure $A_{v, L}$ of $A_{v}$ in $L$ is a principal ideal domain, and

$$
A_{v, L}=\left\{x \in L: V_{i}(x) \geq 0 \text { for } i=1, \ldots, g\right\} .
$$

Proof Obvious from the example, and Proposition 2.5.1. Corollary 2.2.3(i), and Corollary 2.2.6

### 2.7 Norms of ideals

Let $K$ be an infinite field, $L$ a finite extension of $K$ and $A \subset K$ a Dedekind domain with quotient field $K$.

Definition We define the norm of a prime ideal $\mathfrak{P}$ of $A_{L}$ by $\mathfrak{N}_{A_{L} / A}(\mathfrak{P}):=$ $\mathfrak{p}^{f(\mathcal{F} \mid \mathfrak{p})}$, where $\mathfrak{p}$ is the prime ideal of $A$ such that $\mathfrak{P}$ occurs in the prime ideal factorization of $\mathfrak{p} A_{L}$. Then the norm $\mathfrak{N}_{A_{L} / A}(\mathfrak{H})$ of an arbitrary non-zero fractional ideal $\mathfrak{A}$ of $A_{L}$ is defined by multiplicativity, i.e.,

$$
\begin{equation*}
\mathfrak{N}_{A_{L} / A}(\mathfrak{H}):=\prod_{\mathfrak{p} \in \mathscr{P}(A)} \mathfrak{p}^{\sum_{\mathfrak{q} \mid \boldsymbol{p}} f(\mathfrak{F} \mid \mathfrak{p}) \cdot \operatorname{ord}_{\mathfrak{q}}(\mathfrak{H})} \tag{2.7.1}
\end{equation*}
$$

where the sum in the exponent is over all prime ideals of $A_{L}$ dividing $\mathfrak{p}$. Thus, $\mathfrak{\Re}_{A_{L} / A}$ defines a homomorphism from the group of non-zero fractional ideals of $A_{L}$ to the group of non-zero fractional ideals of $A$. For completeness, we set $\mathfrak{n}_{A_{L} / A}((0)):=(0)$.

Proposition 2.7.1 Assume that $K$ has characteristic 0 . Let L be a finite extension of $K$ of degree $n$. Then:
(i) $\mathfrak{M}_{A_{L} / A}\left(\alpha A_{L}\right)=N_{L / K}(\alpha) A$ for $\alpha \in L$.
(ii) Let $\mathfrak{p}$ be a prime ideal of $A$, and $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{g}$ the prime ideals of $A_{L}$ dividing
$\mathfrak{p}$. Then for every $\alpha \in A_{L}$,

$$
\operatorname{ord}_{\mathfrak{p}}\left(N_{L / K}(\alpha)\right)=\sum_{i=1}^{g} f\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right) \operatorname{ord}_{\mathfrak{F}_{i}}(\alpha) .
$$

(iii) $\mathfrak{M}_{A_{L} / A}\left(\mathfrak{a} A_{L}\right)=\mathfrak{a}^{[L: K]}$ for every fractional ideal $\mathfrak{a}$ of $A$.
(iv) Let $M$ be a finite extension of $L$. Then $\mathfrak{N}_{A_{M} / A}(\mathbb{C})=\mathfrak{N}_{A_{L} / A}\left(\mathfrak{N}_{A_{M} / A_{L}}(\mathbb{C})\right)$ for every fractional ideal $\mathfrak{C}$ of $A_{M}$.

Proof For (i), see [Lang (1970), chap. I, §7, Prop. 22]. Assertion (ii) follows from (i) and 2.7.1). For (iii), see [Lang (1970), chap. I, §7, Cor. 1]. Assertion (iv) follows from Proposition 2.5.2

### 2.8 Discriminant and different

Let $K$ be a field of characteristic 0 , and $A$ a Dedekind domain with quotient field $K$. Further, let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=n$. Since $A$ is Noetherian, its integral closure $A_{\Omega}$ in $\Omega$ is finitely generated as an $A$-module.

Definition The discriminant ideal $\mathrm{D}_{A_{\Omega} / A}$ of $A_{\Omega}$ over $A$ is defined as the ideal of $A$ generated by all numbers $D_{\Omega / K}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with $\alpha_{1}, \ldots, \alpha_{n} \in A_{\Omega}$.

From Proposition 2.10.1 below, which is formulated in a more general form for lattices, it follows that if $\mathscr{G}$ is any finite set of $A$-module generators of $A_{\Omega}$, then $D_{A_{\Omega} / A}$ is already generated by the numbers $D_{\Omega / K}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with $\alpha_{1}, \ldots, \alpha_{n} \in$ $\mathscr{G}$. In particular, if $A_{\Omega}$ is a free $A$-module and $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ is an $A$-basis of $A_{\Omega}$, we have

$$
\mathrm{D}_{A_{\Omega} / A}=\left(D_{\Omega / K}\left(\alpha_{1}, \ldots, \alpha_{n}\right)\right) .
$$

From Proposition 2.10 .2 below it follows that if $\Omega$ is $K$-isomorphic to a direct product $L_{1} \times \cdots \times L_{q}$ of finite extension fields of $K$, then

$$
\mathfrak{D}_{A_{\Omega} / A}=\prod_{i=1}^{q} \mathfrak{D}_{A_{L_{i}} / A} .
$$

Let $L$ be a finite extension field of $K$.
Definition The different $\mathfrak{D}_{A_{L} / A}$ of $A_{L}$ over $A$ is the fractional ideal of $A_{L}$ whose inverse satisfies

$$
\mathfrak{D}_{A_{L} / A}^{-1}=\left\{x \in L: \operatorname{Tr}_{L / K}(x y) \in A \text { for all } y \in A_{L}\right\} .
$$

Note that $\mathfrak{D}_{A_{L} / A}^{-1} \supseteq A_{L}$. Hence $\mathfrak{D}_{A_{L} / A}$ is in fact an ideal of $A_{L}$.
The different and discriminant ideal of $A_{L} / A$ are related as follows:
Proposition 2.8.1 $\mathfrak{D}_{A_{L} / A}=\mathfrak{N}_{A_{L} / A}\left(\mathfrak{D}_{A_{L} / A}\right)$.
Proof See [Lang (1970), chap. III, §3, Prop. 14].
We have collected some properties of the different and discriminant ideal.
Proposition 2.8.2 (i) Let $M \supset L \supset K$ be a tower of finite field extensions of $K$ and $A_{L}, A_{M}$ the integral closures of $A$ in $L, M$, respectively. Then

$$
\mathfrak{D}_{A_{M} / A_{K}}=\mathfrak{D}_{A_{M} / A_{L}} \mathfrak{D}_{A_{L} / A_{K}} .
$$

(ii) Let $L, M$ be finite extensions of $K$ and $L M$ their compositum. Then

$$
\mathfrak{D}_{A_{L M} / A_{L}} \supseteq \mathfrak{D}_{A_{L} / A} .
$$

(iii) Let $L$ be a finite extension of $K, \mathfrak{p}$ a prime ideal of $A$ and $\mathfrak{P}$ a maximal ideal of $A_{L}$ dividing $\mathfrak{p}$. Then $\operatorname{ord}_{\mathfrak{F}}\left(\mathfrak{D}_{A_{L} / A}\right)=e(\mathfrak{P} \mid \mathfrak{p})-1+r$, where

$$
r=0 \text { if } \operatorname{ord}_{\mathfrak{B}}(e(\mathfrak{P} \mid \mathfrak{p}))=0, \quad 1 \leq r \leq \operatorname{ord}_{\mathfrak{p}}(e(\mathfrak{P} \mid \mathfrak{p})) \text { otherwise. }
$$

Proof For (i) see [Lang (1970), chap.III, §1 ], for (ii) see [Stark (1974), Lemma 6] and for (iii) see [Neukirch (1999), chap. 2, Prop. 9.6].

Corollary 2.8.3 (i) Let $M \supset L \supset K$ be a tower of finite extensions of $K$. Then

$$
\dot{D}_{A_{M} / A}=\mathfrak{\Re}_{A_{L} / A}\left(\mathfrak{D}_{A_{M} / A_{L}}\right) \mathfrak{D}_{A_{L} / A}^{[M: L]} .
$$

(ii) Let $L_{1}, \ldots, L_{r}$ be finite extensions of $K$ and $M$ their compositum. Then

$$
\mathfrak{D}_{A_{M} / A} \supseteq \prod_{i=1}^{r} \mathfrak{D}_{A_{L_{i}} / A}^{\left[M: L_{i}\right]}, \quad \searrow_{A_{M} / A} \subseteq \mathfrak{D}_{A_{L_{i}} / A}^{\left[M: L_{i}\right]} \text { for } i=1, \ldots, r .
$$

(iii) Let $L$ be a finite extension of $K$ of degree $n$, and $\mathfrak{p}$ a prime ideal of $A$. Then

$$
\begin{aligned}
& \operatorname{ord}_{\mathfrak{p}}\left(\mathfrak{D}_{A_{L} / A}\right) \leq n \text { if } \mathfrak{p} \cap \mathbb{Z}=(0), \\
& \operatorname{ord}_{\mathfrak{p}}\left(\mathrm{D}_{A_{L} / A}\right) \leq n\left(1+\operatorname{ord}_{\mathfrak{p}}(p) \cdot \frac{\log n}{\log p}\right) \text { if } \mathfrak{p} \cap \mathbb{Z}=(p) \text { with } p \text { a prime number. }
\end{aligned}
$$

Proof (i) Combine Propositions 2.8.1, 2.8.2 and 2.7.1.
(ii) From Proposition 2.8.2(i),(ii) we infer that

$$
\mathfrak{D}_{A_{M} / A} \supseteq \prod_{i=1}^{r} \mathfrak{D}_{A_{L_{i}} / A} .
$$

Now the first assertion of (ii) follows at once by taking the norm of $M$ over $K$ and applying Propositions 2.8.1 and 2.7.1. The second assertion of (ii) follows from (i).
(iii) Let $\mathfrak{P}_{1}, \ldots, \mathfrak{F}_{g}$ be the prime ideals of $A_{L}$ that divide $\mathfrak{p}$ and write $e_{i}, f_{i}$ for $e\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right), f\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right)$, respectively. Combining Lemma 2.8.2 with Proposition 2.8.1, (2.7.1) and Proposition 2.5.2, we obtain

$$
\begin{aligned}
& \operatorname{ord}_{\mathfrak{p}}\left(\mathrm{D}_{A_{L} / A}\right)=\sum_{i=1}^{g} f_{i} \operatorname{ord}_{\mathfrak{P}_{i}}\left(\mathfrak{D}_{A_{L} / A}\right) \\
& \quad \leq \sum_{i=1}^{g} f_{i}\left(e_{i}+\operatorname{ord}_{\mathfrak{F}_{i}}\left(e_{i}\right)\right)=\sum_{i=1}^{g} f_{i} e_{i}\left(1+\operatorname{ord}_{\mathfrak{p}}\left(e_{i}\right)\right) \\
& \quad \leq\left(\sum_{i=1}^{g} f_{i} e_{i}\right) \cdot\left(1+\max _{1 \leq i \leq g} \operatorname{ord}_{\mathfrak{p}}\left(e_{i}\right)\right)=n\left(1+\max _{1 \leq i \leq g} \operatorname{ord}_{\mathfrak{p}}\left(e_{i}\right)\right) .
\end{aligned}
$$

If $\mathfrak{p} \cap \mathbb{Z}=(0)$ we have $\operatorname{ord}_{\mathfrak{p}}\left(e_{i}\right)=0$ for $i=1, \ldots, g$. If $\mathfrak{p} \cap \mathbb{Z}=(p)$ with $p$ a
prime number, write $e_{i}=p^{k_{i}} e_{i}^{\prime}$ with $k_{i} \in \mathbb{Z}_{\geq 0}$ and $p \nmid e_{i}^{\prime}$. Then for $i=1, \ldots, g$, using $e_{i} \leq n$,

$$
\operatorname{ord}_{\mathfrak{p}}\left(e_{i}\right)=\operatorname{ord}_{\mathfrak{p}}(p) k_{i} \leq \operatorname{ord}_{\mathfrak{p}}(p) \frac{\log n}{\log p}
$$

In both cases, assertion (iii) follows.

### 2.9 Lattices over Dedekind domains

Let $K$ be a field of characteristic 0 and $V$ a $K$-vector space of finite dimension $n$. Further, let $A$ be a Dedekind domain with quotient field $K$.

Definition An A-lattice of $V$ is a finitely generated $A$-submodule of $V$ containing a $K$-basis of $V$. An $A$-lattice of $V$ is called free if it is generated by a $K$-basis of $V$. In that case it is a free $A$-module of rank $n=\operatorname{dim}_{K} V$.

For instance, the $A$-lattices of $K$ are precisely the non-zero fractional ideals of $A$, and the free $A$-lattices of $K$ the non-zero principal fractional ideals of $A$.

For any two $A$-lattices $\mathscr{M}, \mathscr{N}$ of $V$, there are $a, b \in K^{*}$ with

$$
\begin{equation*}
a \mathscr{N} \subseteq \mathscr{M} \subseteq b \mathscr{N} . \tag{2.9.1}
\end{equation*}
$$

Indeed, choose finite sets of generators of $\mathscr{M}, \mathscr{N}$, respectively. We can express the generators of $\mathscr{N}$ as $K$-linear combinations of the generators of $\mathscr{M}$. By multiplying the generators of $\mathscr{N}$ with a suitable non-zero $a \in A$, they become $A$-linear combinations of the generators of $\mathscr{M}$. Hence $a \mathscr{N} \subseteq \mathscr{M}$. The other inclusion follows in a similar manner.
If $A$ is a principal ideal domain, then every $A$-lattice $\mathscr{M}$ of $V$ is free of rank $n$. Indeed, let $\mathscr{M}$ be an $A$-lattice of $V$. Then by applying (2.9.1) with $\mathscr{N}$ any free $A$-lattice of $V$, we see that $\mathscr{M}$ contains and is contained in a free $A$-lattice of rank $n$, and so must itself be free of rank $n$.
Let $\mathfrak{p}$ be a prime ideal of $A$ and denote by $A_{\mathfrak{p}}$ the localization of $A$ at $\mathfrak{p}$. Let $\mathscr{M}$ be an $A$-lattice of $V$. Then the localization of $\mathscr{M}$ at $\mathfrak{p}$, given by

$$
\mathscr{M}_{\mathfrak{p}}:=A_{\mathfrak{p}} \mathscr{M}
$$

is an $A_{\mathfrak{p}}$-lattice of $V$. It is free, since $A_{\mathfrak{p}}$ is a principal ideal domain.
Proposition 2.9.1 We have $\mathscr{M}=\bigcap_{p \in \mathscr{P}(A)} \mathscr{M}_{\mathfrak{p}}$.
Proof It is clear that $\mathscr{M} \subseteq \bigcap_{p \in \mathscr{P}(A)} \mathscr{M}_{\mathrm{p}}$. We prove the other inclusion. Let $\alpha \in \bigcap_{p \in \mathscr{P}(A)} \mathscr{M}_{\mathfrak{p}}$. By expressing $\alpha$ as a $K$-linear combination of a basis of $V$ contained in $\mathscr{M}$, we see that there exists non-zero $D \in A$ with $D \alpha \in \mathscr{M}$. Let
$S$ be the finite set of prime ideals $\mathfrak{p}$ of $A$ with $\operatorname{ord}_{\mathfrak{p}}(D)>0$. For $\mathfrak{p} \in S$ there is $a_{\mathfrak{p}} \in A_{\mathfrak{p}} \backslash\{0\}$ with $a_{\mathfrak{p}}^{-1} \alpha \in \mathscr{M}$. Let $\mathfrak{a}$ be the fractional ideal generated by $D$ and $a_{\mathfrak{p}}^{-1}$, for all $\mathfrak{p} \in S$. Then $\xi \alpha \in \mathscr{M}$ for $\xi \in \mathfrak{a}$. Now we have $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{a}) \leq \operatorname{ord}_{\mathfrak{p}}(D)=0$ for $\mathfrak{p} \in \mathscr{P}(A) \backslash S$ and $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{a}) \leq \operatorname{ord}_{\mathfrak{p}}\left(a_{\mathfrak{p}}^{-1}\right) \leq 0$ for $\mathfrak{p} \in S$, hence $1 \in \mathfrak{a}$. Consequently, $\alpha \in \mathscr{M}$.

Proposition 2.9.2 Let $\mathscr{N}_{0}$ be an A-lattice of $V$, let $\mathscr{S}$ be a finite set of prime ideals of $A$, and for $\mathfrak{p} \in \mathscr{S}$, let $\mathscr{N}_{p}$ be an $A_{p}$-lattice of $V$. Then there is a unique A-lattice $\mathscr{M}$ of $V$ such that

$$
\begin{aligned}
& A_{p} \mathscr{M}=\mathscr{N}_{p} \text { for } \mathfrak{p} \in \mathscr{S}, \\
& A_{p} \mathscr{M}=A_{p} \mathscr{N}_{0} \text { for } \mathfrak{p} \in \mathscr{P}(A) \backslash \mathscr{S} .
\end{aligned}
$$

Proof Put $\mathscr{N}_{\mathfrak{p}}:=A_{\mathfrak{p}} \mathscr{N}_{0}$ for $\mathfrak{p} \in \mathscr{P}(A) \backslash \mathscr{S}$. According to Proposition 2.9.1, if an $A$-lattice $\mathscr{M}$ with the required properties exists, then it must be equal to $\cap_{p \in \mathscr{P}(A)} \mathscr{N}_{p}$. So it is certainly unique. Now define $\mathscr{M}$ to be this intersection. We first show that $\mathscr{M}$ is an $A$-lattice of $V$. By 2.9.1, for $\mathfrak{p} \in \mathscr{S}$ there is $a_{\mathfrak{p}} \in K^{*}$ with $a_{\mathfrak{p}} \mathscr{N}_{\mathfrak{p}} \subseteq A_{\mathfrak{p}} \mathscr{N}_{0}$. Let $b$ be a non-zero element of $A$ such that $b / a_{\mathfrak{p}} \in A$ for $\mathfrak{p} \in \mathscr{S}$. Then $b \mathscr{N}_{\mathfrak{p}} \subseteq A_{\mathfrak{p}} \mathscr{N}_{0}$ for $\mathfrak{p} \in \mathscr{P}(A)$, and together with Proposition 2.9.1, this implies that $b \mathscr{M} \subseteq \mathscr{N}_{0}$. So $\mathscr{M}$ is finitely generated. On the other hand, by 2.9.1) there is a non-zero $c \in A$ such that $c \mathscr{N}_{0} \subseteq \mathscr{N}_{\mathfrak{p}}$ for $\mathfrak{p} \in \mathscr{S}$, implying $c \mathscr{N}_{0} \subseteq \mathscr{M}$. Hence $K \mathscr{M}=V$. This shows that $\mathscr{M}$ is an $A$-lattice of $V$.
It is clear that $A_{p} \mathscr{M} \subseteq \mathscr{N}_{\mathfrak{p}}$ for $\mathfrak{p} \in \mathscr{P}(A)$. We have to prove the other inclusions. Fix a non-zero $b \in \mathscr{M}$. Let $\mathfrak{p} \in \mathscr{P}(A)$ and take $\xi \in \mathscr{N}_{p}$. By the Chinese Remainder Theorem, there is $a \in A$ such that $\operatorname{ord}_{\mathfrak{p}}(a)=0$ and $\operatorname{ord}_{\mathfrak{q}}(a) \geq-\operatorname{ord}_{\mathfrak{q}}(b)$ for $\mathfrak{q} \in \mathscr{P}(A) \backslash\{\mathfrak{p}\}$. Then $a \in A_{\mathfrak{p}}^{*}$, and $\xi \in a^{-1} \mathcal{N}_{\mathfrak{q}}$ for $\mathfrak{q} \in \mathscr{P}(A)$. Hence $\xi \in a^{-1} \mathscr{M} \subseteq A_{\mathfrak{p}} \mathscr{M}$. This completes our proof.

We now define the index ideal of one lattice in another. Recall that if $V$ is a finite-dimensional $\mathbb{Q}$-vector space and $\mathscr{M}_{1}, \mathscr{M}_{2}$ are two $\mathbb{Z}$-lattices of $V$ with $\mathscr{M}_{2} \subseteq \mathscr{M}_{1}$, then the index of $\mathscr{M}_{2}$ in $\mathscr{M}_{1}$ is given by

$$
\left[\mathscr{M}_{1}: \mathscr{M}_{2}\right]:=\left|\mathscr{M}_{1}\right| \mathscr{M}_{2} \mid .
$$

If $\left\{\omega_{1}, \ldots, \omega_{n}\right\},\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ are $\mathbb{Z}$-bases of $\mathscr{M}_{1}, \mathscr{M}_{2}$, respectively, we have

$$
\left[\mathscr{M}_{1}: \mathscr{M}_{2}\right]=|\operatorname{det} M|
$$

where $M$ is the coefficient matrix of $\theta_{1}, \ldots, \theta_{n}$ with respect to $\omega_{1}, \ldots, \omega_{n}$, i.e., $M=\left(a_{i j}\right)$, where $a_{i j} \in \mathbb{Z}$ and $\theta_{i}=\sum_{j=1}^{n} a_{i j} \omega_{j}$ for $i, j=1, \ldots, n$.

Now let again $A$ be a Dedekind domain with quotient field $K, V$ a $K$-vector space of finite dimension $n$, and $\mathscr{M}_{1}, \mathscr{M}_{2}$ two $A$-lattices of $V$ with $\mathscr{M}_{2} \subseteq \mathscr{M}_{1}$. Let $\mathfrak{p} \in \mathscr{P}(A)$. Then the localizations $\mathscr{M}_{i, \mathfrak{p}}:=A_{\mathfrak{p}} \mathscr{M}_{i}(i=1,2)$ are free $A_{\mathfrak{p}}$ modules of rank $n$. Choose $A_{\mathfrak{p}}$-bases $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ and $\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ of $\mathscr{M}_{1, \mathfrak{p}}$,
$\mathscr{M}_{2, \mathrm{p}}$, respectively. Then there is an $n \times n$-matrix $M=\left(a_{i j}\right)$ with entries in $A_{\mathfrak{p}}$ such that $\theta_{i}=\sum_{j=1}^{n} a_{i j} \omega_{j}$ for $i, j=1, \ldots, n$ and we define

$$
\iota_{p}\left(\mathscr{M}_{1}, \mathscr{M}_{2}\right):=\operatorname{ord}_{p}(\operatorname{det} M) .
$$

Replacing $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ and $\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ by other $A_{\mathfrak{p}}$-bases of $\mathscr{M}_{1}, \mathscr{M}_{2}$ has the effect that $M$ is multiplied on the left and on the right with matrices from $\mathrm{GL}\left(n, A_{p}\right)$, and this does not affect the value of $\iota_{\mathrm{p}}\left(\mathscr{M}_{1}, \mathscr{M}_{2}\right)$. So the latter quantity does not depend on the choices of the bases. Notice that $\iota_{p}\left(\mathscr{M}_{1}, \mathscr{M}_{2}\right) \geq 0$, and that

$$
\begin{equation*}
\iota_{\mathfrak{p}}\left(\mathscr{M}_{1}, \mathscr{M}_{2}\right)=0 \Longleftrightarrow \mathscr{M}_{1, \mathfrak{p}}=\mathscr{M}_{2, \mathfrak{p}} . \tag{2.9.2}
\end{equation*}
$$

We show that $\iota_{\mathfrak{p}}\left(\mathscr{M}_{1}, \mathscr{M}_{2}\right)=0$ for all but finitely many $\mathfrak{p} \in \mathscr{P}(A)$. Indeed, by (2.9.1) there is $a \in K^{*}$ such that $a \mathscr{M}_{1} \subseteq \mathscr{M}_{2}$. There are only finitely many $\mathfrak{p} \in \mathscr{P}(A)$ such that $\operatorname{ord}_{\mathfrak{p}}(a) \neq 0$, and for the remaining $\mathfrak{p}$ we have $\mathscr{M}_{1, \mathfrak{p}}=\mathscr{M}_{2, \mathfrak{p}}$.
We now define the index ideal of $\mathscr{M}_{2}$ in $\mathscr{M}_{1}$ by

$$
\begin{equation*}
\left[\mathscr{M}_{1}: \mathscr{M}_{2}\right]_{A}:=\prod_{\mathfrak{p} \in \mathscr{P}(A)} \mathfrak{p}^{t_{p}\left(\mathscr{M}_{1}, \mathscr{M}_{2}\right)} . \tag{2.9.3}
\end{equation*}
$$

This is clearly an ideal of $A$. Moreover, by 2.9 .2 we have for every prime ideal $\mathfrak{p}$ of $A$,

$$
\begin{equation*}
\mathscr{M}_{2, \mathfrak{p}} \varsubsetneqq \mathscr{M}_{1, \mathfrak{p}} \Longleftrightarrow \mathfrak{p} \supseteq\left[\mathscr{M}_{1}: \mathscr{M}_{2}\right]_{A} \tag{2.9.4}
\end{equation*}
$$

Suppose that both $\mathscr{M}_{1}, \mathscr{M}_{2}$ are free. Choose $A$-bases $\left\{\omega_{1}, \ldots, \omega_{n}\right\},\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ of $\mathscr{M}_{1}, \mathscr{M}_{2}$, respectively, and let $M$ be the coefficient matrix of $\theta_{1}, \ldots, \theta_{n}$ in terms of $\omega_{1}, \ldots, \omega_{n}$. Then

$$
\begin{equation*}
\left[\mathscr{M}_{1}: \mathscr{M}_{2}\right]_{A}=(\operatorname{det} M) \tag{2.9.5}
\end{equation*}
$$

We finish with a useful lemma.
Proposition 2.9.3 Let $A$ be a Dedekind domain with quotient field $K, V$ a finite dimensional $K$-vector space and $\mathscr{M}_{1}, \mathscr{M}_{2}$ two A-lattices of $V$ with $\mathscr{M}_{1} \supseteq$ $\mathscr{M}_{2}$. Then

$$
\left[\mathscr{M}_{1}: \mathscr{M}_{2}\right]_{A} \cdot \mathscr{M}_{1} \subseteq \mathscr{M}_{2} .
$$

Proof Let $a \in\left[\mathscr{M}_{1}: \mathscr{M}_{2}\right]_{A}$. We have to prove that $a \mathscr{M}_{1} \subseteq \mathscr{M}_{2}$. In view of Proposition 2.9.1, it suffices to show that $a \mathscr{M}_{1, \mathfrak{p}} \subseteq \mathscr{M}_{2, \mathfrak{p}}$ for all $\mathfrak{p} \in \mathscr{P}(A)$.
Take $\mathfrak{p} \in \mathscr{P}(A)$. Let $\left\{\omega_{1}, \ldots, \omega_{n}\right\},\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ be bases of $\mathscr{M}_{1, \mathfrak{p}}, \mathscr{M}_{2, \mathfrak{p}}$, respectively. Let $M$ be the coefficient matrix of $\theta_{1}, \ldots, \theta_{n}$ in terms of $\omega_{1}, \ldots, \omega_{n}$. Then $M$ has its entries in $A_{p}$. Put $\Delta:=\operatorname{det} M$. Then the matrix $\Delta M^{-1}$ has its entries in $A_{\mathfrak{p}}$. Since $\operatorname{ord}_{\mathfrak{p}}(a) \geq \iota_{\mathfrak{p}}\left(\mathscr{M}_{1}, \mathscr{M}_{2}\right)=\operatorname{ord}_{\mathfrak{p}}(\Delta)$, we have $a \Delta^{-1} \in A_{\mathfrak{p}}$. Hence $a M^{-1}$ has its entries in $A_{\mathfrak{p}}$. Now $a M^{-1}$ expresses $a \omega_{1}, \ldots, a \omega_{n}$ in terms of $\theta_{1}, \ldots, \theta_{n}$. This implies $a \mathscr{M}_{1, \mathfrak{p}} \subseteq \mathscr{M}_{2, p}$, as required.

### 2.10 Discriminants of lattices of étale algebras

Discriminants of lattices over $\mathbb{Q}$. Let $\Omega$ be a finite étale $\mathbb{Q}$-algebra of degree $[\Omega: \mathbb{Q}]=n$. Let $\mathscr{M}$ be a $\mathbb{Z}$-lattice of $\Omega$. Then $\mathscr{M}$ has a $\mathbb{Z}$-basis, $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ say, and we may define the discriminant of $\mathscr{M}$ by

$$
\begin{equation*}
D_{\mathscr{M}}:=D_{\Omega / \mathbb{Q}}\left(\omega_{1}, \ldots, \omega_{n}\right) . \tag{2.10.1}
\end{equation*}
$$

Any two bases of $\mathscr{M}$ can be expressed into each other by means of a basis transformation matrix from $G L(n, \mathbb{Z})$. So in view of the basis transformation formula for discriminants 1.5 .3 , this is independent of the choice of the basis.
Denote by $O_{\Omega}$ the integral closure of $\mathbb{Z}$ in $\Omega$. By Lemma 1.6.3, $O_{\Omega}$ is a free $\mathbb{Z}$-module with a basis of the shape $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$, hence it is a $\mathbb{Z}$-lattice of $\Omega$. The discriminant of $\Omega$ is defined by

$$
D_{\Omega}:=D_{O_{\Omega}} .
$$

We have $\Omega \cong L_{1} \times \cdots \times L_{q}$ for certain finite extensions $L_{1}, \ldots, L_{q}$ of $\mathbb{Q}$. Then

$$
\begin{equation*}
D_{\Omega}=\prod_{i=1}^{q} D_{L_{i}} . \tag{2.10.2}
\end{equation*}
$$

Indeed, assume without loss of generality that $\Omega=L_{1} \times \cdots \times L_{q}$ and let $n_{i}:=$ [ $\left.L_{i}: \mathbb{Q}\right]$ for $i=1, \ldots, q$. By 1.6.1] we have $O_{\Omega}=O_{L_{1}} \times \cdots \times O_{L_{q}}$. So we can make a $\mathbb{Z}$-basis $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ of $O_{\Omega}$ by taking for $i=1, \ldots, q$ a $\mathbb{Z}$-basis $\left\{\omega_{i, 1}, \ldots, \omega_{i, n_{i}}\right\}$ of $O_{L_{i}}$, and then

$$
\left(0, \ldots, \omega_{i j}, \ldots, 0\right) \quad\left(i=1, \ldots, q, j=1, \ldots, n_{i}\right)
$$

with $\omega_{i j}$ on the i-th place, and 0 on the other places. Now 2.10.2 is an immediate consequence of the product decomposition (1.5.5).

Let $\mathscr{M}_{1}, \mathscr{M}_{2}$ be any two $\mathbb{Z}$-lattices of $\Omega$ with $\mathscr{M}_{1} \supseteq \mathscr{M}_{2}$. Let $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$, $\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ be $\mathbb{Z}$-bases of $\mathscr{M}_{1}, \mathscr{M}_{2}$, respectively. Then the index [ $\mathscr{M}_{1}: \mathscr{M}_{2}$ ] of $\mathscr{M}_{2}$ in $\mathscr{M}_{1}$ is equal to $|\operatorname{det} M|$, where $M$ is the coefficient matrix of $\theta_{1}, \ldots, \theta_{n}$ with respect to $\omega_{1}, \ldots, \omega_{n}$. Now the basis transformation formula for discriminants 1.5.3 yields at once

$$
\begin{equation*}
D_{\mathscr{M}_{2}}=\left[\mathscr{M}_{1}: \mathscr{M}_{2}\right]^{2} D_{\mathscr{M}_{1}} . \tag{2.10.3}
\end{equation*}
$$

Discriminants of lattices over Dedekind domains. Let $A$ be a Dedekind domain with quotient field $K$ of characteristic $0, \Omega$ a finite étale $K$-algebra with $[\Omega: K]=n$, and $\mathscr{M}$ an $A$-lattice of $\Omega$.

Definition The discriminant ideal $\mathfrak{D}_{\mathscr{M} / A}$ of $\mathscr{M}$ over $A$ is defined as the fractional ideal of $A$ generated by the numbers $D_{\Omega / K}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with $\alpha_{1}, \ldots, \alpha_{n} \in$ $\mathscr{M}$.

To prove some properties of the discriminant, we will heavily use that for every $\mathfrak{p} \in \mathscr{P}(A)$, the localization $\mathscr{M}_{\mathfrak{p}}$ is a free $A_{\mathfrak{p}}$-module. We start with the following proposition.

Proposition 2.10.1 Let $\mathscr{M}$ be an A-lattice of $\Omega$.
(i) Let $\mathscr{G}$ be a finite set of A-module generators for $\mathscr{M}$. Then $\mathfrak{D}_{\mathscr{M} / A}$ is generated by the set

$$
\mathscr{A}=\left\{D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right): \omega_{1}, \ldots, \omega_{n} \in \mathscr{G}\right\} .
$$

In particular, if $\mathscr{M}$ is a free $A$-module with basis $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$, then

$$
\mathfrak{D}_{\mathscr{M} / A}=\left(D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right)\right) .
$$

(ii) Let $\mathfrak{p} \in \mathscr{P}(A)$ and let $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ be an $A_{\mathfrak{p}}$-basis of $\mathscr{M}_{\mathfrak{p}}$. Then

$$
\operatorname{ord}_{\mathfrak{p}}\left(\mathcal{D}_{\mathscr{M} / A}\right)=\operatorname{ord}_{\mathfrak{p}}\left(D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right)\right) .
$$

Proof (i). Denote by $\mathfrak{a}$ the fractional ideal of $A$ generated by $\mathscr{A}$. Let $\mathfrak{p} \in$ $\mathscr{P}(A)$. Clearly, $\operatorname{ord}_{\mathfrak{p}}\left(\mathcal{D}_{\mathscr{M} / A}\right) \leq \operatorname{ord}_{\mathfrak{p}}(\mathfrak{a})$. We have to prove the reverse inequality.
The set $\mathscr{G}$ also generates $\mathscr{M}_{\mathfrak{p}}$ as an $A_{\mathfrak{p}}$-module. Choose $\theta_{1}, \ldots, \theta_{n} \in \mathscr{G}$ such that $\delta:=\operatorname{ord}_{\mathfrak{p}}\left(D_{\Omega / K}\left(\theta_{1}, \ldots, \theta_{n}\right)\right)$ is minimal. Then $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{a})=\delta$.

Let $\alpha \in \mathscr{G}$. Then $\alpha=\sum_{j=1}^{n} x_{j} \theta_{j}$ with $x_{i} \in K$ for $j=1, \ldots, n$. By the basis transformation formula for discriminants (1.5.3), we have for $j=1, \ldots, n$,

$$
x_{j}^{2}=\delta_{j} / \delta
$$

where $\delta_{j}$ is the discriminant of the tuple obtained by replacing $\theta_{j}$ by $\alpha$ in $\theta_{1}, \ldots, \theta_{n}$. Hence $\operatorname{ord}_{\mathfrak{p}}\left(x_{j}\right) \geq 0$. So all elements of $\mathscr{G}$, but then also all elements of $\mathscr{M}_{\mathfrak{p}}$, are $A_{\mathfrak{p}}$-linear combinations of $\theta_{1}, \ldots, \theta_{n}$. Hence $\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ is an $A_{\mathfrak{p}}$-basis of $\mathscr{M}_{\mathfrak{p}}$. By expressing $\alpha_{1}, \ldots, \alpha_{n} \in \mathscr{M}$ as $A_{\mathfrak{p}}$-linear combinations of $\theta_{1}, \ldots, \theta_{n}$ and applying the basis transformation formula for discriminants (1.5.3) we obtain $\operatorname{ord}_{\mathfrak{p}}\left(D_{\Omega / K}\left(\alpha_{1}, \ldots, \alpha_{n}\right)\right) \geq \delta$. So indeed, $\operatorname{ord}_{\mathfrak{p}}\left(\mathrm{D}_{\mathscr{M} / A}\right) \geq \delta$. This proves (i).
(ii). (1.5.3) implies that $\operatorname{ord}_{\mathfrak{p}}\left(D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right)\right)=\delta$.

Proposition 2.10.2 Suppose $\Omega$ is $K$-algebra isomorphic to a direct product $L_{1} \times \cdots \times L_{q}$ of finite extensions of $K$. Then

$$
\mathfrak{D}_{A_{\Omega} / A}=\prod_{i=1}^{q} \mathfrak{D}_{A_{L_{i}} / A} .
$$

Proof Put $n_{i}:=\left[L_{i}: K\right]$ for $i=1, \ldots, q$ and assume without loss of generality that $\Omega=L_{1} \times \cdots \times L_{q}$. Let $\mathfrak{p} \in \mathscr{P}(A)$. For $i=1, \ldots, q$ choose an $A_{\mathfrak{p}}$-basis $\left\{\omega_{i 1}, \ldots, \omega_{i, n_{i}}\right\}$ of $A_{p, L_{i}}$, i.e., the integral closure of $A_{\mathfrak{p}}$ in $L_{i}$. Let $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ be the set consisting of all tuples

$$
\left(0, \ldots, \omega_{i j}, \ldots, 0\right) \quad\left(i=1, \ldots, q, j=1, \ldots, n_{i}\right)
$$

for $i=1, \ldots, q, j=1, \ldots, n_{i}$, where $\omega_{i j}$ is the $i$-th coordinate, and the other coordinates are 0. By 1.6.1 , for the integral closure $A_{p, \Omega}$ of $A_{p}$ in $\Omega$ we have $A_{\mathfrak{p}, \Omega}=A_{\mathfrak{p}, L_{1}} \times \cdots \times A_{\mathfrak{p}, L_{q}}$, hence $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ is an $A_{\mathfrak{p}}$-basis of $A_{\mathfrak{p}, \Omega}$. By the product decomposition 1.5 .5 we have

$$
D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right)=\prod_{i=1}^{q} D_{L_{i} / K}\left(\omega_{i 1}, \ldots, \omega_{i, n_{i}}\right),
$$

which together with Proposition 2.10.1 implies

$$
\operatorname{ord}_{\mathfrak{p}}\left(\mathrm{D}_{A_{\Omega} / A}\right)=\sum_{i=1}^{q} \operatorname{ord}_{\mathfrak{p}}\left(\mathrm{D}_{A_{L_{i}} / L_{i}}\right) .
$$

This proves our proposition.
Proposition 2.10.3 Let $\mathscr{M}_{1}, \mathscr{M}_{2}$ be two A-lattices of $\Omega$. Then

$$
\mathfrak{D}_{\mathscr{M}_{2} / A}=\left[\mathscr{M}_{1}: \mathscr{M}_{2}\right]_{A}^{2} \cdot \mathfrak{D}_{\mathscr{M}_{1} / A} .
$$

Proof Let $\mathfrak{p} \in \mathscr{P}(A)$. By applying the basis transformation formula for discriminants 1.5.3\} with bases $\left\{\omega_{1}, \ldots, \omega_{n}\right\},\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ of $\mathscr{M}_{1, \mathfrak{p}}, \mathscr{M}_{2, \mathfrak{p}}$, respectively, and with the coefficient matrix of $\theta_{1}, \ldots, \theta_{n}$ in terms of $\omega_{1}, \ldots, \omega_{n}$, we obtain at once

$$
\operatorname{ord}_{\mathfrak{p}}\left(\mathfrak{D}_{\mathscr{M}_{2} / A}\right)=2 \operatorname{ord}_{\mathfrak{p}}\left(\left[\mathscr{M}_{1}: \mathscr{M}_{2}\right]_{A}\right)+\operatorname{ord}_{\mathfrak{p}}\left(\mathrm{D}_{\mathscr{M}_{1} / A}\right) .
$$

This implies our proposition.

## 3

## Algebraic number fields

We have collected some basic facts on algebraic number fields (finite field extensions of $\mathbb{Q}$ ). Our main references are [Lang (1970)] and [Neukirch (1999)]. The ring of integers of an algebraic number field $K$, that is the integral closure of $\mathbb{Z}$ in $K$, is denoted by $O_{K}$. This is a Dedekind domain, and so every nonzero fractional ideal of $O_{K}$ can be expressed uniquely as a product of powers of prime ideals.

### 3.1 Definitions and basic results

### 3.1.1 Absolute norm of an ideal

Let $K$ be an algebraic number field of degree $d$. Recall that the norm $\mathfrak{N}_{O_{K} / \mathbb{Z}}(\mathfrak{a})$ of a fractional ideal $\mathfrak{a}$ of $O_{K}$ is a fractional ideal of $\mathbb{Z}$. Hence there is a nonnegative rational number $a$ such that $\mathfrak{\Re}_{O_{K} / \mathbb{Z}}(\mathfrak{a})=(a)$. This number $a$ is called the absolute norm of $\mathfrak{a}$, notation $N_{K}(\mathfrak{a})$. It is obvious that the absolute norm is multiplicative. From Proposition 2.7.1(i), (iii), we obtain at once:

$$
\left.\begin{array}{r}
N_{K}((\alpha))=\left|N_{K / \mathbb{Q}}(\alpha)\right| \text { for } \alpha \in K^{*},  \tag{3.1.1}\\
N_{K}((a))=|a|^{[K: \mathbb{Q}]} \text { for } a \in \mathbb{Q}^{*} .
\end{array}\right\}
$$

Moreover, if $L$ is a finite extension of $K$ and $\mathfrak{a}$ a fractional ideal of $O_{K}$, then by Proposition 2.7.1(iii),

$$
\begin{equation*}
N_{L}\left(\mathfrak{a} O_{L}\right)=N_{K}(\mathfrak{a})^{[L: K]} \tag{3.1.2}
\end{equation*}
$$

If $\mathfrak{p}$ is a prime ideal of $O_{K}$ dividing a prime number $p$, we have $N_{K}(\mathfrak{p})=$ $p^{f(p \mid p)}=\left|O_{K} / \mathfrak{p}\right|$. More generally, for any ideal $\mathfrak{a}$ of $O_{K}$ we have

$$
\begin{equation*}
N_{K}(\mathfrak{a})=\left|O_{K} / \mathfrak{a}\right| . \tag{3.1.3}
\end{equation*}
$$

### 3.1.2 Discriminant, class number, unit group and regulator

Let $K$ be an algebraic number field of degree $d$ over $\mathbb{Q}$. There are $d$ distinct isomorphic embeddings of $K$ in $\mathbb{C}$, which we denote by $\sigma_{1}, \ldots, \sigma_{d}$; further we will write $\alpha^{(i)}:=\sigma_{i}(\alpha)$ for $\alpha \in K$. We assume that among these embeddings there are precisely $r_{1}$ real embeddings, i.e., embeddings $\sigma$ with $\sigma(K) \subset \mathbb{R}$, $\underline{a n d}_{2} r_{2}$ pairs of complex conjugate embeddings, i.e., pairs $\{\sigma, \bar{\sigma}\}$ where $\bar{\sigma}(\alpha)=$ $\overline{\sigma(\alpha)}$ for $\alpha \in K$. Thus, $d=r_{1}+2 r_{2}$ and after reordering the embeddings we may assume that $\sigma_{i}\left(i=1, \ldots, r_{1}\right)$ are the real embeddings and $\left\{\sigma_{i}, \sigma_{i+r_{2}}\right\}$ ( $i=r_{1}+1, \ldots r_{1}+r_{2}$ ) the pairs of complex conjugate embeddings.

Viewed as a $\mathbb{Z}$-module, $O_{K}$ is free of rank $d$. Taking any $\mathbb{Z}$-basis $\left\{\omega_{1}, \ldots, \omega_{d}\right\}$ of $O_{K}$, we define the discriminant of $K$ by

$$
D_{K}:=D_{K / \mathbb{Q}}\left(\omega_{1}, \ldots, \omega_{d}\right)=\left(\operatorname{det}\left(\omega_{j}^{(i)}\right)_{i, j=1, \ldots, d}\right)^{2} .
$$

This is a non-zero rational integer which is independent of the choice of the basis.

Let $M \supset L \supset \mathbb{Q}$ be a tower of algebraic number fields with $[M: L]=n$. The relative discriminant of $M$ over $L$ is defined by

$$
\mathfrak{D}_{M / L}:=\mathfrak{D}_{O_{M} / O_{L}}
$$

i.e., the ideal of $O_{L}$ generated by all numbers $D_{M / L}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with $\alpha_{1}, \ldots, \alpha_{n} \in$ $O_{M}$. Then Corollary 2.8.3(i) specializes to

$$
\begin{equation*}
D_{M}=N_{L}\left(\mathrm{D}_{M / L}\right) \cdot D_{L}^{[M: L]} \tag{3.1.4}
\end{equation*}
$$

We recall some basic facts. Denote by $I\left(O_{K}\right)$ the group of fractional ideals, and by $P\left(O_{K}\right)$ the group of principal fractional ideals of $O_{K}$.

Theorem 3.1.1 The class group $\operatorname{Cl}\left(O_{K}\right)=I\left(O_{K}\right) / P\left(O_{K}\right)$ of $O_{K}$ is finite.
The cardinality of this class group is called the class number of $K$, and we denote this by $h_{K}$.
We denote by $W_{K}$ the group consisting of all roots of unity in $K$. This is a finite, cyclic subgroup of $K^{*}$. We denote the number of roots of unity of $K$ by $\omega_{K}$.
We recall the following fundamental theorem of Dirichlet concerning the unit group $O_{K}^{*}$ of $O_{K}$. A full lattice of a real vector space $V$ is a free $\mathbb{Z}$-module generated by a basis of $V$.

Theorem 3.1.2 The map

$$
L O G_{K}: \varepsilon \mapsto\left(e_{1} \log \left|\varepsilon^{(1)}\right|, \ldots, e_{r_{1}+r_{2}} \log \left|\varepsilon^{\left(r_{1}+r_{2}\right)}\right|\right)
$$

(where $e_{j}=1$ for $j=1, \ldots r_{1}$ and $e_{j}=2$ for $j=r_{1}+1, \ldots, r_{1}+r_{2}$ ) defines a surjective homomorphism from $O_{K}^{*}$ to a full lattice of the real vector space given by

$$
\left\{\mathbf{x}=\left(x_{1}, \ldots, x_{r_{1}+r_{2}}\right) \in \mathbb{R}^{r_{1}+r_{2}}: x_{1}+\cdots+x_{r_{1}+r_{2}}=0\right\}
$$

with kernel $W_{K}$.
The following consequence is immediate:
Corollary 3.1.3 Put $r=r_{K}:=r_{1}+r_{2}-1$. Then

$$
O_{K}^{*} \cong W_{K} \times \mathbb{Z}^{r} .
$$

More explicitly, there are $\varepsilon_{1}, \ldots, \varepsilon_{r} \in O_{K}^{*}$ such that every $\varepsilon \in O_{K}^{*}$ can be expressed uniquely as

$$
\varepsilon=\zeta \varepsilon_{1}^{b_{1}} \ldots \varepsilon_{r}^{b_{r}}
$$

where $\zeta$ is a root of unity in $K$ and $b_{1}, \ldots b_{r}$ are rational integers.
The number $r_{K}$ (denoted by $r$ if there is no confusion about the number field to which it refers) is called the unit rank of $K$. A set of units $\left\{\varepsilon_{1}, \ldots, \varepsilon_{r}\right\}$ as above is called a fundamental system of units for $K$. We define the regulator of $K$ by

$$
\left.R_{K}:=\mid \operatorname{det}\left(e_{j} \log \left|\varepsilon_{i}^{(j)}\right|\right)\right)_{i, j=1, \ldots, r} \mid
$$

This regulator is non-zero, and independent of the choice of $\varepsilon_{1}, \ldots, \varepsilon_{r}$.

### 3.1.3 Explicit estimates

We recall from the literature some estimates for the field parameters defined above. As before, $K$ is an algebraic number field of degree $d$, and by $r_{1}$ and $r_{2}$ we denote the number of real embeddings and the number of pairs of complex embeddings of $K$.

For the number of roots of unity $\omega_{K}$ of $K$ we have

$$
\begin{equation*}
\omega_{K} \leq 20 d \log \log d \quad \text { if } d \geq 3 \tag{3.1.5}
\end{equation*}
$$

This follows from the observation that the number $\varphi\left(\omega_{K}\right)$ (where $\varphi$ denotes Euler's totient function) divides $d$, and from the lower bound for $\varphi$ following from [Rosser and Schoenfeld (1962), Thm. 15].

For the class number and regulator of $K$ we have

$$
\begin{equation*}
h_{K} R_{K} \leq\left|D_{K}\right|^{1 / 2}\left(\log ^{*}\left|D_{K}\right|\right)^{d-1} . \tag{3.1.6}
\end{equation*}
$$

The first inequality of this type was proved by Landau [Landau (1918)]. The
above version follows from [Louboutin (2000)] and 3 3.1.5]; see (59) in [Győry and Yu (2006)]. The following lower bound for the regulator was obtained in [Friedman (1989)]:

$$
\begin{equation*}
R_{K}>0.2052 \tag{3.1.7}
\end{equation*}
$$

Combined with (3.1.6), this gives

$$
\begin{equation*}
\max \left(h_{K}, R_{K}, h_{K} R_{K}\right) \leq 5\left|D_{K}\right|^{1 / 2}\left(\log ^{*}\left|D_{K}\right|\right)^{d-1} . \tag{3.1.8}
\end{equation*}
$$

We recall some useful estimates for discriminants. By an inequality due to Minkowski (see [Lang (1970), p.120]) we have

$$
\begin{equation*}
\left|D_{K}\right|>\left(\frac{\pi}{4}\right)^{d}\left(\frac{d^{d}}{d!}\right)^{2} . \tag{3.1.9}
\end{equation*}
$$

Further, by specializing Proposition 2.8 .3 (ii), we obtain that if $K$ is the compositum of algebraic number fields $K_{1}, \ldots, K_{q}$, then

$$
\begin{equation*}
D_{K} \mid D_{K_{1}}^{\left[K: K_{1}\right]} \cdots D_{K_{q}}^{\left[K: K_{q}\right]} \tag{3.1.10}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{K_{i}}^{\left[K: K_{i}\right]} \mid D_{K} \quad \text { for } i=1, \ldots, q, \tag{3.1.11}
\end{equation*}
$$

where $D_{K_{i}}$ denotes the discriminant of $K_{i}$ for $i=1, \ldots, q$. Finally, we recall that if $K_{1}, \ldots, K_{q}$ are number fields, then for the étale $\mathbb{Q}$-algebra $\Omega=K_{1} \times \cdots \times K_{q}$ we have (see 2.10.2)

$$
\begin{equation*}
D_{\Omega}=D_{K_{1}} \cdots D_{K_{q}} . \tag{3.1.12}
\end{equation*}
$$

### 3.2 Absolute values: generalities

For the general theory of absolute values we refer to [Neukirch (1999), chap. 2]. Here, we give only the basic definitions.

Let $K$ be an infinite field. An absolute value on $K$ is a function $|\cdot|: K \rightarrow \mathbb{R}_{\geq 0}$ satisfying the following conditions:
(a) $|x y|=|x| \cdot|y|$ for $x, y \in K$;
(b) there is $C \geq 1$ such that $|x+y| \leq C \max (|x|,|y|)$ for $x, y \in K$;
(c) $|x|=0 \Longleftrightarrow x=0$.

These conditions imply that $|1|=1$. An absolute value $|\cdot|$ on $K$ is called trivial if $|x|=1$ for $x \in K^{*}$. Then clearly, on finite fields there are no non-trivial absolute values. Below, all absolute values we will consider are non-trivial.

Two absolute values $|\cdot|_{1},|\cdot|_{2}$ on $K$ are called equivalent if there is $c>0$ such that

$$
|x|_{2}=|x|_{1}^{c} \text { for all } x \in K .
$$

One can show that an absolute value $|\cdot|$ on $K$ satisfies the triangle inequality $|x+y| \leq|x|+|y|$ for $x, y \in K$ if and only if condition (b) holds with $C \leq 2$. Thus, every absolute value is equivalent to one satisfying the triangle inequality.

An absolute value $|\cdot|$ on $K$ is called non-archimedean if it satisfies the ultrametric inequality $|x+y| \leq \max (|x|,|y|)$ for $x, y \in K$, and archimedean if it does not satisfy the ultrametric inequality. For instance if $v$ is a discrete valuation on $K$ and $D>1$, then $D^{-v(\cdot)}$ defines a non-archimedean absolute value on $K$.

Let $K$ be a field with non-trivial absolute value $|\cdot|$ and $L$ an extension of $K$. By an extension of $|\cdot|$ to $L$ we mean an absolute value on $L$ whose restriction to $K$ is $|\cdot|$.

Let $K$ be a field with absolute value $|\cdot|$, and $\left\{a_{n}\right\}_{n=0}^{\infty}$ a sequence in $K$. We say that the sequence $\left\{a_{n}\right\}$ converges with respect to $|\cdot|$ if there is $\alpha \in K$ such that $\left|a_{n}-\alpha\right| \rightarrow 0$ as $n \rightarrow \infty$ and we say that $\left\{a_{n}\right\}$ is a Cauchy sequence with respect to $|\cdot|$ if $\left|a_{m}-a_{n}\right| \rightarrow 0$ as $m, n \rightarrow \infty$. The field $K$ is said to be complete with respect to $|\cdot|$ if every Cauchy sequence of $K$ with respect to $|\cdot|$ converges with respect to $|\cdot|$.
If $K$ is not complete with respect to $|\cdot|$, we can construct an extension $\widetilde{K}$ of $K$, and an extension of $|\cdot|$ to $\widetilde{K}$, such that $\widetilde{K}$ is complete with respect to this extension. The construction is by mimicking the construction of $\mathbb{R}$ from $\mathbb{Q}$, i.e., by considering the Cauchy sequences of $K$ with respect to $|\cdot|$ and identifying two such sequences if their difference converges to 0 . We call $\widetilde{K}$ the completion of $K$ with respect to $|\cdot|$. It can be shown that with respect to inclusion, it is the smallest extension of $K$ that is complete with respect to an extension of $|\cdot|$.

Notice that equivalent absolute values on $K$ give rise to the same complete field $\widetilde{K}$.

By a theorem of Ostrowski, if a field $K$ is complete with respect to an archimedean absolute value $|\cdot|$, then up to absolute value preserving isomorphism, $K=\mathbb{R}$ or $\mathbb{C}$, and $|\cdot|$ is equivalent to the ordinary absolute value (see [Neukirch (1999), chap. 2, Thm. 4.2]).
Let again $K$ be a field with absolute value $|\cdot|$. In case that $K$ is complete with respect to $|\cdot|$, there is a unique extension of $|\cdot|$ to $\bar{K}$ (see [Neukirch (1999), chap. 2, Thm. 4.8]).
The completion of a field $K$ with discrete valuation $v$ is the completion of $K$ with respect to the absolute value $D^{-v}$ for any $D>1$. The discrete valuation $v$ can be extended uniquely to a discrete valuation on this completion.
let $K$ be a field. A place of $K$ is an equivalence class of non-trivial absolute
values of $K$. As mentioned above, two equivalent absolute values of $K$ give rise to the same completion. So we can speak about the completion of $K$ at a particular place $v$, which we denote by $K_{v}$. If $L$ is a finite extension of $K$ and $v, V$ are places of $K, L$, we say that $V$ lies above $v$ or $v$ below $V$, notation $V \mid v$, if the absolute values in $V$ are continuations of those in $v$. Let $\sigma: K \rightarrow K^{\prime}$ be an injective field homomorphism and $v^{\prime}$ a place of $K^{\prime}$. This induces a place $v^{\prime} \circ \sigma$ of $K$, which consists of all absolute values $|\sigma(\cdot)|$ with $|\cdot| \in v^{\prime}$.

### 3.3 Absolute values and places on number fields

We start with absolute values and places on $\mathbb{Q}$. Define the set

$$
M_{\mathbb{Q}}:=\{\infty\} \cup\{\text { prime numbers }\} .
$$

By a theorem of Ostrowski (see [Neukirch (1999), chap. 2, Thm. 3.7]), every non-trivial absolute value on $\mathbb{Q}$ is equivalent to one of the following absolute values:

$$
\begin{aligned}
& |a|_{\infty}:=\max (a,-a) \text { for } a \in \mathbb{Q}, \\
& |a|_{p}:=p^{- \text {ord }_{p}(a)} \text { for } a \in \mathbb{Q}
\end{aligned}
$$

for every prime number $p$, where $\operatorname{ord}_{p}(a)$ is the exponent of $p$ in the unique prime factorization of $a$, i.e., if $a=p^{m} b / c$ with $m, b, c \in \mathbb{Z}$ and $p \nmid b c$, then $\operatorname{ord}_{p}(a)=m$. We agree that $\operatorname{ord}_{p}(0)=\infty$ and $|0|_{p}=0$. The absolute value $|\cdot|_{\infty}$ is archimedean, while the other ones are non-archimedean. So there is one-toone correspondence between $M_{\mathbb{Q}}$ and the set of places (equivalence classes of non-trivial absolute values) of $\mathbb{Q}$ and we refer to $M_{\mathbb{Q}}$ as the set of places of $\mathbb{Q}$. We call $\infty$ the infinite place, and the prime numbers the finite places of $\mathbb{Q}$.

The completion of $\mathbb{Q}$ with respect to $|\cdot|_{\infty}$ is $\mathbb{Q}_{\infty}:=\mathbb{R}$. For a prime number $p$, the completion of $\mathbb{Q}$ with respect to $|\cdot|_{p}$ is the field of $p$-adic numbers, denoted by $\mathbb{Q}_{p}$. The above absolute values satisfy the Product Formula

$$
\prod_{p \in M_{\mathbb{Q}}}|a|_{p}=1 \text { for } a \in \mathbb{Q}^{*}
$$

Now let $K$ be an algebraic number field. Denote by $M_{K}$ the set of places of $K$. A place $v$ of $M_{K}$ is called infinite if it consists of archimedean absolute values, or equivalently lies above $\infty$, and finite otherwise. We write

$$
M_{K}=M_{K}^{\infty} \cup M_{K}^{0},
$$

where $M_{K}^{\infty}$ is the set of infinite places, and $M_{K}^{0}$ the set of finite places of $K$. Every infinite place of $K$ corresponds to either a real embedding $\sigma: K \hookrightarrow \mathbb{R}$ (in
which case the place is called real), or a pair of conjugate complex embeddings $\{\tau, \bar{\tau}: K \hookrightarrow \mathbb{C}\}$ (in which case the place is called complex). The finite places of $K$ correspond to the prime ideals of $O_{K}$.

In every place $v \in M_{K}$ we choose a normalized absolute value $|\cdot|_{v}$, which is defined as follows for $\alpha \in K$ :

$$
\begin{aligned}
& |\alpha|_{v}:=|\sigma(\alpha)| \text { if } v \text { corresponds to }\{\sigma: K \hookrightarrow \mathbb{R}\} ; \\
& |\alpha|_{v}:=|\tau(\alpha)|^{2}=|\bar{\tau}(\alpha)|^{2} \text { if } v \text { corresponds to }\{\tau, \bar{\tau}: K \hookrightarrow \mathbb{C}\} ; \\
& |\alpha|_{v}:=N_{K}(\mathfrak{p})^{-\operatorname{ord}_{p}(\alpha)} \text { if } v \text { corresponds to the prime ideal } \mathfrak{p} \text { of } O_{K},
\end{aligned}
$$

where $N_{K}(\mathfrak{p})=\left|O_{K} / \mathfrak{p}\right|$ is the absolute norm of $\mathfrak{p}$, and $\operatorname{ord}_{\mathfrak{p}}(\alpha)$ is the exponent of $\mathfrak{p}$ in the prime ideal factorization of $(\alpha)$, where we agree that $\operatorname{ord}_{\mathfrak{p}}(0)=\infty$. We write $\mathfrak{p}_{v}$ for the prime ideal of $O_{K}$ corresponding to $v$.

Denote as before the completion of $K$ at $v$ by $K_{v}$. Then $K_{v}=\mathbb{R}$ if $v$ is real, $K_{v}=\mathbb{C}$ if $v$ is complex, while $K_{v}$ is a finite extension of $\mathbb{Q}_{p}$ if $v$ corresponds to the prime ideal $\mathfrak{p}$ of $O_{K}$, and $p$ is the prime number with $\mathfrak{p} \cap \mathbb{Z}=(p)$.

Combining the Product Formula over $\mathbb{Q}$ with the identity $N_{K}((\alpha))=\left|N_{K / \mathbb{Q}}(\alpha)\right|$ for $\alpha \in K$, where the left-hand side denotes the absolute norm of ( $\alpha$ ), one easily deduces the Product Formula over $K$,

$$
\begin{equation*}
\prod_{v \in M_{K}}|\alpha|_{v}=1 \text { for } \alpha \in K^{*} \tag{3.3.1}
\end{equation*}
$$

To deal with infinite and finite places simultaneously, we often use the inequality

$$
\begin{equation*}
\left|\alpha_{1}+\cdots+\alpha_{n}\right|_{v} \leq n^{s(v)} \max \left(\left|\alpha_{1}\right|_{v}, \ldots,\left|\alpha_{n}\right|_{v}\right) \tag{3.3.2}
\end{equation*}
$$

for $v \in M_{K}, \alpha_{1}, \ldots, \alpha_{n} \in K$, where
$s(v)=1$ if $v$ is real, $s(v)=2$ if $v$ is complex, $s(v)=0$ if $v$ is finite.
Note that $\sum_{v \in M_{K}^{\infty}} s(v)=[K: \mathbb{Q}]$.
Let $\rho: K_{1} \rightarrow K_{2}$ be an isomorphism of algebraic number fields. Then

$$
\begin{equation*}
|\alpha|_{v \rho \rho}=|\rho(\alpha)|_{v} \text { for } \alpha \in K_{1}, v \in M_{K_{2}} \tag{3.3.3}
\end{equation*}
$$

Let $L$ be a finite extension of $K$ and $v, V$ places of $K, L$, respectively with $V$ lying above $v$ Then the completion $L_{V}$ of $L$ at $V$ is a finite extension of $K_{v}$. In fact, $\left[L_{V}: K_{v}\right]$ is 1 or 2 if $v, V$ are infinite, while if $v, V$ are finite and correspond to the prime ideals $\mathfrak{p}, \mathfrak{P}$ of $O_{K}, O_{L}$, we have

$$
\begin{equation*}
\left[L_{V}: K_{v}\right]=e(\mathfrak{P} \mid \mathfrak{p}) f(\mathfrak{P} \mid \mathfrak{p}) \tag{3.3.4}
\end{equation*}
$$

where $e(\mathfrak{P} \mid \mathfrak{p}), f(\mathfrak{P} \mid \mathfrak{p})$ denote the ramification index and residue class degree of $\mathfrak{P}$ over $\mathfrak{p}$.

We say that two places $V_{1}, V_{2}$ of $L$ are conjugate over $K$ if there is a $K$ automorphism $\sigma$ of $L$ such that $V_{2}=V_{1} \circ \sigma$.

Proposition 3.3.1 Let $K$ be a number field, L a finite extension of $K$, $v$ a place of $K$, and $V_{1}, \ldots, V_{g}$ the places of $L$ above $v$. Then
(i) $|\alpha|_{V_{k}}=|\alpha|_{v}^{\left[L_{v_{k}}: K_{v}\right]}$ for $\alpha \in K, k=1, \ldots, g$,
(ii) $\prod_{k=1}^{g}|\alpha|_{V_{k}}=\left|N_{L / K}(\alpha)\right|_{v}$ for $\alpha \in L$,
(iii) $\sum_{k=1}^{g}\left[L_{V_{k}}: K_{v}\right]=[L: K]$,
(iv) if $L / K$ is Galois, then $V_{1}, \ldots, V_{g}$ are conjugate to each other, and we have $\left[L_{V_{k}}: K_{v}\right]=[L: K] / g$ for $k=1, \ldots, g$.

Proof The verification is straightforward if $v$ is an infinite place, and for $v$ a finite place, assertions (i)-(iv) follow from (3.3.4) and Propositions 2.7.1 and 2.5 .1

## 3.4 $S$-integers, $S$-units and $S$-norm

Let $S$ denote a finite subset of $M_{K}$ containing all infinite places. We say that $\alpha \in K$ is an $S$-integer if $|\alpha|_{v} \leq 1$ for all $v \in M_{K} \backslash S$. The $S$-integers form a ring in $K$, denoted by $O_{S}$. Its unit group $O_{S}^{*}$ is called the group of $S$-units. Notice that

$$
\alpha \in O_{S}^{*} \Longleftrightarrow|\alpha|_{v}=1 \text { for } v \in M_{K} \backslash S .
$$

For $S=M_{K}^{\infty}$, the ring of $S$-integers is just $O_{K}$ and the group of $S$-units just $O_{K}^{*}$. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ be the prime ideals corresponding to the finite places of $S$. Then $O_{S}$ is just the localization of $O_{K}$ away from the multiplicative set $\mathfrak{p}_{1} \cdots \mathfrak{p}_{t} \backslash\{0\}$, hence $O_{S}$ is a Dedekind domain. In the case $K=\mathbb{Q}, S=\left\{\infty, p_{1}, \ldots, p_{t}\right\}$ where $p_{1}, \ldots, p_{t}$ are prime numbers, we write $\mathbb{Z}_{S}$ for the ring of $S$-integers. Thus, $\mathbb{Z}_{S}=\mathbb{Z}\left[\left(p_{1} \cdots p_{t}\right)^{-1}\right]$.
The non-zero fractional ideals of $O_{S}$ form a group under multiplication, which we denote by $I\left(O_{S}\right)$. The map $\mathfrak{a} \mapsto \mathfrak{a} O_{S}$ gives an isomorphism from the group of fractional ideals of $O_{K}$ that are composed of prime ideals outside $S$ to $I\left(O_{S}\right)$. In particular, the prime ideals of $O_{S}$ are $\mathfrak{p} O_{S}$ for the prime ideals $\mathfrak{p}$ of $O_{K}$ corresponding to the places outside $S$.

Denote by $P\left(O_{S}\right)$ the group of non-zero fractional principal ideals of $O_{S}$. Then the class group $C l\left(O_{S}\right):=I\left(O_{S}\right) / P\left(O_{S}\right)$ of $O_{S}$ is a subgroup of the class
group $C l_{K}=C l\left(O_{K}\right)$ of $K$. Denote the cardinality of $C l\left(O_{S}\right)$ by $h_{S}$. Then $h_{S}$ is a divisor of the class number $h_{K}$ of $K$.
We introduce some further notation. The $S$-norm of $\alpha \in K$ is defined by

$$
\begin{equation*}
N_{S}(\alpha):=\prod_{v \in S}|\alpha|_{v} . \tag{3.4.1}
\end{equation*}
$$

Notice that the $S$-norm is multiplicative. We extend this to fractional ideals of $O_{S}$. The $S$-norm of a non-zero fractional ideal a of $O_{S}$ is given by

$$
\begin{equation*}
N_{S}(\mathfrak{a}):=N_{K}(\widetilde{\mathfrak{a}}), \tag{3.4.2}
\end{equation*}
$$

where $\widetilde{\mathfrak{a}}$ is the unique fractional ideal of $O_{K}$, composed of prime ideals of $O_{K}$ corresponding to places outside $S$, such that $\mathfrak{a}=\widetilde{\mathfrak{a}} O_{S}$.
We write $\left(\alpha_{1}, \ldots, \alpha_{r}\right)_{S}$ for the fractional ideal of $O_{S}$ generated by $\alpha_{1}, \ldots, \alpha_{r} \in$ $K$. Denoting this fractional ideal by $\mathfrak{a}$, we have $\widetilde{\mathfrak{a}}=\prod_{v \in M_{K} \backslash S} \mathfrak{p}_{v}^{w_{p_{v}}}$, where $w_{p_{v}}=\min _{i} \operatorname{ord}_{p_{v}}\left(\alpha_{i}\right)$, hence

$$
\begin{equation*}
N_{S}(\mathfrak{a})=\prod_{v \in M_{K} \backslash S} N_{K}\left(\mathfrak{p}_{v}\right)^{w_{p_{v}}}=\prod_{v \in M_{K} \backslash S}\left(\max \left(\left|\alpha_{1}\right|_{v}, \ldots,\left|\alpha_{r}\right|_{v}\right)\right)^{-1} . \tag{3.4.3}
\end{equation*}
$$

In particular, from the Product Formula it follows that $N_{S}(\alpha)=N_{S}\left((\alpha)_{S}\right)$ for $\alpha \in K^{*}$. By setting $N_{S}\left((0)_{S}\right):=0$, this holds for $\alpha=0$ as well.

Let $L$ be a finite extension of $K$, and $T$ the set of places of $L$ lying above those in $S$. Then

$$
O_{T}:=\left\{x \in L:|x|_{V} \leq 1 \text { for } V \in M_{L} \backslash T\right\}
$$

is the integral closure of $O_{S}$ in $L$. Every fractional ideal a of $O_{S}$ can be extended to a fractional ideal $\mathfrak{a} O_{T}$ of $O_{T}$, and from (3.4.2), (3.1.2) one obtains

$$
\left.\begin{array}{ll}
N_{T}\left(\mathfrak{a} O_{T}\right)=N_{S}(\mathfrak{a})^{[L: K]} & \text { for every fractional ideal a of } O_{S},  \tag{3.4.4}\\
N_{T}(\alpha)=N_{S}(\alpha)^{[L: K]} & \text { for every } \alpha \in K .
\end{array}\right\}
$$

Dirichlet's Unit Theorem can be extended to $S$-units as follows.
Theorem 3.4.1 Let $S=\left\{v_{1}, \ldots, v_{s}\right\}$ be a finite set of places of $K$, containing all infinite places. Then the map

$$
\begin{equation*}
L O G_{S}: \varepsilon \mapsto\left(\left(\log |\varepsilon|_{v_{1}}, \ldots, \log |\varepsilon|_{v_{s}}\right)\right. \tag{3.4.5}
\end{equation*}
$$

defines a surjective homomorphism from $O_{S}^{*}$ to a full lattice of the real vector space

$$
\left\{\mathbf{x}=\left(x_{1}, \ldots, x_{s}\right) \in \mathbb{R}^{s}: x_{1}+\cdots+x_{s}=0\right\}
$$

with kernel $W_{K}$.
Proof See [Lang (1970), chap. V, § 1, Unit Theorem].

This implies at once:
Corollary 3.4.2 We have

$$
O_{S}^{*} \cong W_{K} \times \mathbb{Z}^{s-1}
$$

More explicitly, there are $\varepsilon_{1}, \ldots, \varepsilon_{s-1} \in O_{S}^{*}$ such that every $\varepsilon \in O_{S}^{*}$ can be expressed uniquely as

$$
\begin{equation*}
\varepsilon=\zeta \varepsilon_{1}^{b_{1}} \ldots \varepsilon_{s-1}^{b_{s-1}} \tag{3.4.6}
\end{equation*}
$$

where $\zeta$ is a root of unity in $K$ and $b_{1}, \ldots b_{s-1}$ are rational integers.
A system $\left\{\varepsilon_{1}, \ldots, \varepsilon_{s-1}\right\}$ as above is called a fundamental system of $S$-units. Analogously as for units of $O_{K}$ we define the $S$-regulator by

$$
\left.R_{S}:=\mid \operatorname{det}\left(\log \left|\varepsilon_{i}\right|_{v_{j}}\right)\right)_{i, j=1, \ldots, s-1} \mid
$$

This quantity is non-zero, and independent of the choice of $\varepsilon_{1}, \ldots, \varepsilon_{s-1}$ and of the choice $v_{1}, \ldots, v_{s-1}$ from $S$. In case that $S=M_{K}^{\infty}$, the $S$-regulator $R_{S}$ is equal to the regulator $R_{K}$. More generally, we have

$$
\begin{equation*}
R_{S}=R_{K} \cdot[I(S): P(S)] \cdot \prod_{i=1}^{t} \log N_{K}\left(\mathfrak{p}_{i}\right) \tag{3.4.7}
\end{equation*}
$$

where $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ are the prime ideals corresponding to the finite places in $S$, $I(S)$ is the group of fractional ideals of $O_{K}$ composed of prime ideals from $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ and $P(S)$ is the group of principal fractional ideals of $O_{K}$ composed of prime ideals from $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$. We note that the index $[I(S): P(S)]$ is a divisor of the class number $h_{K}$. By combining (3.4.7) with (3.1.6) we obtain

$$
\begin{align*}
R_{S} & \leq h_{K} R_{K} \cdot \prod_{i=1}^{t} \log N_{K}\left(p_{i}\right) \\
& \leq\left|D_{K}\right|^{1 / 2}\left(\log ^{*}\left|D_{K}\right|\right)^{d-1} \cdot \prod_{i=1}^{t} \log N_{K}\left(\mathfrak{p}_{i}\right) \tag{3.4.8}
\end{align*}
$$

By combining (3.4.7) with 3.1.7, we obtain

$$
R_{S} \geq \begin{cases}(\log 3)(\log 2) & \text { if } d=1, s=|S| \geq 3  \tag{3.4.9}\\ 0.2052(\log 2)^{s-2} & \text { if } d \geq 2, s \geq 3\end{cases}
$$

### 3.5 Heights and houses

There are various different notions of height of an algebraic number, a vector with algebraic coordinates or a polynomial with algebraic coefficients. Here
we have made a small selection. The other notions of height needed in this book will be defined on the spot. Below we fix an algebraic closure $\overline{\mathbb{Q}}$ of $\mathbb{Q}$.

Heights of algebraic numbers. The (absolute multiplicative) height of $\alpha \in \overline{\mathbb{Q}}$ is defined by

$$
H(\alpha):=\prod_{v \in M_{K}} \max \left(1,|\alpha|_{v}\right)^{1 /[K: Q]}
$$

where $K \subset \overline{\mathbb{Q}}$ is any number field containing $\alpha$. It follows from Proposition 3.3.1 that this is independent of the choice of $K$. The (absolute) logarithmic height of $\alpha$ is given by

$$
h(\alpha):=\log H(\alpha) .
$$

Below, we have collected some properties of the absolute logarithmic height. These can easily be reformulated into properties of the absolute multiplicative height.
We start with a trivial but useful observation: if $K$ is an algebraic number field and $S$ a finite subset of $M_{K}$ containing the infinite places, then

$$
\begin{align*}
h(\alpha) & =\frac{1}{[K: \mathbb{Q}]} \sum_{v \in S} \log \max \left\{1,|\alpha|_{v}\right\}  \tag{3.5.1}\\
& \geq \frac{1}{[K: \mathbb{Q}]} \log N_{S}(\alpha) \text { for } \alpha \in O_{S} .
\end{align*}
$$

The next lemma gives some further properties.
Lemma 3.5.1 Let $\alpha, \alpha_{1}, \ldots, \alpha_{n} \in \overline{\mathbb{Q}}, m \in \mathbb{Z}$ and let $\sigma$ be an automorphism of $\overline{\mathbb{Q}}$. Then
(i) $h(\sigma(\alpha))=h(\alpha)$;
(ii) $h\left(\alpha_{1} \cdots \alpha_{n}\right) \leq \sum_{i=1}^{n} h\left(\alpha_{i}\right)$;
(iii) $h\left(\alpha_{1}+\cdots+\alpha_{n}\right) \leq \log n+\sum_{i=1}^{n} h\left(\alpha_{i}\right)$;
(iv) $h\left(\alpha^{m}\right)=|m| h(\alpha)$.

Proof See [Waldschmidt (2000), chap. 3].
The minimal polynomial of $\alpha \in \overline{\mathbb{Q}}$ over $\mathbb{Z}$, denoted by $P_{\alpha}$, is by definition the polynomial $P \in \mathbb{Z}[X]$ of minimal degree, having positive leading coefficient and coefficients with greatest common divisor 1 , such that $P(\alpha)=0$. Writing $P_{\alpha}=a_{0}\left(X-\alpha^{(1)}\right) \cdots\left(X-\alpha^{(d)}\right)$ where $d=\operatorname{deg} \alpha$ and $\alpha^{(1)}, \ldots, \alpha^{(d)}$ are the conjugates of $\alpha$ in $\mathbb{C}$, we have

$$
\begin{equation*}
H(\alpha)=\left(\left|a_{0}\right| \prod_{i=1}^{d} \max \left(1,\left|\alpha^{(i)}\right|\right)\right)^{1 / d} \tag{3.5.2}
\end{equation*}
$$

i.e., $H(\alpha)$ is the $d$-th root of the Mahler measure of $\alpha$ (see [Waldschmidt (2000), Lemma 3.10)]. Writing $P_{\alpha}=a_{0} X^{d}+\cdots+a_{d}$, we have

$$
\begin{equation*}
-\frac{1}{2 d} \log (d+1)+h(\alpha) \leq h\left(P_{\alpha}\right) \leq \log 2+h(\alpha), \tag{3.5.3}
\end{equation*}
$$

where $h\left(P_{\alpha}\right)=\log \max \left(\left|a_{0}\right|, \ldots,\left|a_{d}\right|\right)$ (see [Waldschmidt (2000), Lemma 3.11)]. From this we deduce at once Northcott's Theorem:

Theorem 3.5.2 Let $D, H$ be positive integers. Then there are only finitely many $\alpha \in \overline{\mathbb{Q}}$ such that $\operatorname{deg} \alpha \leq D$ and $h(\alpha) \leq H$.
$\mathbf{v}$-adic norms and heights of vectors and polynomials. Let $K$ be an algebraic number field, $v \in M_{K}$, and denote the unique extension of $|\cdot|_{v}$ to $\overline{K_{v}}$ also by $|\cdot|_{v}$. We define the $v$-adic norm of a vector $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in{\overline{K_{v}}}^{n}$ by

$$
|\mathbf{x}|_{v}=\left|x_{1}, \ldots, x_{n}\right|_{v}:=\max \left(\left|x_{1}\right|_{v}, \ldots,\left|x_{n}\right|_{v}\right) .
$$

Let $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in \overline{\mathbb{Q}}^{n}$ and choose an algebraic number field $K$ such that $\mathbf{x} \in K^{n}$. Then the multiplicative height and homogeneous multiplicative height of $\mathbf{x}$ are defined by

$$
\begin{aligned}
H(\mathbf{x}) & =H\left(x_{1}, \ldots, x_{n}\right):=\left(\prod_{v \in M_{K}} \max \left(1,|\mathbf{x}|_{v}\right)\right)^{1 /[K: \mathrm{Q}]}, \\
H^{\mathrm{hom}}(\mathbf{x}) & =H^{\mathrm{hom}}\left(x_{1}, \ldots, x_{n}\right):=\left(\prod_{v \in M_{K}}|\mathbf{x}|_{v}\right)^{1 /[K: \mathrm{Q}]},
\end{aligned}
$$

respectively. By Proposition 3.3.1, these definitions are independent of the choice of $K$. For instance, let $\mathbf{x} \in \mathbb{Q}^{n} \backslash\{\mathbf{0}\}$. Then we can express this vector as $\mathbf{x}=\frac{a}{b} \cdot\left(y_{1}, \ldots, y_{n}\right)$, where $a, b, y_{1}, \ldots, y_{n}$ are integers with $\operatorname{gcd}(a, b)=1$ and $\operatorname{gcd}\left(y_{1}, \ldots, y_{n}\right)=1$, and we have

$$
H(\mathbf{x})=\max \left(|b|,\left|a y_{1}\right|, \ldots,\left|a y_{n}\right|\right), \quad H^{\mathrm{hom}}(\mathbf{x})=\max \left(\left|y_{1}\right|, \ldots,\left|y_{n}\right|\right)
$$

We define the corresponding logarithmic heights of $\mathbf{x} \in \overline{\mathbb{Q}}^{n}$ by

$$
h(\mathbf{x}):=\log H(\mathbf{x}), \quad h^{\mathrm{hom}}(\mathbf{x}):=\log H^{\mathrm{hom}}(\mathbf{x})(\text { if } \mathbf{x} \neq \mathbf{0})
$$

respectively. It is easy to see that for $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in \overline{\mathbb{Q}}^{n}, \lambda \in \overline{\mathbb{Q}}^{*}$ and for

$$
\mathbf{x}_{1}, \ldots, \mathbf{x}_{m} \in \overline{\mathbb{Q}}^{n}
$$

$$
\begin{align*}
& h^{\mathrm{hom}}(\mathbf{x}) \leq h(\mathbf{x}),  \tag{3.5.4}\\
& \max _{1 \leq i \leq n} h\left(x_{i}\right) \leq h(\mathbf{x}) \leq \sum_{i=1}^{n} h\left(x_{i}\right),  \tag{3.5.5}\\
& h(\mathbf{x})-h(\lambda) \leq h(\lambda \mathbf{x}) \leq h(\mathbf{x})+h(\lambda),  \tag{3.5.6}\\
& h^{\mathrm{hom}}(\lambda \mathbf{x})=h^{\mathrm{hom}}(\mathbf{x}),  \tag{3.5.7}\\
& h\left(\mathbf{x}_{1}+\cdots+\mathbf{x}_{m}\right) \leq \sum_{i=1}^{m} h\left(\mathbf{x}_{i}\right)+\log m . \tag{3.5.8}
\end{align*}
$$

We recall a few facts on heights and norms of polynomials. Let $K$ be an algebraic number field and $v \in M_{K}$. Denote the unique extension of $|\cdot|_{v}$ to $\overline{K_{v}}$ also by $|\cdot|_{v}$. For a polynomial $P \in \overline{K_{v}}\left[X_{1}, \ldots, X_{g}\right]$, we denote by $|P|_{v}$ the $v$-adic norm of a vector, consisting of all non-zero coefficients of $P$. We write as before $s(v)=1$ if $v$ is real, $s(v)=2$ if $v$ is complex, and $s(v)=0$ if $v$ is finite.

Proposition 3.5.3 Let $P_{1}, \ldots, P_{m} \in \overline{K_{v}}\left[X_{1}, \ldots, X_{g}\right]$ be non-zero polynomials and let $n$ be the sum of the partial degrees of $P:=P_{1} \cdots P_{m}$. Then

$$
2^{-n s(v)} \leq \frac{|P|_{v}}{\left|P_{1}\right|_{v} \cdots\left|P_{m}\right|_{v}} \leq 2^{n s(v)} .
$$

Proof If $v$ is finite then the term $2^{n s(v)}$ is 1 , and so this is Gauss' Lemma. In the case that $v$ is infinite this is a version of a lemma of Gel'fond. Proofs of both can be found for instance in [Bombieri and Gubler (2006)], Lemma 1.6.3 and Lemma 1.6.11.

For a polynomial $P \in \overline{\mathbb{Q}}\left[X_{1}, \ldots, X_{g}\right]$, we denote by $H(P), H^{\text {hom }}(P), h(P)$, $h^{\mathrm{hom}}(P)$, the respective heights of a vector consisting of the coefficients of $P$. Obviously, for polynomials we have similar inequalities as in (3.5.4)- 3.5.8. From Proposition 3.5.3 we deduce at once:

Corollary 3.5.4 Let $P_{1}, \ldots, P_{m} \in \overline{\mathbb{Q}}\left[X_{1}, \ldots, X_{g}\right]$ be non-zero polynomials and let $n$ be the sum of the partial degrees of $P:=P_{1} \cdots P_{m}$. Then

$$
-n \log 2+\sum_{i=1}^{m} h^{\mathrm{hom}}\left(P_{i}\right) \leq h^{\mathrm{hom}}(P) \leq \sum_{i=1}^{m} h^{\mathrm{hom}}\left(P_{i}\right)+n \log 2 .
$$

Proof Choose a number field $K$ containing the coefficients of $P_{1}, \ldots, P_{m}$, apply Proposition 3.5.3 and take the product over $v \in M_{K}$.

Corollary 3.5.5 Let $P \in \overline{\mathbb{Q}}[X]$ be a monic polynomial of degree $n$ with distinct
zeros $\alpha_{1}, \ldots, \alpha_{n}$ in $\overline{\mathbb{Q}}$. Then

$$
-n \log 2+h(P) \leq \sum_{i=1}^{n} h\left(\alpha_{i}\right) \leq h(P)+n \log 2 .
$$

Proof Observe that $h(P)=h^{\text {hom }}(P)$ since $P$ is monic and that $h(\alpha)=h^{\text {hom }}(X-$ $\alpha$ ) for $\alpha \in \overline{\mathbb{Q}}$. Applying Corollary 3.5.4 to the identity $P(X)=\prod_{i=1}^{n}\left(X-\alpha_{i}\right)$, the assertion follows.

For monic irreducible polynomials $P$ with coefficients in $\mathbb{Z}$, Corollary 3.5 .5 gives a slightly weaker version of 3.5.3).

Houses. We define the house of an algebraic number $\alpha$ by

$$
|\alpha|:=\max \left(\left|\alpha^{(1)}\right|, \ldots,\left|\alpha^{(d)}\right|\right),
$$

where $\alpha^{(1)}, \ldots, \alpha^{(d)}$ are the conjugates of $\alpha$ relative to $\mathbb{Q}(\alpha) / \mathbb{Q}$, i.e. the maximum of the absolute values of the zeros of $P_{\alpha}$ in $\mathbb{C}$. Further we denote by $\operatorname{den}(\alpha)$ the denominator of $\alpha$, that is the smallest positive rational integer for which $\operatorname{den}(\alpha) \alpha$ is an algebraic integer.

It is easy to see that

$$
\begin{equation*}
\overline{\alpha_{1} \cdots \alpha_{n}} \leq \widehat{\alpha_{1}} \cdots\left|\alpha_{n}, \quad\right| \overline{\alpha_{1}+\cdots+\alpha_{n}} \leq\left|\alpha_{1}\right|+\cdots+\widehat{\alpha_{n}} \tag{3.5.9}
\end{equation*}
$$

for any algebraic numbers $\alpha_{1}, \ldots, \alpha_{n}$, while

$$
\begin{align*}
|\alpha| & \geq 1,  \tag{3.5.10}\\
h(\alpha) \leq \log |\alpha| & \leq(\operatorname{deg} \alpha) \cdot h(\alpha) \tag{3.5.11}
\end{align*}
$$

for every non-zero algebraic integer $\alpha$.
We have collected some useful estimates for houses of algebraic integers with certain properties. Let again $K$ be an algebraic number field of degree $d$ and let $D_{K}$ denote its discriminant. Recall that an element $\alpha$ of $K$ is called primitive if $K=\mathbb{Q}(\alpha)$.

Proposition 3.5.6 There exists $\alpha \in O_{K}$ which is a primitive element of $K$ and for which $\left\lceil\alpha\left|\leq\left|D_{K}\right|^{1 / 2}\right.\right.$.

Proof See [Ribenboim (2001), pp. 164-165], except for the case that $K=\mathbb{Q}$ or an imaginary quadratic field where the proof is trivial.

Proposition 3.5.7 Let $\mathfrak{a}$ be an ideal of $O_{S}$ and $\beta \in O_{S}$. Then there is an $\alpha \in O_{K}$ such that

$$
\beta-\alpha \in \mathfrak{a}, \quad|\alpha| \leq \frac{d}{2}\left|D_{K}\right|^{1 / 2} N_{S}(\mathfrak{a})^{1 / d} .
$$

In the proof we need the following.
Lemma 3.5.8 Let $\mathfrak{a}$ be a non-zero ideal of $O_{K}$. Then $K$ has $a \mathbb{Q}$-basis $\left\{\omega_{1}, \ldots, \omega_{d}\right\}$ such that $\omega_{i} \in \mathfrak{a}$ and

$$
\begin{equation*}
\omega_{i}\left|\leq\left|D_{K}\right|^{1 / 2} N_{K}(\mathfrak{a})^{1 / d} \text { for } i=1, \ldots, d .\right. \tag{3.5.12}
\end{equation*}
$$

Proof This is a special case of [Mahler (1937), Satz 6].
Proof of Proposition 3.5.7 Denote by $\widetilde{\mathfrak{a}}$ the unique ideal of $O_{K}$, composed of prime ideals corresponding to places outside $S$, for which $\mathfrak{a}=\widetilde{\mathfrak{a}} O_{S}$. There is an $S$-unit $\eta$ in $O_{K}$ such that $\eta \beta \in O_{K}$. Since the fractional ideal $(\eta)$ of $O_{K}$ is composed of prime ideals corresponding to finite places from $S$, there is an $\eta^{\prime} \in O_{K}$ with $\eta \eta^{\prime}-1 \in \widetilde{\mathfrak{a}}$. Let $\beta^{\prime}=\eta \eta^{\prime} \beta$. Then $\beta^{\prime}-\beta \in \widetilde{\mathfrak{a}}$.

By Lemma 3.5.8 there exists a $\mathbb{Q}$-basis $\left\{\omega_{1}, \ldots, \omega_{d}\right\}$ with $\omega_{i} \in \widetilde{\mathfrak{a}}$ for $i=$ $1, \ldots, d$ for which 3.5 .12 holds with a replaced by $\widetilde{\mathfrak{a}}$. Then there are $b_{1}, \ldots, b_{d} \in$ $\mathbb{Q}$ with

$$
\beta^{\prime}=b_{1} \omega_{1}+\cdots+b_{d} \omega_{d} .
$$

Let $a_{1}, \ldots, a_{d}$ be rational integers with $\left|b_{i}-a_{i}\right| \leq 1 / 2$ for $i=1, \ldots, d$. Put

$$
\alpha:=\sum_{i=1}^{d}\left(b_{i}-a_{i}\right) \omega_{i} .
$$

Then $\beta^{\prime}-\alpha \in \widetilde{\mathfrak{a}}$ and hence $\beta-\alpha \in \mathfrak{a}$. Further, in view of $\beta^{\prime} \in O_{K}$ we have $\alpha \in O_{K}$. Finally, by 3.5.11) and Lemma 3.5.8 we get

$$
|\alpha| \leq \frac{1}{2} \sum_{i=1}^{d}\left|\omega_{i}\right| \leq \frac{d}{2}\left|D_{K}\right|^{1 / 2} N_{K}(\widetilde{\mathfrak{a}})^{1 / d}=\frac{d}{2}\left|D_{K}\right|^{1 / 2} N_{S}(\mathfrak{a})^{1 / d} .
$$

### 3.6 Estimates for units and $S$-units

Let $K$ be an algebraic number field of degree $d$ with ring of integers $O_{K}$, unit rank $r$ and regulator $R$. Denote by $\omega_{K}$ the number of roots of unity in $K$. We have collected the upper bounds for the heights of units and $S$-units in a fundamental/maximal independent system from [Evertse and Győry (2015), Section 4.3].

Let $S=\left\{v_{1}, \ldots, v_{s}\right\}$ be a finite set of places on $K$ containing all infinite places. Denote by $O_{S}, O_{S}^{*}$ and $R_{S}$ the ring of $S$-integers, the group of $S$-units and the $S$-regulator of $K$, respectively. If in particular $S=M_{K}^{\infty}$, then $s=r+1$, $O_{S}=O_{K}, O_{S}^{*}$ is just the unit group $O_{K}^{*}$ of $K$, and $R_{S}=R$.

We define the constants

$$
\begin{aligned}
& c_{1}:=((s-1)!)^{2} /\left(2^{s-2} d^{s-1}\right), \\
& c_{1}^{\prime}:=(s-1)!/ d^{s-1} \\
& c_{2}:=29 e \sqrt{s-2} d^{s-1}\left(\log ^{*} d\right) c_{1}(s \geq 3), \\
& c_{2}^{\prime}:=29 e \sqrt{s-2} d^{s-1}\left(\log ^{*} d\right) c_{1}^{\prime}(s \geq 3), \\
& c_{3}:=\left(((s-1)!)^{2} / 2^{s-1}\right)(\log (3 d))^{3} .
\end{aligned}
$$

Proposition 3.6.1 Let $s \geq 2$. There exists in $K$ a fundamental (respectively multiplicatively independent) system $\left\{\varepsilon_{1}, \ldots, \varepsilon_{s-1}\right\}$ of $S$-units with the following properties:
(i) $\prod_{i=1}^{s-1} h\left(\varepsilon_{i}\right) \leq c_{1} R_{S}\left(\right.$ resp. $\left.c_{1}^{\prime} R_{S}\right)$;
(ii) $\max _{1 \leq i \leq s-1} h\left(\varepsilon_{i}\right) \leq c_{2} R_{S}\left(\right.$ resp. $\left.c_{2}^{\prime} R_{S}\right)$ if $s \geq 3$;
(iii) for such a fundamental system $\left\{\varepsilon_{1}, \ldots, \varepsilon_{s-1}\right\}$, the absolute values of the entries of the inverse matrix of $\left(\log \left|\varepsilon_{i}\right| v_{j}\right)_{i, j=1, \ldots, s-1}$ do not exceed $c_{3}$.

Proof See [Evertse and Győry (2015), Prop. 4.3.9]. Recently, for multiplicatively independent $S$-units an upper bound slightly better than (i), with $s!/(2 d)^{s-1}$ instead of $c_{1}^{\prime}$, has been obtained in [Vaaler (2014)], see also [Akhtari and Vaaler (2015)].

Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ be the prime ideals corresponding to the finite places in $S$, and put

$$
Q_{S}:=N_{K}\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{t}\right) \text { if } t>0, Q_{S}:=1 \text { if } t=0
$$

Let $h_{K}$ denote the class number of $K$, and put

$$
c_{4}:= \begin{cases}0 & , \text { if } r=0 \\ 1 / d & , \text { if } r=1, \\ 29 e r!r \sqrt{r-1} \log d & , \text { if } r \geq 2\end{cases}
$$

Proposition 3.6.2 Let $\theta_{v}(v \in S)$ be reals with $\sum_{v \in S} \theta_{v}=0$. Then there exists $\varepsilon \in O_{S}^{*}$ such that

$$
\left.\sum_{v \in S}|\log | \varepsilon\right|_{v}-\theta_{v} \mid \leq c_{4} d R+h_{K} \log Q_{S}
$$

Moreover, in the special case $S=M_{K}^{\infty}, O_{S}^{*}=O_{K}^{*}, \varepsilon$ can be chosen from the group generated by independent units having properties specified in (i) and (ii) of Proposition 3.6.1

Proof See [Evertse and Győry (2015), Proposition 4.3.11] and the subsequent remark.

Let $h_{K}, R_{K}$ denote the class number and regulator of $K$. For $\alpha \in K^{*}$ define

$$
M_{S}(\alpha):=\max \left(\prod_{v \in M_{K} \backslash S} \max \left(1,|\alpha|_{v}\right), \prod_{v \in M_{K} \backslash S} \max \left(1,|\alpha|_{v}^{-1}\right)\right) .
$$

By the Product Formula we have

$$
M_{S}(\alpha)=\prod_{v \in M_{K} \backslash S}|\alpha|_{v}^{-1}=N_{S}(\alpha) \text { for } \alpha \in O_{S} \backslash\{0\},
$$

where $N_{S}(\alpha)=\prod_{v \in S}|\alpha|_{v}$ is the $S$-norm of $\alpha$, as defined in Section 3.4.
Proposition 3.6.3 Let $\alpha \in K^{*}$ and let $n$ be a positive integer. Then there exists $\varepsilon \in O_{S}^{*}$ such that

$$
\begin{equation*}
h\left(\varepsilon^{n} \alpha\right) \leq \frac{1}{d} \log M_{S}(\alpha)+n\left(c_{4} R_{K}+\frac{h_{K}}{d} \log Q_{S}\right) \tag{3.6.1}
\end{equation*}
$$

In particular, if $\alpha \in O_{S} \backslash\{0\}$ then there exists $\varepsilon \in O_{S}^{*}$ such that

$$
\begin{equation*}
h\left(\varepsilon^{n} \alpha\right) \leq \frac{1}{d} \log N_{S}(\alpha)+n\left(c_{4} R_{K}+\frac{h_{K}}{d} \log Q_{S}\right) . \tag{3.6.2}
\end{equation*}
$$

Proof See [Evertse and Győry (2015), Prop. 4.3.12].

### 3.7 Effective computations in number fields and étale algebras

This section contains a collection of algorithmic results on algebraic number fields, relative extensions of number fields and étale algebras over number fields, which are used in chapters 6, 8, 11 and 14 . Most of the results are without proof; for more details and proofs we refer to [Borevich and Shafarevich (1967)], [Pohst and Zassenhaus (1989)] and [Cohen (1993, 2000)]. Our effective finiteness results in the above mentioned chapters are only of theoretical importance, hence we did not make an effort to refer here to the best known algorithms.

When we say that for any given input from a specified set we can determine/compute effectively an output, we mean that there exists an algorithm (that is, a deterministic Turing machine) that, for any choice of input from the given set, computes the output in finitely many steps. We say that an object is
effectively given if it is given in such a way that it can serve as input for an algorithm.
In the subsequent chapters we will consider Diophantine equations to be solved in algebraic numbers not necessarily restricted to a given number field, and to make sensible statements about whether the solutions of such equations can be determined effectively we need a constructive description of an algebraic closure of $\mathbb{Q}$. For such descriptions, see for instance [Fröhlich and Shepherdson (1956), Thms. 7.5, 7.6] and [Rabin (1960), Thm. 7].

We briefly explain the former. Order the polynomials of $\mathbb{Z}[X]$ in a sequence $g_{1}, g_{2}, \ldots$ We first adjoin the zeros of $g_{1}$ to $\mathbb{Q}$, then the zeros of $g_{2}$ not yet in the field constructed so far, and so forth. More precisely, we construct a sequence of numbers fields

$$
\mathbb{Q}=K_{0} \subset K_{1} \subset K_{2} \subset \cdots \text { with } K_{i}=K_{i-1}\left(\theta_{i}\right) \text { for } i=1,2, \ldots
$$

as follows. Suppose that $K_{i-1}$ has been constructed. Factor $g_{1}, g_{2}, \ldots$ in $K_{i-1}[X]$ until one finds $g_{j}$ with an irreducible monic factor $f_{i} \in K_{i-1}[X]$ of degree at least 2 and take $K_{i}=K_{i-1}\left(\theta_{i}\right)$, where $\theta_{i}$ is a zero of $f_{i}$. Using an algorithm to factor polynomials in $K_{i-1}[X]$, this polynomial $f_{i}$ can be computed explicitly in the form $F_{i}\left(\theta_{1}, \ldots, \theta_{i-1}, X\right)$, where $F_{i} \in \mathbb{Q}\left[Y_{1}, \ldots, Y_{i-1}, X\right]$. In fact, one obtains a factorization algorithm for $K_{i-1}[X]$ by repeatedly applying [van der Waerden (1930), §37, pp. 128-131] or the ideas in [Cohen (1993), algorithm 3.6.4], which both extract a factorization algorithm for $K_{j}[X]$ from one for $K_{j-1}[X]$, for $j=1,2, \ldots$. Then

$$
\bigcup_{i=1}^{\infty} K_{i}=\mathbb{Q}\left(\theta_{1}, \theta_{2}, \ldots\right)
$$

is an algebraic closure of $\mathbb{Q}$. We call the resulting field an effectively given algebraic closure of $\mathbb{Q}$, and we denote it by $\overline{\mathbb{Q}}$.

Put $d_{i}:=\operatorname{deg} f_{i}$ for $i=1,2, \ldots$. One shows inductively, using division with remainder for polynomials, that any element $\alpha$ of $\overline{\mathbb{Q}}$ can be expressed uniquely as

$$
\begin{equation*}
\alpha=\sum_{i_{1}=0}^{d_{1}-1} \cdots \sum_{i_{m}=0}^{d_{m}-1} a_{i_{1}, \ldots, i_{m}} \theta_{1}^{i_{1}} \cdots \theta_{m}^{i_{m}} \tag{3.7.1}
\end{equation*}
$$

for some $m \geq 1$ with $a_{i_{1}, \ldots, i_{m}} \in \mathbb{Q}$ for all $i_{1}, \ldots, i_{m}$, where $m=1$ and $a_{i_{1}}=0$ for $i_{1}>0$ if $\alpha \in \mathbb{Q}$, and $m \geq 1$ and $a_{i_{1}, \ldots, i_{m}} \neq 0$ for some $i_{m}>0$ if $\alpha \notin \mathbb{Q}$. We say that $\alpha$ is effectively given/computable, if the coefficients $a_{i_{1}, \ldots, i_{m}}$ are given/can be computed. It is not difficult to show that from given $\alpha, \beta \in \overline{\mathbb{Q}}$ one can compute $\alpha \pm \beta, \alpha \beta$ and $\alpha / \beta$ (if $\beta \neq 0$ ). Moreover, one can compute the zeros in $\overline{\mathbb{Q}}$ for a given polynomial $P \in \overline{\mathbb{Q}}[X]$. Indeed, one can enumerate the elements of $\overline{\mathbb{Q}}$
given in the form (3.7.1) and just compute $P(\alpha)$ for all $\alpha \in \overline{\mathbb{Q}}$ until one finds $\alpha$ with $P(\alpha)=0$. Then one can compute $P(X) /(X-\alpha)$ and repeat the procedure.
In what follows, $\overline{\mathbb{Q}}$ will be an effectively given algebraic closure of $\mathbb{Q}$, and all number fields occurring below will be subfields of $\overline{\mathbb{Q}}$. We start with a few algorithms for algebraic numbers. In the next two subsections we will restrict to algebraic numbers in a given number field.
(I) For given $\beta_{0}, \beta_{1}, \ldots, \beta_{m} \in \overline{\mathbb{Q}}$ one can effectively decide whether there are $b_{1}, \ldots, b_{m} \in \mathbb{Q}$ with $\beta_{0}=\sum_{i=1}^{m} b_{i} \beta_{i}$ and if so, compute such $b_{i}$. Consequently, for a given algebraic number $\alpha$ one can compute its monic minimal polynomial and degree over $\mathbb{Q}$, and then check if $\alpha$ is an algebraic integer or an algebraic unit. Indeed, using the representations $\sqrt{3.7 .1}$ for $\beta_{0}, \ldots, \beta_{m}$ one can translate the relation $\beta_{0}=\sum_{i=1}^{m} b_{i} \beta_{i}$ into a system of linear equations over $\mathbb{Q}$ in the unknowns $b_{1}, \ldots, b_{m}$ whose solvability can be checked and which can be solved if possible by linear algebra. Then one can compute the monic minimal polynomial of $\alpha$ over $\mathbb{Q}$ by checking for $i=1,2 \ldots$ whether $\alpha^{i}$ can be expressed as a $\mathbb{Q}$-linear combination of $1, \alpha, \ldots, \alpha^{i-1}$ and stop if one finds one. Having thus computed the monic minimal polynomial $f \in \mathbb{Q}[X]$ of $\alpha$, one observes that $\alpha$ is an algebraic integer if and only if $f \in \mathbb{Z}[X]$, and an algebraic unit if and only if $f \in \mathbb{Z}[X]$ and $f(0)= \pm 1$.
(II) If $\alpha \in \overline{\mathbb{Q}}$ is effectively given then one can effectively compute an upper bound for $h(\alpha)$ and, if $\alpha$ is an algebraic integer, for $\alpha \mid$ as well. Indeed, we can compute the minimal polynomial $P_{\alpha} \in \mathbb{Z}[X]$ of $\alpha$ with relatively prime coefficients. Then $\sqrt{3.5 .3}$ provides an upper bound for $h(\alpha)$ and, if $\alpha$ is an algebraic integer, 3.5.11) provides an upper bound for $\alpha$.
(III) (Effective Northcott's Theorem) For given $H>0$ and $D>0$ one can determine a finite and effectively determinable subset $\mathscr{G}$ of $\overline{\mathbb{Q}}$ such that if $\alpha \in \overline{\mathbb{Q}}$ and $h(\alpha) \leq H, \operatorname{deg} \alpha \leq D$ then $\alpha \in \mathscr{G}$. For by (3.5.3), the polynomial $P_{\alpha}$ has degree at most $D$ and coefficients with absolute values at most $\left(2 e^{H}\right)^{D}$. Compute the zeros in $\overline{\mathbb{Q}}$ of all polynomials in $\mathbb{Z}[X]$ with these properties.

### 3.7.1 Algebraic number fields

An algebraic number field $K$ is said to be effectively given (over $\mathbb{Q}$ ) if it is given in the form $K=\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ where $\alpha_{1}, \ldots, \alpha_{r} \in \overline{\mathbb{Q}}$ are effectively given. In what follows, $K$ is an effectively given algebraic number field. We denote by $O_{K}$ the ring of integers of $K$ and by $\mathscr{P}\left(O_{K}\right)$ its set of prime ideals. Below we give an overview of the algorithmic results used in this monograph.
(IV) One can compute $\theta \in O_{K}$ with $K=\mathbb{Q}(\theta)$ and the monic minimal polynomial of $\theta$ over $\mathbb{Q}$. Further, for any effectively given $\alpha \in \overline{\mathbb{Q}}$ one can decide
whether $\alpha \in K$, and if so, compute $a_{0}, \ldots, a_{d-1} \in \mathbb{Q}$, with $d=\operatorname{deg} \theta$, such that

$$
\begin{equation*}
\alpha=a_{0}+a_{1} \theta+\cdots+a_{d-1} \theta^{d-1} \tag{3.7.2}
\end{equation*}
$$

For let $K$ be given in the form $\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ and let $D:=\prod_{i=1}^{r} \operatorname{deg} \alpha_{i}$. Then $[K: \mathbb{Q}]=: D^{\prime} \leq D$. Let $\sigma_{1}, \ldots, \sigma_{D^{\prime}}$ be the embeddings of $K$ into $\overline{\mathbb{Q}}$. We may assume that $\alpha_{1}, \ldots, \alpha_{r} \in O_{K}$. There are integers $b_{1}, \ldots, b_{r}$ with $\left|b_{i}\right| \leq D^{2}$ for $i=1, \ldots, r$ such that $\prod_{1 \leq i<j \leq D^{\prime}}\left(\sum_{k=1}^{r} b_{k}\left(\sigma_{i}\left(\alpha_{k}\right)-\sigma_{j}\left(\alpha_{k}\right)\right)\right) \neq 0$. Then $\theta:=\sum_{k=1}^{r} b_{k} \alpha_{k}$ is a primitive element of $K$. To find $\theta$ with its monic minimal polynomial, compute the monic minimal polynomial for each of the numbers $\sum_{k=1}^{r} b_{k} \alpha_{k}$ with $b_{k} \in \mathbb{Z},\left|b_{k}\right| \leq D^{2}$ and check when the degree of its minimal polynomial is maximal. Having thus found a primitive element $\theta$ of $K$, one observes that an effectively given $\alpha \in \overline{\mathbb{Q}}$ belongs to $K$ if and only if there are $a_{0}, \ldots, a_{d-1} \in \mathbb{Q}$ with 3.7 .2 . One can verify if these exist, and if so compute them, using (I).

Much of the literature, e.g, [Cohen $(1993,2000)]$ and [Evertse and Győry (2015)] uses the representation of $K$ in the form $\mathbb{Q}[X] /(P)$, where $P \in \mathbb{Z}[X]$ is a given irreducible monic polynomial, and the representation of $\alpha \in K$ in the form 3.7 .2 where $\theta:=X(\bmod P)$. As explained in (IV), such a representation can be computed from the one based on (3.7.1) given above. Conversely, given $K=\mathbb{Q}[X] /(P)$, one can compute a zero $\theta \in \overline{\mathbb{Q}}$ of $P$ in the form 3.7.1 and represent $K$ in the form $\mathbb{Q}(\theta)$. Then from a representation of $\alpha$ of the form (3.7.2) one can compute one of the form (3.7.1).
(V) For given $\beta_{0}, \beta_{1}, \ldots, \beta_{m} \in \overline{\mathbb{Q}}$ one can decide if $\beta_{0}$ can be expressed as $\sum_{i=1}^{m} b_{i} \beta_{i}$ with $b_{i} \in K$ and if so compute such $b_{i}$. Consequently, for every given $\alpha \in \mathbb{Q}$ one can determine its monic minimal polynomial and degree over $K$. Indeed, for the former one has to verify whether the number $\beta_{0}$ is a $\mathbb{Q}$-linear combination of $\beta_{i} \theta^{j}(i=1, \ldots, m, j=0, \ldots, d-1)$ and if so, compute such a $\mathbb{Q}$-linear combination. This can be done using (I). For the latter, one has to check for $i=1,2, \ldots$ whether $\alpha^{i}$ is a $K$-linear combination of $1, \ldots, \alpha^{i-1}$ and if so, compute such.
(VI) For any given $P \in K[X]$, one can effectively decide whether it is irreducible over $K$. Indeed, one may compute a zero of $P$, compute its monic minimal polynomial over $K$ and check if up to a scalar it is equal to $P$. For more efficient algorithms, see [Pohst and Zassenhaus (1989)], or [Cohen (1993), §3.6].
(VII) If $\alpha \in K$ is effectively given, then its characteristic polynomial relative to $K / \mathbb{Q}$ and its discriminant relative to $K / \mathbb{Q}$ can be effectively determined.
(VIII) For given $H>0$ one can determine a finite and effectively determinable subset $\mathscr{H}$ of $K$ such that if $\alpha \in K$ and $h(\alpha) \leq H$, then $\alpha \in \mathscr{H}$. Indeed,
determine the set $\mathscr{G}$ from (III) with $D:=[K: \mathbb{Q}]$ and check for each of its elements whether it belongs to $K$.
(IX) One can determine effectively an integral basis of $K$, that is a $\mathbb{Z}$-module basis $\left\{1, \omega_{2}, \ldots, \omega_{d}\right\}$ of the ring of integers $O_{K}$ of $K$, and from that the discriminant $D_{K}$ of $K$; see e.g. [Cohen (1993), §6.1]. It is easy to see that if $\alpha \in K$ is effectively given then one can determine $b_{1}, \ldots, b_{d}$ in $\mathbb{Q}$ such that

$$
\begin{equation*}
\alpha=b_{1}+b_{2} \omega_{2}+\cdots+b_{d} \omega_{d} . \tag{3.7.3}
\end{equation*}
$$

An order $\mathfrak{D}$ of $K$ is said to be effectively given if a finite set of $\mathbb{Z}$-module generators for $\mathfrak{D}$ is effectively given.
(X) If an order $\mathfrak{D}$ of $K$ is effectively given then one can effectively determine a $\mathbb{Z}$-basis of the form $\left\{1, \omega_{2}, \ldots, \omega_{d}\right\}$ and the discriminant $D_{\mathfrak{O}}$ of $\mathfrak{D}$; see e.g. [Borevich and Shafarevich (1967), chap. 2, §2].

We say that a fractional ideal a of $O_{K}$ is effectively given/determinable if a finite set of generators of a over $O_{K}$ is effectively given/determinable. For other representations of fractional ideals we refer to [Pohst and Zassenhaus (1989), §6.3] or [Cohen (1993), §4.7].
(XI) If a fractional ideal $\mathfrak{a}$ of $O_{K}$ is effectively given then it can be decided whether $\mathfrak{a}$ is principal. Further, if it is, one can compute an $\alpha \in K$ such that $\mathfrak{a}=\alpha O_{K}$; see [Cohen (1993), §6.5].
(XII) For effectively given fractional ideals of $O_{K}$ one can compute their sum, product and their absolute norms. Further, one can test equality, inclusion (i.e. divisibility) and whether an element of $K$ is in a given fractional ideal; see e.g. [Cohen (1993), §4.7]. Finally, for an effectively given non-zero fractional ideal of $O_{K}$ one can compute its inverse (see e.g. [Cohen (1993), §4.8.4]).
(XIII) If $\mathfrak{a}$ is an effectively given non-zero fractional ideal of $O_{K}$ then its prime ideal factorization can be effectively determined; see e.g. [Cohen (2000), §2.3]. In particular, one can decide whether $\mathfrak{a}$ is an ideal of $O_{K}$ or whether $\mathfrak{a}$ is a prime ideal.
(XIV) For an effectively given non-zero ideal $\mathfrak{a}$ of $O_{K}$, one can effectively determine a full system of representatives for $O_{K} / a$. Indeed, by 3.5.11 and Proposition 3.5.7, every residue class modulo a contains an element $\alpha$ with $h(\alpha) \leq C$, where $C$ is effectively computable in terms of $[K: \mathbb{Q}], D_{K}$, and $N_{K}(\mathfrak{a})$. Using (VIII) one can effectively determine a finite set containing all such $\alpha$, and using (XIII) one can check for any two elements from this finite set whether their difference belongs to $\mathfrak{a}$.
(XV) (Effective Chinese Remainder Theorem for number fields). Let $\mathscr{S}$ be an effectively given finite set of prime ideals of $O_{K}$. Further, let $\beta_{\mathfrak{p}}(\mathfrak{p} \in \mathscr{S})$ be
effectively given elements of $K$, and $m_{\mathfrak{p}}(\mathfrak{p} \in \mathscr{S})$ given integers. Then one can effectively determine $x \in K$ such that

$$
\begin{equation*}
\operatorname{ord}_{\mathfrak{p}}\left(x-\beta_{\mathfrak{p}}\right) \geq m_{\mathfrak{p}} \text { for } \mathfrak{p} \in \mathscr{S}, \quad \operatorname{ord}_{\mathfrak{p}}(x) \geq 0 \text { for } \mathfrak{p} \in \mathscr{P}\left(O_{K}\right) \backslash \mathscr{S} \tag{3.7.4}
\end{equation*}
$$

Indeed, by Theorem 2.2.4 there exists $x^{\prime}$ with (3.7.4). Note that $\operatorname{ord}_{\mathfrak{p}}\left(x^{\prime}\right) \geq$ $k_{\mathfrak{p}}:=\min \left(m_{\mathfrak{p}}, \operatorname{ord}_{\mathfrak{p}}\left(\overline{\left.\left.\beta_{\mathfrak{p}}\right)\right) \text { for } \mathfrak{p} \in \mathscr{S} \text {. Using (XIII), (XII) we can compute }{ }^{\text {(XI }} \text {. }}\right.\right.$ the quantities $k_{\mathfrak{p}}$, the ideal $\prod_{p \in \mathscr{S}} \mathfrak{p}^{-k_{\mathfrak{p}}}$, and a non-zero element $\gamma$ of this ideal. Then $\gamma x^{\prime} \in O_{K}$. Subsequently, one can compute $\mathfrak{b}:=\gamma \prod_{\mathfrak{p} \in \mathscr{S}} \mathfrak{p}^{m_{\mathfrak{p}}}$ which is an ideal of $O_{K}$. Using (XIV) one can compute a full system of representatives for $O_{K} / \mathfrak{b}$. There is $y$ in this set with $y \equiv \gamma x^{\prime}(\bmod \mathfrak{b})$. Put $x:=\gamma^{-1} y$. Then $x \equiv x^{\prime}\left(\bmod \prod_{p \in \mathscr{S}} \mathfrak{p}^{m_{\mathfrak{p}}}\right)$, hence $x$ satisfies (3.7.4). To determine $x$, compute $\gamma^{-1} y$ for every $y$ in the full system of representatives for $O_{K} / \mathfrak{b}$ computed above and check if it satisfies (3.7.4), using (XII).

Let $S$ be a finite set of places of $K$ containing all infinite places. We say that $S$ is effectively given if the prime ideals corresponding to the finite places in $S$ are effectively given. In what follows, we assume that $S$ is effectively given. We recall that $O_{S}$ resp. $O_{S}^{*}$ denotes the ring of $S$-integers resp. the group of $S$-units in $K$.
(XVI) In view of (XIII) one can decide for any given $\alpha \in K^{*}$ whether $\alpha \in O_{S}$, or whether $\alpha \in O_{S}^{*}$.
Let $\mathfrak{a}$ be a fractional ideal of $O_{S}$, that is, a finitely generated $O_{S}$-submodule of $K$. We say that $\mathfrak{a}$ is effectively given/determinable if a finite set of generators of $\mathfrak{a}$ over $O_{S}$ is effectively given/determinable.
(XVII) For every fractional ideal $\mathfrak{a}$ of $O_{S}$ there is a unique fractional ideal $\tilde{\mathfrak{a}}$ of $O_{K}$ composed of prime ideals of $O_{K}$ corresponding to places outside $S$, such that $\mathfrak{a}=\tilde{\mathfrak{a}} O_{S}$. If $\mathfrak{a}$ is effectively given then $\widetilde{\mathfrak{a}}$ can be determined effectively, and conversely. Further, in view of (XI) it can be decided whether $\mathfrak{a}$ is principal, and if it is, one can determine an $\alpha \in K$ such that $\mathfrak{a}=\alpha O_{S}$. Finally, by (XII) the product of effectively given fractional ideals of $O_{S}$ can be effectively determined, the inverse of a non-zero fractional ideal of $O_{S}$ can be effectively determined, and one can test equality and inclusion.

### 3.7.2 Relative extensions and finite étale algebras

Let $K$ be an effectively given number field, and $L$ a finite extension of $K$. We say that $L$ is effectively given over $K$ if $K$ is effectively given, and $L$ is given in the form $L=K\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ with $\alpha_{1}, \ldots, \alpha_{r}$ effectively given elements of $\overline{\mathbb{Q}}$. In what follows, we assume that $L$ is effectively given over $K$.
(XVIII) One can compute $\theta \in O_{L}$ with $L=K(\theta)$ and the monic minimal
polynomial of $\theta$ over $K$. Further, for any effectively given algebraic number $\alpha$ one can decide whether $\alpha \in L$, and if so, compute $a_{0}, \ldots, a_{n-1} \in K$, with $n=[L: K]$, such that

$$
\alpha=a_{0}+a_{1} \theta+\cdots+a_{n-1} \theta^{n-1}
$$

The proof is similar to that of (IV), except that now one has to use (V).
(XIX) For any given $\alpha \in L$, the characteristic polynomial of $\alpha$ relative to $L / K$ can be effectively determined; see [Cohen (2000), §§2.1,2.2].

Let $K$ be an algebraic number field and $\Omega$ a finite étale $K$-algebra. This means that there are finite extensions $L_{1}, \ldots, L_{q}$ of $K$ and a $K$-algebra isomorphism $\varphi$ from $\Omega$ to $L_{1} \times \cdots \times L_{q}$; see 1.3.1). Then $\Omega$ may be viewed as a finite étale $\mathbb{Q}$-algebra as well. If in particular $q=1, \Omega$ is just a finite extension of $K$. We say that $\Omega$ is effectively given over $K$ if $K$ is effectively given over $\mathbb{Q}$ and $L_{1}, \ldots, L_{q}$ are effectively given over $K$, and effectively given over $\mathbb{Q}$ if $L_{1}, \ldots, L_{q}$ are effectively given over $\mathbb{Q}$. Further, an element $\alpha$ of $\Omega$ is said to be effectively given/determinable if in $\varphi(\alpha)=\left(\alpha_{1}, \ldots, \alpha_{q}\right)$ the number $\alpha_{i}$ is effectively given/determinable and $\alpha_{i} \in L_{i}$ for $i=1, \ldots, q$ (recall that this can be checked). In what follows, suppose that $\Omega$ is effectively given over $K$. If $\alpha$, $\beta \in \Omega$ are effectively given/computable then $\alpha \pm \beta, \alpha \beta$ and if $\beta \in \Omega^{*}, \alpha / \beta$ are effectively computable.
(XX) By 2.10.2 the discriminant $D_{\Omega}$ of $\Omega$ viewed as finite étale $\mathbb{Q}$-algebra can be effectively determined.
(XXI) If $\alpha \in \Omega$ is effectively given then using (XIX), (V) and 1.5.1), its monic minimal polynomial and characteristic polynomial over $K$ can be effectively determined.
(XXII) If $\alpha \in \Omega$ is effectively given then by (II) one can give an effectively computable upper bound for $h(\alpha)$.
(XXIII) If $[\Omega: K]=n$ and $\alpha_{1}, \ldots, \alpha_{n}$ are effectively given elements of $\Omega$, then using linear algebra one can easily decide whether they are linearly independent over $K$. If they are so, using (1.5.5) and (1.3.1), their discriminant $D_{\Omega / K}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ can be effectively determined. In particular, if $\alpha \in \Omega$ is effectively given, then $D_{\Omega / K}(\alpha)$ can be effectively determined.
(XXIV) Finally, we say that an $O_{S}$-order $\mathfrak{D}$ of $\Omega$ is effectively given if a finite set of $O_{S}$-module generators of $\mathfrak{D}$ is effectively given. Then, using Proposition 2.10.1 and (XXIII), the discriminant ideal $\mathfrak{D}_{\mathfrak{D} / O_{S}}$ can be effectively determined.

## Tools from the theory of unit equations

Our results on discriminant equations to be discussed in this monograph are consequences of effective and ineffective finiteness results for unit equations in two unknowns and certain generalizations thereof. In this chapter we give, without proofs, a brief overview of the results on unit equations that are needed in this book. For further results, proofs and related literature on these equations, as well as other applications, we refer to [Evertse and Győry (2015)].

We consider, among others, equations of the type

$$
\begin{equation*}
\alpha x+\beta y=1 \text { in } x, y \in \Gamma \tag{4.1}
\end{equation*}
$$

where $\Gamma$ is a finitely generated multiplicative group in a field $K$ of characteristic 0 and $\alpha, \beta$ are non-zero elements of $K$. An important special case is where $\Gamma=A^{*}$ is the unit group of a finitely generated domain $A \subset K$, that is an integral domain that contains $\mathbb{Z}$ and is finitely generated as a $\mathbb{Z}$-algebra. The fact that for such integral domains the unit group is finitely generated, follows from a theorem of [Roquette (1957)].

We recall that Siegel [Siegel (1921)] proved implicitly that equations of the type (4]1) have only finitely many solutions in case that $K$ is an algebraic number field and $\Gamma=O_{K}^{*}$ is the unit group of the ring of integers $O_{K}$ of $K$. Mahler [Mahler (1933)] proved a similar finiteness result in the case that $K=\mathbb{Q}$ and $\Gamma$ is the multiplicative group generated by -1 and a finite set of prime numbers $p_{1}, \ldots, p_{t}$, i.e., $\Gamma$ is the unit group of the ring $\mathbb{Z}\left[\left(p_{1} \cdots p_{t}\right)^{-1}\right]$. This was extended by Parry [Parry (1950)] to the case that $K$ is an arbitrary algebraic number field and $\Gamma$ the group of $S$-units in $K$, for some finite set of places $S$ containing all infinite places. Finally, Lang [Lang (1960)] proved the following general result, which we state here for reference purposes.

Theorem 4.1 Let $K$ be an arbitrary field of characteristic 0 , and $\Gamma$ an arbitrary finitely generated subgroup of $K^{*}$. Then equation (4)1 has only finitely
many solutions.

The proofs of Siegel, Mahler, Parry and Lang are all ineffective in that they do not provide a method to determine all solutions, as they all depend on the ineffective Thue-Siegel-Roth method from Diophantine approximation.

Lang's result has been refined in various directions. In the 1960's, Baker [Baker (1966, 1967a, 1967b)] proved his celebrated lower bounds for linear forms in logarithms of algebraic numbers. After that, several people improved his estimates, and also obtained very powerful $p$-adic analogues, and this led to what is nowadays called Baker's theory on logarithmic forms. With the help of this, it became possible to give effective upper bounds for the heights of the solutions $x, y$ of (4|1) in the case that $K$ is a number field and $\Gamma$ is the group of units of $O_{K}$, or the group of $S$-units for some finite set of places $S$ containing all infinite places. Győry [Győry (1972, 1973, 1974, 1979, 1979/1980)] was the first to give such bounds in a completely explicit form. Later, his bounds were substantially improved.

First in a special case in [Győry $(1983,1984)$ ] and later in full generality in [Evertse and Győry (2013)], the authors gave an effective proof for Lang's Theorem on (4!1) in the case that $\Gamma=A^{*}$ is the unit group of an arbitrary, in a well-defined sense effectively given, finitely generated domain $A$.

In a rather different direction, by applying a suitable version of the ThueSiegel Diophantine approximation method based on hypergeometric functions, first Evertse [Evertse (1984a)] for $K$ a number field and $\Gamma$ the group of $S$-units in $K$, and later Beukers and Schlickewei [Beukers and Schlickewei (1996)] in the most general case, obtained explicit upper bounds for the number of solutions of (411), depending only on the rank of $\Gamma$.

In Section 4.1 we give an overview of recent effective results on equation (4,1) and various variants, with explicit upper bounds for the heights of the solutions. These are applied in Chapters 6,8 and 14 of the present book. In Section 4.2 we explain the effective finiteness result of Evertse and Győry on equations of the type

$$
\alpha x+\beta y=1 \text { in } x, y \in A^{*}
$$

where $A$ is a finitely generated integral domain. This result is applied in Chapter 10 . Finally, in Section 4.3 we give a 'semi-effective result' for equations of the type (4,1), which is applied in Chapter 15, as well as explicit upper bounds for the number of solutions of such equations, which are needed in Chapters 9 and 17 For completeness, we also mention some results for unit equations in more than two unknowns.

### 4.1 Effective results over number fields

We present effective finiteness results, with explicit upper bounds for the heights of the solutions, for equations of the shape

$$
\alpha x+\beta y=1
$$

where $\alpha, \beta$ are non-zero elements of an algebraic number field $K$, and the unknowns $x, y$ are units, $S$-units or, more generally, elements of a finitely generated multiplicative subgroup $\Gamma$ of $K^{*}$. In certain applications, it is more convenient to consider the homogeneous equation

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\alpha_{3} x_{3}=0
$$

where $\alpha_{1}, \alpha_{2}, \alpha_{3}$ denote non-zero elements of $K$, and the unknowns $x_{1}, x_{2}, x_{3}$ are units, $S$-units or elements of $\Gamma$.

The proofs depend on the best known effective estimates, due to Matveev (2000) and Yu (2007), for linear forms in logarithms.

### 4.1.1 Equations in units of rings of integers

Let $K$ be an algebraic number field of degree $d$. We denote by $O_{K}$ the ring of integers of $K$, by $O_{K}^{*}$ the group of units of $O_{K}$, by $R$ the regulator of $K$, by $r$ the rank of $O_{K}^{*}$, by $M_{K}$ the set of (infinite and finite) places, and by $M_{K}^{\infty}$ the set of infinite places of $K$. We use the absolute values $|\cdot|_{v}\left(v \in M_{K}\right)$ defined in Section 3.3 and the absolute multiplicative height $H(\alpha)$ and absolute logarithmic height $h(\alpha)=\log H(\alpha)$ for algebraic numbers $\alpha$ as defined in Section 3.5. We shall frequently use the properties of these heights mentioned there without any further reference.

Let $\alpha_{1}, \alpha_{2}, \alpha_{3}$ be non-zero elements of $K$ and let $H$ be a real with

$$
H \geq \max \left\{h\left(\alpha_{1}\right), h\left(\alpha_{2}\right), h\left(\alpha_{3}\right)\right\}, \quad H \geq \max \{1, \pi / d\} .
$$

Consider the homogeneous unit equation

$$
\begin{equation*}
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\alpha_{3} x_{3}=0 \text { in } x_{1}, x_{2}, x_{3} \in O_{K}^{*} . \tag{4.1.1}
\end{equation*}
$$

Theorem 4.1.1 All solutions $x_{1}, x_{2}, x_{3}$ of (4.1.1) satisfy

$$
\begin{equation*}
\max _{i, j} h\left(x_{i} / x_{j}\right) \leq c_{1} R\left(\log ^{*} R\right) H \tag{4.1.2}
\end{equation*}
$$

where

$$
c_{1}=4(r+1)^{2 r+9} 2^{3.2(r+12)} \log (2 r+2)\left(d \log ^{*}(2 d)\right)^{3} .
$$

Proof See [Győry and Yu (2006), Thm. 2] or [Evertse and Győry (2015), Thm. 4.1.1].

In some applications of equation (4.1.1), for example in the proof of Theorem 6.1.2 in Chapter6, at least two of the unknowns $x_{1}, x_{2}, x_{3}$ are conjugate to each other over $\mathbb{Q}$. In these situations the following theorem will lead to much better bounds.

Let $K_{1}$ be a subfield of $K$ with degree $d_{1}$, unit rank $r_{1}$ and regulator $R_{K_{1}}$. Assume that for some $\mathbb{Q}$-isomorphism $\sigma$ of $K_{1}, \sigma\left(K_{1}\right)$ is also a subfield of $K$.

Theorem 4.1.2 All solutions $x_{1}, x_{2}, x_{3}$ of (4.1.1) with $x_{2} \in K_{1}, x_{3}=\sigma\left(x_{2}\right)$ satisfy

$$
\begin{equation*}
\max _{1 \leq i, j \leq 3} h\left(x_{i} / x_{j}\right) \leq c_{2} R_{K_{1}} H \log \left(\frac{h\left(x_{2}\right)}{H}\right), \tag{4.1.3}
\end{equation*}
$$

provided that

$$
\begin{equation*}
h\left(x_{2}\right)>c_{3} R_{K_{1}} H, \tag{4.1.4}
\end{equation*}
$$

where

$$
c_{2}=2^{5.5 r_{1}+45} r_{1}^{2 r_{1}+2.5}, c_{3}=320 d^{2} r_{1}^{2 r_{1}} .
$$

Proof See [Evertse and Győry (2015), Thm. 4.1.2].
It should be observed that in 4.1.3 the upper bound depends on $h\left(x_{2}\right)$. In terms of $d$ and $r_{1}$, Theorem 4.1.2 is an improvement of a result of Győry (1998).

In the next subsection we give more general versions of Theorem 4.1.1. A similar generalization of Theorem 4.1.2 is given in [Győry (1998)]. But Theorems 4.1.1 and 4.1.2 provide, in the special situation they deal with, much better bounds in terms of $d$ and $r$ and this is important in some applications, e.g. in Chapter 6

### 4.1.2 Equations with unknowns from a finitely generated multiplicative group

Let again $K$ be an algebraic number field of degree $d$. Let $\Gamma$ be a finitely generated multiplicative subgroup of $K^{*}$ of $\operatorname{rank} q>0$, and $\Gamma_{\text {tors }}$ the torsion subgroup of $\Gamma$ consisting of all elements of finite order. We recall that $q$ is the smallest positive integer such that $\Gamma / \Gamma_{\text {tors }}$ has a system of $q$ generators. Let $S$ denote the smallest set of places of $K$ such that $S$ contains all infinite places, and
$\Gamma \subseteq O_{S}^{*}$ where $O_{S}^{*}$ denotes the group of $S$-units in $K$. Further, let $\alpha, \beta \in K^{*}$. We consider the equation

$$
\begin{equation*}
\alpha x+\beta y=1 \text { in } x \in \Gamma, y \in O_{S}^{*} . \tag{4.1.5}
\end{equation*}
$$

In our first theorem below the following notation is used:
$-\left\{\xi_{1}, \ldots, \xi_{m}\right\}$ is a system of generators for $\Gamma / \Gamma_{\text {tors }}$ (not necessarily a basis);
$-\Theta:=h\left(\xi_{1}\right) \cdots h\left(\xi_{m}\right) ; H:=\max \{1, h(\alpha), h(\beta)\} ;$

- $s:=|S| ; \mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ are the prime ideals corresponding to the finite places
in $S$;

$$
-P_{S}:=\max \left\{2, N_{K}\left(\mathfrak{p}_{1}\right), \ldots, N_{K}\left(\mathfrak{p}_{t}\right)\right\} ;
$$

in the case that $S$ consists only of infinite places we put $t:=0, P_{S}:=2$.
Theorem 4.1.3 If $x, y$ is a solution of (4.1.5), then

$$
\begin{equation*}
\max \{h(x), h(y)\}<6.5 c_{4} s \frac{P_{S}}{\log P_{S}} \Theta H \max \left\{\log \left(c_{4} s P_{S}\right), \log ^{*} \Theta\right\} \tag{4.1.6}
\end{equation*}
$$

where

$$
\begin{aligned}
c_{4}= & 11 \lambda \cdot(m+1)\left(\log ^{*} m\right)(16 e d)^{3 m+5} \\
& \text { with } \lambda=12 \text { if } m=1, \lambda=1 \text { if } m \geq 2 .
\end{aligned}
$$

Proof See [Evertse and Győry (2015), Thm. 4.1.3].
For some of our applications it is essential that we allow $\xi_{1}, \ldots, \xi_{m}$ to be any set of generators of $\Gamma / \Gamma_{\text {tors }}$ and not necessarily a basis. Almost the same bounds were obtained in [Bérczes, Evertse and Győry (2009)], but with $c_{4}$ replaced by a constant which, for $m>q>0$, contains also the factor $q^{q}$. The improvement in Theorem 4.1.3 will be important in the proof of Theorem 8.2.1, the main result of Chapter 8 , and in some of its consequences.
Theorem 4.1.3 implies in an effective way the finiteness of the number of solutions $x, y \in \Gamma$ of (4.1.5). To formulate this in a precise form, let $\overline{\mathbb{Q}}$ be an algebraic closure of $\mathbb{Q}$ effectively given as in Section 3.7. Then an element of $\overline{\mathbb{Q}}$ is said to be effectively given/computable if a representation 3.7.1) for it is given/can be computed. The number field $K$ is said to be effectively given if a finite set of generators in $\overline{\mathbb{Q}}$ for it is effectively given. We remark that the corollary below was proved in [Evertse and Győry (2015)] with another notion of effective computability, which is however equivalent to the one used in the present book, see the remarks in Section 3.7 between algorithms (IV) and (V).

Corollary 4.1.4 For given $\alpha, \beta \in K^{*}$, equation 4.1.5) has only finitely many solutions in $x, y \in \Gamma$. Further, there exists an algorithm which, from effectively
given $K, \alpha, \beta$, a system of generators for $\Gamma / \Gamma_{\text {tors }}$ and $\Gamma_{\text {tors }}$, computes all solutions $x, y$.

Proof See [Evertse and Győry (2015), Cor. 4.1.4].
In the special case $\Gamma=O_{S}^{*}$, we obtain from Theorem 4.1.3 the following. Let $S$ be a finite subset of $M_{K}$ containing all infinite places, with the above parameters $s, P_{S}$. Denote by $R_{S}$ the $S$-regulator (see Section 3.4 for a definition and (4.1.10) below for a useful estimate). Define

$$
\begin{aligned}
& c_{5}=11 \lambda s^{2}\left(\log ^{*} s\right)(16 e d)^{3 s+2} \text { with } \lambda=12 \text { if } s=2, \lambda=1 \text { if } s \geq 3, \\
& c_{6}=((s-1)!)^{2} /\left(2^{s-2} d^{s-1}\right) .
\end{aligned}
$$

Corollary 4.1.5 Every solution $x$, $y$ of

$$
\begin{equation*}
\alpha x+\beta y=1 \text { in } x, y \in O_{S}^{*} \tag{4.1.7}
\end{equation*}
$$

satisfies

$$
\begin{align*}
& \max (h(x), h(y)) \\
& \quad<6.5 c_{5} c_{6}\left(P_{S} / \log P_{S}\right) H R_{S} \max \left\{\log \left(c_{5} P_{S}\right), \log ^{*}\left(c_{6} R_{S}\right)\right\} . \tag{4.1.8}
\end{align*}
$$

Proof See [Evertse and Győry (2015), Cor. 4.1.5].
This was proved in [Győry and Yu (2006)] in a slightly sharper form in terms of $d$ and $s$. In the special case $S=M_{K}^{\infty}$, Corollary 4.1.5 gives Theorem 4.1.1 but only with a weaker bound in terms of $d$ and $r$. From Theorem4.1.3. a weaker version of Theorem4.1.2 can also be deduced.

We say that $S$ is effectively given if the prime ideals corresponding to the finite places in $S$ are effectively given in the sense defined in Section 3.7.1. The next corollary follows both from Corollary 4.1.5 and from Corollary 4.1.4

Corollary 4.1.6 Let $\alpha, \beta \in K^{*}$. Then equation 4.1.7) has only finitely many solutions. Further, there exists an algorithm that, from effectively given $K, \alpha$, $\beta$ and $S$, computes all solutions.

Proof See [Evertse and Győry (2015), Cor. 4.1.6].
If the number $t$ of finite places in $S$ exceeds $\log P_{S}$, then, in terms of $S, s^{s}$ is the dominating factor in the bound occurring in (4.1.8). In the following version of Corollary 4.1.5 there is no factor of the form $s^{s}$ or $t^{t}$. This improvement plays an important role in Chapter 8 .

Let

$$
\mathscr{R}=\max \{h, R\},
$$

where $h$ and $R$ denote the class number and regulator of $K$, respectively. Further, let $r$ denote the unit rank of $K$.

Theorem 4.1.7 Let $t>0$. Then every solution $x$, $y$ of (4.1.7) satisfies

$$
\begin{equation*}
\max \{h(x), h(y)\}<\left(c_{7} d^{r+3} \mathscr{R}\right)^{t+4} P_{S} H R_{S}, \tag{4.1.9}
\end{equation*}
$$

where $c_{7}$ is an effectively computable positive absolute constant.
Proof See [Evertse and Győry (2015), Thm. 4.1.7].
The same result was established in [Győry and Yu (2006)] in a slightly different and completely explicit form; for a slight improvement see [Győry (2008a)].

We note that in view of 3.1.6) and 3.1.7, $\mathscr{R}$ can be estimated from above in terms of $d$ and the discriminant of $K$. Further, in view of 3.4.7) we have

$$
\begin{equation*}
R \prod_{i=1}^{t} \log N_{K}\left(\mathfrak{p}_{i}\right) \leq R_{S} \leq h R \prod_{i=1}^{t} \log N_{K}\left(\mathfrak{p}_{i}\right) \tag{4.1.10}
\end{equation*}
$$

### 4.2 Effective results over finitely generated domains

In this book, by a finitely generated domain (over $\mathbb{Z}$ ) we mean an integral domain that contains $\mathbb{Z}$ and is finitely generated as a $\mathbb{Z}$-algebra.

In this section, we consider unit equations over such domains. More precisely, let

$$
A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right] \supset \mathbb{Z}
$$

be an integral domain that is generated by finitely many algebraic or transcendental elements $z_{1}, \ldots, z_{r}$. Let $\alpha_{1}, \alpha_{2}, \alpha_{3}$ be non-zero elements of $A$ and consider the equation

$$
\begin{equation*}
\alpha_{1} x+\alpha_{2} y=\alpha_{3} \text { in } x, y \in A^{*} . \tag{4.2.1}
\end{equation*}
$$

As was mentioned above, Lang [Lang (1960)] proved that this equation has only finitely many solutions but his proof is ineffective. In [Evertse and Győry (2013)], an effective proof of this theorem was given. Before stating their result, we recall the necessary terminology.

Consider the ideal of the polynomial ring $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$,

$$
\begin{equation*}
I:=\left\{P \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]: P\left(z_{1}, \ldots, z_{r}\right)=0\right\} . \tag{4.2.2}
\end{equation*}
$$

This ideal is finitely generated, $A$ is isomorphic to $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right] / I$ and $z_{i}$ corresponds to the residue class of $X_{i} \bmod I$. Further, $I$ is a prime ideal in $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$
with $I \cap \mathbb{Z}=(0)$. We say that $A$ is given effectively if a finite set of generators of $I$ is given.

For $\alpha \in A$, we call $\widetilde{\alpha}$ a representative for $\alpha$, or say that $\widetilde{\alpha}$ represents $\alpha$ if

$$
\widetilde{\alpha} \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right], \quad \alpha=\widetilde{\alpha}\left(z_{1}, \ldots, z_{r}\right) .
$$

We say that an $\alpha \in A$ is given effectively/can be determined effectively if a representative for $\alpha$ is given/can be computed.

To do effective computations in $A$, one needs an ideal membership algorithm for $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$, that is an algorithm that for any given polynomial and ideal of $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ decides whether the polynomial belongs to the ideal. For such algorithms, we refer to [Simmons (1970)] and [Aschenbrenner (2004)]. With such an ideal menbership algorithm one can decide effectively whether two polynomials $P_{1}, P_{2}$ from $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ represent the same element of $A$, i.e., $P_{1}-P_{2} \in I$.

Our first result is as follows.
Theorem 4.2.1 Let A be a finitely generated domain which is effectively given, and let $\alpha_{i},(i=1,2,3)$ be non-zero and effectively given elements of A. Then (4.2.1) has only finitely many solutions, and these can be determined effectively.

Proof See [Evertse and Győry (2013), Cor. 1.2] or [Evertse and Győry (2015), Cor. 8.1.2].

It is important to note that here one does not need a set of generators for $A^{*}$. This will be crucial in Chapter 10, in the application of Theorem 4.2.1 to discriminant equations.

We now present a quantitative refinement of Theorem 4.2.1 Let $A, I$ and $\alpha_{1}, \alpha_{2}, \alpha_{3}$ be as in Theorem 4.2.1. Assume that $A$ is given effectively, that is that a finite set of generators $P_{1}, \ldots, P_{s} \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ of $I$ is given.

The degree $\operatorname{deg} P$ of a polynomial $P \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ is by definition its total degree. By the logarithmic height $h(P)$ of $P$ we mean the logarithm of the maximum of the absolute values of its coefficients. The size of $P$ is defined by

$$
s(P):=\max (\operatorname{deg} P, h(P), 1) .
$$

Obviously, there are only finitely many polynomials in $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ of size below a given bound, and these can be effectively determined.

Theorem 4.2.2 Assume that $r \geq 1$. Let $\widetilde{\alpha_{i}}$ be a representative for $\alpha_{i}$, for $i=$ $1,2,3$. Assume that $P_{1}, \ldots, P_{s}$ and $\widetilde{\alpha_{i}}(i=1,2,3)$ all have degree at most $d$ and logarithmic height at most $h$, where $d \geq 1, h \geq 1$. Then for each solution $(x, y)$
of (4.2.1) there are representatives $\widetilde{x}, \widetilde{x_{*}}, \widetilde{y}, \widetilde{y_{*}}$ for $x, x^{-1}, y, y^{-1}$ respectively, such that

$$
\begin{equation*}
s(\widetilde{x}), s\left(\widetilde{x_{*}}\right), s(\widetilde{y}), s\left(\widetilde{y_{*}}\right) \leq \exp \left((2 d)^{\kappa^{r}}(h+1)\right) \tag{4.2.3}
\end{equation*}
$$

where $\kappa$ is an effectively computable absolute constant $>1$.
Proof See [Evertse and Győry (2013), Thm. 1.1] or [Evertse and Győry (2015), Thm. 8.1.1].

Theorem4.2.1 follows easily from Theorem4.2.2. Indeed, let $C$ be the upper bound in 4.2.3). Test for all quadruples ( $\left.\widetilde{x}, \widetilde{x_{*}}, \widetilde{y}, \widetilde{y_{*}}\right)$ in $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ of size at most $C$ whether $\widetilde{\alpha_{1}} \widetilde{x}+\widetilde{\alpha_{2}} \widetilde{y}-\widetilde{\alpha_{3}} \in I$ and $\widetilde{x} \cdot \widetilde{x_{*}}-1, \widetilde{y} \cdot \widetilde{y_{*}}-1 \in I$. The pairs $(\widetilde{x}, \widetilde{y})$ from the quadruples satisfying this test represent the solutions of equation 4.2.1).

### 4.3 Ineffective results, bounds for the number of solutions

We start with a so-called semi-effective result. Let $K$ be an algebraic number field and $S$ a finite set of places of $K$, containing all infinite places. For $\mathbf{x}=$ $\left(x_{1}, \ldots, x_{n}\right) \in O_{S}^{n}$, we define

$$
H_{S}\left(x_{0}, \ldots, x_{n}\right):=\prod_{v \in S} \max \left(\left|x_{1}\right|_{v}, \ldots,\left|x_{n}\right|_{v}\right) .
$$

Recall that the $S$-norm of $\alpha \in K$ is given by

$$
N_{S}(\alpha):=\prod_{v \in S}|\alpha|_{v} .
$$

Theorem 4.3.1 Let $\epsilon>0, n \geq 2$. There is a constant $C^{\text {ineff }}(K, S, n, \epsilon)$ depending only on $K, S, n, \epsilon$ for which the following holds. For all non-zero $x_{0}, x_{1}, \ldots, x_{n} \in O_{S}$ such that

$$
\begin{equation*}
x_{0}+x_{1}+\cdots+x_{n}=0 \tag{4.3.1}
\end{equation*}
$$

and

$$
\sum_{i \in I} x_{i} \neq 0
$$

for each proper, non-empty subset I of $\{0, \ldots, n\}$ we have

$$
\begin{equation*}
H_{S}\left(x_{0}, \ldots, x_{n}\right) \leq C^{\text {ineff }}(K, S, n, \epsilon) N_{S}\left(x_{0} \cdots x_{n}\right)^{1+\epsilon} \tag{4.3.2}
\end{equation*}
$$

We have indicated by means of the superscript 'ineff' that the constant $C$ ineff is not effectively computable by means of our method of proof.

Proof This is an equivalent formulation of [Evertse (1984b), Thm. 1], see also [Evertse and Győry (2015), Thm. 6.1.1]. The proof is by means of the $p$ adic Subspace Theorem by Schmidt [Schmidt (1972)] (basic case) and Schlickewei [Schlickewei (1977)] p-adic generalization). We refer to [Schmidt (1980)] for a proof of Schmidt's basic Subspace Theorem from 1972, and to [Bombieri and Gubler (2006), chap. 7] for a proof of the $p$-adic generalization.

In fact, we will need Lemma 4.3.1 only in the case $n=2$; in that case, the theorem already follows from a $p$-adic generalization of Roth's Theorem, see e.g., [Lang (1960)].

Theorem 4.3.1 implies the following result for $S$-unit equations

$$
\begin{equation*}
\alpha_{1} x_{1}+\cdots+\alpha_{n} x_{n}=1 \text { in } x_{1}, \ldots, x_{n} \in O_{S}^{*} \tag{4.3.3}
\end{equation*}
$$

where $\alpha_{1}, \ldots, \alpha_{n}$ are non-zero elements of $K$. This result that we do not need but state here for completeness was proved independently by [Evertse (1984b)] and [van der Poorten and Schlickewei (1982)]. We recall that a solution of 4.3.3) is called non-degenerate, if

$$
\sum_{i \in I} \alpha_{i} x_{i} \neq 0
$$

for each proper, non-empty subset $I$ of $\{1, \ldots, n\}$.
Corollary 4.3.2 Let $\alpha_{1}, \ldots, \alpha_{n}$ be non-zero elements of $K$. Then equation (4.3.3) has only finitely many non-degenerate solutions.

Proof Extend $S$ to a finite set of places $S^{\prime}$ such that $\alpha_{1}, \ldots, \alpha_{n}$ are all $S^{\prime}$ units. Take a non-degenerate solution $\left(x_{1}, \ldots, x_{n}\right)$ of 4.3.3) and put $x_{0}^{\prime}:=-1$, $x_{i}^{\prime}:=\alpha_{i} x_{i}$ for $i=1, \ldots, n$. Then Theorem4.3.1 implies

$$
H\left(\alpha_{i} x_{i}\right)^{[K: \mathrm{Q}]} \leq H_{S^{\prime}}\left(x_{0}^{\prime}, \ldots, x_{n}^{\prime}\right) \ll 1
$$

for $i=1, \ldots, n$. Now Northcott's Theorem (see Theorem 3.5.2) implies that there are only finitely many possibilities for $x_{1}, \ldots, x_{n}$.

We now turn to results giving explicit upper bounds for the number of solutions. In the remainder of this section, $K$ is an arbitrary field of characteristic 0 . We denote by $\left(K^{*}\right)^{n}$ the $n$-fold direct product of $K^{*}$, i.e., the multiplicative group of $n$-tuples $\left(x_{1}, \ldots, x_{n}\right)$ with non-zero elements of $K$, endowed with coordinatewise multiplication

$$
\left(x_{1}, \ldots, x_{n}\right)\left(y_{1}, \ldots, y_{n}\right)=\left(x_{1} y_{1}, \ldots, x_{n} y_{n}\right) .
$$

We say that a subgroup $\Gamma$ of $\left(K^{*}\right)^{n}$ has rank $r$, if $\Gamma$ has a free subgroup $\Gamma_{0}$ of rank $r$ such that for every $\mathbf{a} \in \Gamma$ there is a positive integer $m$ with $\mathbf{a}^{m} \in \Gamma_{0}$.

Theorem 4.3.3 Let $\Gamma$ be a subgroup of $\left(K^{*}\right)^{2}$ of finite rank $r$. Then the equation

$$
\begin{equation*}
x+y=1 \text { in }(x, y) \in \Gamma \tag{4.3.4}
\end{equation*}
$$

has at most $2^{8(r+1)}$ solutions.
Proof This is the main result of [Beukers and Schlickewei (1996)]. A complete proof has been included in [Evertse and Győry (2015), chap. 6].

We immediately obtain the following corollary.
Corollary 4.3.4 Let $\Gamma$ be a subgroup of $\left(K^{*}\right)^{2}$ of finite rank $r$ and $\alpha, \beta \in K$. Then the equation

$$
\begin{equation*}
\alpha x+\beta y=1 \text { in }(x, y) \in \Gamma \tag{4.3.5}
\end{equation*}
$$

has at most $2^{8(r+2)}$ solutions.
Proof Apply Theorem 4.3.3 with instead of $\Gamma$ the group $\Gamma^{\prime}$ generated by $\Gamma$ and $(\alpha, \beta)$.

In Chapters 9 and 17 we need a generalization to systems of unit equations in two unknowns.

Corollary 4.3.5 Let $m \geq 1$, and $\Gamma$ a subgroup of $\left(K^{*}\right)^{2 m}$ of finite rank $r$. Then the system of equations

$$
\begin{equation*}
x_{i}+y_{i}=1(i=1, \ldots, m) \text { in }\left(x_{1}, y_{1}, \ldots, x_{m}, y_{m}\right) \in \Gamma \tag{4.3.6}
\end{equation*}
$$

has at most $2^{8(r+2 m-1)}$ solutions.
Proof We proceed by induction on $m$. For $m=1$, Corollary 4.3.5 is precisely Theorem4.3.3 Assume that $m \geq 2$, and that the corollary is true for systems of fewer than $m$ equations. Write

$$
\mathbf{x}:=\left(x_{1}, y_{1}, \ldots, x_{m}, y_{m}\right), \quad \mathbf{x}^{\prime}:=\left(x_{1}, y_{1}, \ldots, x_{m-1}, y_{m-1}\right)
$$

and define the homomorphism $\varphi: \mathbf{x} \mapsto \mathbf{x}^{\prime}$. Let $\Gamma^{\prime}:=\varphi(\Gamma)$. Notice that if $\mathbf{x}$ is a solution of (4.3.6), then $\varphi(\mathbf{x})$ is a solution of the system consisting of the first $m-1$ equations of 4.3.6. By the induction hypothesis, if $\mathbf{x}$ runs through the solutions of (4.3.6), then $\mathbf{x}^{\prime}$ runs through a set of cardinality at most $2^{8\left(r^{\prime}+2 m-3\right)}$, where $r^{\prime}:=\operatorname{rank} \Gamma^{\prime}$. To finish the induction step, we have to prove that for any $\mathbf{x}^{\prime} \in \Gamma^{\prime}$ there are at most $2^{8\left(r-r^{\prime}+2\right)}$ solutions $\mathbf{x}$ of 4.3.6 with $\varphi(\mathbf{x})=\mathbf{x}^{\prime}$.

Pick $\mathbf{x}^{\prime} \in \Gamma^{\prime}$ and then fix $\mathbf{x}^{*}:=\left(x_{1}^{*}, y_{1}^{*}, \ldots, x_{m}^{*}, y_{m}^{*}\right) \in \Gamma$ with $\varphi\left(\mathbf{x}^{*}\right)=\mathbf{x}^{\prime}$. Let $\Gamma_{0}:=\operatorname{ker}\left(\varphi: \Gamma \rightarrow \Gamma^{\prime}\right)$. Further, let $\Gamma_{1} \subset\left(K^{*}\right)^{2}$ be the image of the group generated by $\Gamma_{0}$ and $\mathbf{x}^{*}$ under the projection $\left(x_{1}, \ldots, y_{m}\right) \mapsto\left(x_{m}, y_{m}\right)$. Then

$$
\operatorname{rank} \Gamma_{1} \leq \operatorname{rank} \Gamma_{0}+1=r-r^{\prime}+1 .
$$

Clearly, if $\varphi(\mathbf{x})=\mathbf{x}^{\prime}$ then $\mathbf{x} \cdot\left(\mathbf{x}^{*}\right)^{-1} \in \Gamma_{0}$, and this implies that $x_{i}=x_{i}^{*}, y_{i}=y_{i}^{*}$ for $i=1, \ldots, m-1$ and $\left(x_{m}, y_{m}\right) \in \Gamma_{1}$. By Theorem4.3.3 the equation $x_{m}+y_{m}=1$ has at most $2^{8\left(r-r^{\prime}+2\right)}$ solutions $\left(x_{m}, y_{m}\right) \in \Gamma_{1}$. It follows that indeed, 4.3.6) has at most $2^{8\left(r-r^{\prime}+2\right)}$ solutions $\mathbf{x}$ with $\varphi(\mathbf{x})=\mathbf{x}^{\prime}$. This completes our induction step.

Although we do not need this, for the sake of completeness we recall a higher dimensional generalization of Theorem 4.3.3.

Theorem 4.3.6 Let $n \geq 2$, let $\alpha_{1}, \ldots, \alpha_{n}$ be non-zero elements of $K$, and let $\Gamma$ be a subgroup of $\left(K^{*}\right)^{n}$ of finite rank $r$. Then the equation

$$
\begin{equation*}
\alpha_{1} x_{1}+\cdots+\alpha_{n} x_{n}=1 \text { in }\left(x_{1}, \ldots, x_{n}\right) \in \Gamma \tag{4.3.7}
\end{equation*}
$$

has at most $A(n, r)=\exp \left((6 n)^{3 n}(r+1)\right)$ non-degenerate solutions.
Proof This is the main result of [Evertse, Schlickewei and Schmidt (2002)]. See [Evertse and Győry (2015), chap. 6] for a sketch of the proof.

The main ingredients of the proof are a specialization argument, to make a reduction to the case that $K$ is a number field and $\Gamma$ is finitely generated, a version of the Quantitative Subspace Theorem [Evertse and Schlickewei (2002)] and an estimate of Schmidt [Schmidt (1996)] for the number of points of very small height on an algebraic subvariety of a linear torus. This estimate of Schmidt was improved substantially by Amoroso and Viada [Amoroso and Viada (2009)]. By going through the proof of Evertse, Schlickewei and Schmidt, but replacing Schmidt's estimate by their's, they obtained in the same paper a stronger version of the above Theorem 4.3.6 with

$$
\begin{equation*}
A(n, r)=(8 n)^{4 n^{4}(n+r+1)} \tag{4.3.8}
\end{equation*}
$$

We return to equation 4.3.5 in two unknowns. In most cases, the bound $2^{8(r+2)}$ in Corollary 4.3.4 can be improved. Let $\Gamma$ be a subgroup of $\left(K^{*}\right)^{2}$ of finite rank. We call a pair $(\alpha, \beta)$ of non-zero elements of $K$ normalized if $\alpha+\beta=$ 1. Clearly, if 4.3.5) has a solution $(u, v) \in \Gamma$, then the pair $\left(\alpha^{\prime}, \beta^{\prime}\right):=(\alpha u, \beta v)$ is normalized, and $\alpha^{\prime} x^{\prime}+\beta^{\prime} y^{\prime}=1$ has the same number of solutions in $\left(x^{\prime}, y^{\prime}\right) \in \Gamma$ as 4.3.5). Hence it suffices to deal with those equations (4.3.5) only in which the pairs $(\alpha, \beta)$ are normalized.

Theorem 4.3.7 Let $\Gamma$ be a subgroup of $\left(K^{*}\right)^{2}$ of finite rank. Then there are only finitely many normalized pairs $(\alpha, \beta) \in\left(K^{*}\right)^{2}$ such that equation (4.3.5) has more than two solutions, the pair $(1,1)$ included. The number of these pairs is bounded above by a function $B(r)$ depending on the rank $r$ of $\Gamma$ only.

Proof This is the main result of [Evertse, Győry, Stewart, Tijdeman (1988)]. The proof has also been included in [Evertse and Győry (2015), chap. 6]. The idea is to take a normalized pair $(\alpha, \beta)$ such that 4.3.5) has three solutions, $(1,1),\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$, say. Then

$$
\left|\begin{array}{ccc}
1 & 1 & 1 \\
1 & x_{1} & y_{1} \\
1 & x_{2} & y_{2}
\end{array}\right|=0
$$

By expanding this determinant and dividing by one term, we obtain an equation of type 4.3.7 with $n=5$. There may be vanishing subsums. By considering all possible minimal non-vanishing subsums and applying Theorem4.3.6 the theorem follows.

By using (4.3.8) we obtain $B(r)=e^{20000(r+3)}$. For earlier bounds for $B(r)$, see [Győry (1992)], [Bérczes (2000)].

The bound 2 in Theorem 4.3.7 is optimal. For suppose that there are infinitely many pairs $\left(u_{1}, u_{2}\right) \in \Gamma$ with $u_{1} \neq u_{2}$. For every such pair, there is a unique pair $(\alpha, \beta)$ such that

$$
\begin{equation*}
\alpha x+\beta y=1 \tag{4.3.9}
\end{equation*}
$$

is satisfied by $(1,1)$ and $\left(u_{1}, u_{2}\right)$. Conversely, only finitely many pairs ( $u_{1}, u_{2}$ ) can give rise to the same pair $(\alpha, \beta)$ since (4.3.9) has only finitely many solutions in $\Gamma$. Hence if ( $u_{1}, u_{2}$ ) runs through all pairs of $\Gamma$ with $u_{1} \neq u_{2}$, then $(\alpha, \beta)$ runs through an infinite set.

## PART TWO

MONIC POLYNOMIALS AND INTEGRAL ELEMENTS OF GIVEN DISCRIMINANT, MONOGENIC ORDERS

## 5

## Basic finiteness theorems

In this introductory chapter, we state and prove the basic finiteness theorems, in qualitative and ineffective form, for discriminant equations for monic polynomials, discriminant equations for integral elements over a given integral domain $A$, for discriminant form and index form equations and for monogenic orders. We thereby introduce the necessary terminology. The proofs in this chapter contain the basic ideas, deprived of the technical details occurring in the forthcoming chapters, where we give much more precise results with explicit upper bounds both for the sizes of the solutions and for the number of solutions.

Let for the moment $A$ be an arbitrary integral domain. The basic discriminant equations we consider are of the shape

$$
D(f)=\delta, \quad D(f) \in \delta A^{*}
$$

to be solved in monic polynomials $f \in A[X]$ satisfying certain conditions. Here, $A^{*}$ denotes the unit group of $A$ and $\delta$ is a non-zero element of $A$. As we shall see, the sets of solutions of such equations can be split in a natural way into equivalence classes. By imposing different conditions on $f$, we derive related equations, for instance on discriminants of elements that are integral over $A$, and on discriminant form and index form equations. Further, we consider problems as to whether a given ring $B \supset A$ is monogenic, i.e., of the type $A[\alpha]$, and what can be said about the set of $\alpha$ for which this is true.
In Section 5.1 we have collected some basic facts about finitely generated domains over $\mathbb{Z}$. In Section 5.2 we introduce some decomposable forms related to discriminants, namely, discriminant forms and index forms, generalized to étale algebras. In Section 5.3 we recall some facts on monogenic orders, power bases, and on indices of integral elements of finite étale algebras. In Section 5.4 we present the basic finiteness theorems, due to Győry [Győry (1982)], for discriminant equations for monic polynomials over finitely generated domains $A$
over $\mathbb{Z}$. As a consequence, we give finiteness results for discriminant equations in integral elements, for discriminant form and index form equations, and for monogenic orders. We will do this in the most general fashion, over arbitrary integral domains that are finitely generated over $\mathbb{Z}$. The basic tool is Lang's Theorem4 1 for unit equations in two unknowns, stated in the introduction of the previous chapter.

In the other chapters of Part $\Pi$ we prove more precise effective and algorithmic results and deduce uniform bounds for the number of equivalence classes. To obtain such results for discriminant equations over number fields and finitely generated domains, we combine in Chapters 8 and 10 the proofs presented in this chapter with the corresponding results from Chapter 4 The effective results provide algorithms to solve, at least in principle, the equations considered. In Chapter 6 we give over $\mathbb{Z}$ more precise algorithms and better bounds for the solutions than in Chapter 8, which make it possible to resolve in Chapter 7 concrete discriminant equations. Part $\Pi$ finishes in Chapter 11 with two applications: the first on canonical systems in number fields and the second on determining a set of generators of minimal cardinality for a given algebra over the ring of $S$-integers of a number field.

We note that apart from some new results in Chapters 5,8 and 9 , first the results of Chapter 6 were established, with less sharp bounds, followed later in chronological order by the results of Chapters 8, 5, 7, 9 and 10 .

### 5.1 Basic facts on finitely generated domains

Recall that by a finitely generated domain over $\mathbb{Z}$ we always mean an integral domain that contains $\mathbb{Z}$ and is finitely generated as a $\mathbb{Z}$-algebra. Let $A$ be such a domain, that is, $A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right] \supset \mathbb{Z}$. Then $A$ is isomorphic to a quotient ring of the polynomial ring $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$, i.e., to

$$
\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right] / I
$$

where $I \subset \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ is the ideal of polynomials $P \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ with $P\left(z_{1}, \ldots, z_{r}\right)=0$. Since $A$ is a domain containing $\mathbb{Z}$, the ideal $I$ is a prime ideal with $A \cap \mathbb{Z}=(0)$. By Hilbert's Basis Theorem (see [Eisenbud (1994), p. 28], the domain $A$ is Noetherian. As a consequence, every finitely generated $A$-module is Noetherian.

We denote by $K$ the quotient field of $A$. Given a finite étale $K$-algebra $\Omega$, we denote by $A_{\Omega}$ the integral closure of $A$ in $\Omega$.

We have collected some results from the literature.

Theorem 5.1.1 The unit group $A^{*}$ of $A$ is finitely generated.
Proof See [Roquette (1957), p. 3].
Theorem 5.1.2 Let $L$ be a finite extension of $K$. Then $A_{L}$ is finitely generated as an A-module.

Proof By [Nagata (1956), p. 93, Thm. 3], the integral closure $A_{K}$ of $A$ in $K$ is finitely generated as an $A$-module. By Lemma 1.6.2, $A_{L}$ is contained in a free $A_{K}$-module. The integral domain $A_{K}$ is finitely generated over $\mathbb{Z}$, hence it is a Noetherian domain. It follows that $A_{L}$ itself is finitely generated as an $A_{K}$-module, therefore also as an $A$-module.

Corollary 5.1.3 Let L be a finite extension of $K$. Then $A_{L}^{*}$ is finitely generated.
Proof Combination of Theorems 5.1.1 and 5.1.2.
We have inserted the following well-known theorem to provide some background, although we do not really need it here. We have included a proof for lack of a convenient reference.

Theorem 5.1.4 Let A be an integral domain with quotient field $K$. Then the following two assertions are equivalent:
(i) A is finitely generated over $\mathbb{Z}$ as a $\mathbb{Z}$-algebra, integrally closed, and contained in $\overline{\mathbb{Q}}$;
(ii) $K$ is an algebraic number field and $A=O_{S}$ for some finite set of places $S$ of $K$ containing all infinite places.

Proof (i) $\Rightarrow$ (ii). Assertion (i) implies that $K$ is an algebraic number field, and $A$ contains the ring of integers $O_{K}$ of $K$. Thus, $A=O_{K}\left[y_{1}, \ldots, y_{m}\right]$ with $y_{1}, \ldots, y_{m} \in K$. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ be the prime ideals of $O_{K}$ occurring in the factorization of the ideal $\mathfrak{a}:=\prod_{i=1}^{m}\left(1, y_{i}\right)^{-1}$ of $O_{K}$ and take for $S$ the set consisting of all infinite places and of the finite places corresponding to $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$. Then $y_{1}, \ldots, y_{m} \in \mathfrak{a}^{-1} \subset O_{S}$, hence $A \subseteq O_{S}$. To prove the other inclusion, let $x \in O_{S}$. Then for sufficiently large $k$ we have $\mathfrak{a}^{k} x \subseteq O_{K}$, hence $x \in \prod_{i=1}^{m}\left(1, y_{i}\right)^{k}$, and therefore $x \in A$.
(ii) $\Rightarrow$ (i) By the Chinese Remainder Theorem for Dedekind domains, there exists $y \in K$ such that $\operatorname{ord}_{\mathfrak{p}}(y)<0$ for the prime ideals corresponding to the finite places in $S$, and $\operatorname{ord}_{\mathfrak{p}}(y) \geq 0$ for the other prime ideals of $O_{K}$. Thus, the prime ideals corresponding to the finite places in $S$ are precisely those occurring in the factorization of $(1, y)^{-1}$, and then the above argument implies $O_{S}=O_{K}[y]$. Taking a $\mathbb{Z}$-module basis $\left\{\omega_{1}, \ldots, \omega_{d}\right\}$ of $O_{K}$, it follows that $O_{S}=$ $\mathbb{Z}\left[\omega_{1}, \ldots, \omega_{d}, y\right]$. Further, $O_{S}$ is integrally closed.

### 5.2 Discriminant forms and index forms

Recall that a decomposable form in $m$ variables over a field $K$ is a homogeneous polynomial from $K\left[X_{1}, \ldots, X_{m}\right]$ that factors into linear forms over an extension of $K$. Decomposable forms, and related decomposable form equations, have been discussed in detail in [Evertse and Győry (2015), chap. 9]. Two very important classes of decomposable forms are discriminant forms and index forms. We recall the classical theory on such forms.
Let $K$ be a field of characteristic 0 and $\Omega$ a finite étale $K$-algebra. Put $n:=$ [ $\Omega: K]$ and let $\alpha \mapsto \alpha^{(i)}(i=1, \ldots, n)$ be the $K$-homomorphisms from $\Omega$ to a fixed algebraic closure $\bar{K}$ of $K$. Recall that if in particular $\Omega=L$ is a finite extension field of degree $n$ of $K$, then $\alpha \mapsto \alpha^{(i)}(i=1, \ldots, n)$ are simply the $K$-isomorphisms of $L$ into $\bar{K}$.
Let $l(\mathbf{X})=X_{1}+\alpha_{2} X_{2}+\cdots+\alpha_{m} X_{m}$ be a linear form with coefficients in $\Omega$, and put

$$
l^{(i)}(\mathbf{X}):=X_{1}+\alpha_{2}^{(i)} X_{2}+\cdots+\alpha_{m}^{(i)} X_{m} \quad(i=1, \ldots, n) .
$$

Then

$$
F\left(Y, X_{1}, \ldots, X_{m}\right):=\prod_{i=1}^{n}\left(Y-l^{(i)}(\mathbf{X})\right)
$$

is a polynomial in $Y, X_{1}, \ldots, X_{m}$ with coefficients in $K$, since its coefficients are symmetric in each of the tuples $\left(\alpha_{j}^{(1)}, \ldots, \alpha_{j}^{(n)}\right)(j=1, \ldots, m)$.

We suppose that $\Omega=K\left[\alpha_{1}, \ldots, \alpha_{m}\right]$. Then

$$
\begin{equation*}
D_{\Omega / K}(l(\mathbf{X})):=\prod_{1 \leq i<j \leq n}\left(l^{(j)}(\mathbf{X})-l^{(i)}(\mathbf{X})\right)^{2} \tag{5.2.1}
\end{equation*}
$$

is a decomposable form of degree $n(n-1)$ with coefficients in $K$ which is called discriminant form. For $K=\mathbb{Q}$, and $\Omega=L$ an algebraic number field, this concept was introduced in [Kronecker (1882)]; see also [Hensel (1908)]. In the important special case when $m=n$ and $\left\{1, \alpha_{2}, \ldots, \alpha_{n}\right\}$ is an integral basis of $L$, Kronecker and Hensel called $l(\mathbf{X}), F\left(Y, X_{1}, \ldots, X_{n}\right)$ and $D_{L / Q}(l(\mathbf{X}))$ the "Fundamentalform", "Fundamentalgleichung" and "Fundamentaldiskriminante" of $L$.

We view $K$ as a subfield of $\Omega$. Let $A$ be an integral domain with quotient field $K$ which is integrally closed in $K$. Let $\mathfrak{D}$ be an $A$-order of $\Omega$, that is a subring of $A_{\Omega}$ that contains $A$ and a $K$-basis of $\Omega$. Assume that $A$ is free as an $A$-module, and take an $A$-module basis $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$ of $\mathfrak{D}$. Define the linear form $l(\mathbf{X}):=X_{1}+\omega_{2} X_{2}+\cdots+\omega_{n} X_{n}$.

## Proposition 5.2.1 We have

$$
\begin{equation*}
D_{\Omega / K}(l(\mathbf{X}))=\left(I\left(X_{2}, \ldots, X_{n}\right)\right)^{2} D_{\Omega / K}\left(1, \omega_{2}, \ldots, \omega_{n}\right), \tag{5.2.2}
\end{equation*}
$$

where $I\left(X_{2}, \ldots, X_{n}\right)$ is a form in $n-1$ variables of degree $n(n-1) / 2$ with coefficients in $A$.

We call $I\left(X_{2}, \ldots, X_{n}\right)$ the (up to sign unique) index form relative to the basis $1, \omega_{2}, \ldots, \omega_{n}$.

Proof Put $\omega_{1}=1$; then

$$
l(\mathbf{X})^{i-1}=I_{i 1}(\mathbf{X}) \omega_{1}+\cdots+I_{i n}(\mathbf{X}) \omega_{n} \quad \text { for } i=1, \ldots, n
$$

where $I_{i j}(\mathbf{X})$ is a form with coefficients in $A$ which is either identically zero or of degree $i-1$. Thus, using (5.2.1), we have

$$
\begin{aligned}
D_{\Omega / K}(l(\mathbf{X})) & =\left(\operatorname{det}\left(l^{(j)}(\mathbf{X})^{i-1}\right)_{i, j=1, \ldots, n}\right)^{2} \\
& =\left(\operatorname{det}\left(I_{i j}(\mathbf{X})\right)\right)^{2} \cdot\left(\operatorname{det}\left(\omega_{k}^{(j)}\right)_{k, j=1, \ldots, n}\right)^{2} \\
& =\left(I\left(X_{2}, \ldots, X_{n}\right)\right)^{2} D_{\Omega / K}\left(1, \omega_{2}, \ldots, \omega_{n}\right),
\end{aligned}
$$

where $I\left(X_{2}, \ldots, X_{n}\right)=\operatorname{det}\left(I_{i j}(\mathbf{X})\right)$. This proves 5.2.2.
We illustrate Proposition 5.2.1 with three examples.
Examples 1. Let $L=\mathbb{Q}(\sqrt[3]{a})$ with some $a \in \mathbb{Z}$ which is not a perfect cube.
Clearly, $\{1, \sqrt[3]{a}, \sqrt[3]{a}\}$ is a $\mathbb{Z}$-module basis of the ring $\mathbb{Z}[\sqrt[3]{a}]$,

$$
D_{L / Q}\left(X_{1}+\sqrt[3]{a} X_{2}+\sqrt[3]{a^{2}} X_{3}\right)=-27 a^{2}\left(X_{2}^{3}-a X_{3}^{3}\right)^{2}
$$

and $D_{L / \mathbb{Q}}\left(1, \sqrt[3]{a}, \sqrt[3]{a^{2}}\right)=D_{L / \mathbb{Q}}(\sqrt[3]{a})=-27 a^{2}$.
2. Let $\Omega=\mathbb{Q}[X] /(f)$ where $f=X(X-a)(X-b)$ with $a, b$ distinct non-zero integers. Then $\Omega=\mathbb{Q}[\beta]$ where $\beta$ is the residue class of $X$ modulo $f$, and $\Omega \cong \mathbb{Q} \times \mathbb{Q} \times \mathbb{Q}$. The homomorphisms from $\Omega$ to $\overline{\mathbb{Q}}$ are given by $\beta \mapsto 0, \beta \mapsto a$, $\beta \mapsto b$, respectively. Now $\left\{1, \beta, \beta^{2}\right\}$ is a $\mathbb{Z}$-basis of $\mathbb{Z}[\beta]$,

$$
\begin{aligned}
& D_{\Omega / \mathrm{Q}}\left(X_{1}+\beta X_{2}+\beta^{2} X_{3}\right) \\
& \quad=(a b(a-b))^{2}\left(\left(X_{2}+a X_{3}\right)\left(X_{2}+b X_{3}\right)\left(X_{2}+(a+b) X_{3}\right)\right)^{2}
\end{aligned}
$$

and $D_{\Omega / K}\left(1, \beta, \beta^{2}\right)=D_{\Omega / \mathbb{Q}}(\beta)=(a b(a-b))^{2}$.

### 5.3 Monogenic orders, power bases, indices

Let $A$ be an integrally closed integral domain with quotient field $K$ of characteristic 0 , and let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=n \geq 2$. Recall that an $A$-order of $\Omega$ is a subring of $A_{\Omega}$ that contains $A$, as well as a $K$-basis of $\Omega$.

Definition An $A$-order $\mathfrak{D}$ of $\Omega$ is said to be monogenic or principal over $A$ if $\mathfrak{D}=A[\alpha]$ for some $\alpha \in \mathfrak{D}$.

We start with some generalities on monogenic orders. Given an $A$-order $\mathfrak{D}$ of $\Omega$, we denote by $D_{\mathfrak{D} / A}$ the ideal of $A$ generated by all discriminants $D_{\Omega / K}\left(\beta_{1}, \ldots, \beta_{n}\right)$ with $\beta_{1}, \ldots, \beta_{n} \in \mathfrak{D}$. In case that $\mathfrak{D}$ is a free $A$-module, with basis $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$, say, then by the basis transformation formula for discriminants 1.5.3, there is for every $\beta_{1}, \ldots, \beta_{n} \in \mathfrak{D}$ an $n \times n$-matrix $U$ with entries in $A$ such that $D_{\Omega / K}\left(\beta_{1}, \ldots, \beta_{n}\right)=(\operatorname{det} U)^{2} D_{\Omega / K}\left(1, \omega_{2}, \ldots, \omega_{n}\right)$. Hence

$$
\begin{equation*}
D_{\mathfrak{D} / A}=\left(D_{\Omega / K}\left(1, \omega_{2}, \ldots, \omega_{n}\right)\right) \tag{5.3.1}
\end{equation*}
$$

Proposition 5.3.1 Let $\mathfrak{D}$ be an $A$-order of $\Omega$ and $\alpha \in \mathfrak{D}$. Then the following assertions are equivalent:
(i) $A[\alpha]=\mathfrak{D}$;
(ii) $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is an A-basis for $\mathfrak{D}$;
(iii) $\left(D_{\Omega / K}(\alpha)\right)=D_{D^{\prime} / A}$.

Moreover, if $\mathfrak{D}$ has an A-basis $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}, I \in A\left[X_{2}, \ldots, X_{n}\right]$ is the index form relative to $1, \omega_{2}, \ldots, \omega_{n}$ and $\alpha=x_{1}+x_{2} \omega_{2}+\cdots+x_{n} \omega_{n}$ with $x_{1}, \ldots, x_{n} \in A$ then we have the following equivalent assertion:
(iv) $I\left(x_{2}, \ldots, x_{n}\right) \in A^{*}$.

Proof (i) $\Rightarrow$ (ii). Suppose $\mathfrak{D}=A[\alpha]$. Then also $\Omega=K[\alpha]$ and so by Lemma 1.5.1. the monic minimal polynomial $f_{\alpha}$ of $\alpha$ over $K$ has degree $n$. By Lemma 1.6 .1 and our assumption that $A$ is integrally closed, we have $f_{\alpha} \in A[X]$. By division with remainder by $f_{\alpha}$, every element of $A[\alpha]$ can be expressed uniquely as $g(\alpha)$ where $g \in A[X]$ is a polynomial of degree $<n$ or $g=0$, i.e., as an $A$-linear combination of $1, \alpha, \ldots, \alpha^{n-1}$.
(ii) $\Rightarrow$ (i). Obvious.
(ii) $\Rightarrow$ (iii). Obvious from 5.3.1).
(iii) $\Rightarrow$ (ii). Let $\beta \in \mathfrak{D}$. We have to show that it can be expressed as $\sum_{i=0}^{n-1} x_{i} \alpha^{i}$ with $x_{i} \in A$ for $i=0, \ldots, n-1$. In any case, by Lemma 1.5.1 we know that $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is a $K$-basis of $\Omega$, hence $\beta$ can be expressed as $\sum_{i=0}^{n-1} x_{i} \alpha^{i}$ with $x_{i} \in K$ for $i=0, \ldots, n-1$. For $i=0, \ldots, n-1$, denote by $\delta_{i}$ the discriminant
of the $n$-tuple obtained by replacing $\alpha^{i}$ by $\beta$ in $1, \alpha, \ldots, \alpha^{n-1}$. Then by the basis transformation formula for discriminants (1.5.3), we have

$$
x_{i}^{2} D_{\Omega / K}(\alpha)=\delta_{i} \in \mathcal{D}_{\mathfrak{Q} / A}=\left(D_{\Omega / K}(\alpha)\right) .
$$

Since $A$ is integrally closed, this implies that $x_{i} \in A$.
(iii) $\Leftrightarrow$ (iv). Let $\delta:=D_{\Omega / K}\left(1, \omega_{2}, \ldots, \omega_{n}\right), I(\mathbf{x}):=I\left(x_{2}, \ldots, x_{n}\right)$. By 5.3.1) we have $D_{\mathfrak{Q} / A}=(\delta)$, and by $5.2 .2, D_{\Omega / K}(\alpha)=I(\mathbf{x})^{2} \delta$. Now the equivalence of (iii) and (iv) is clear.

Remark As seen above, if $\mathfrak{D}=A[\alpha]$ then it has an $A$-basis $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$. We call this a power $A$-basis of $\mathfrak{D}$ (and just a power basis of $\mathfrak{D}$ if $A=\mathbb{Z}$ ). If $A=\mathbb{Z}, L$ is an algebraic number field of degree $n$ and its ring of integers $O_{L}$ is of the shape $\mathbb{Z}[\alpha]$, we call $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ a power integral basis of $L$.

We consider the case $A=\mathbb{Z}$. Let $\Omega$ be a finite étale $\mathbb{Q}$-algebra such that $[\Omega: \mathbb{Q}]=n$, let $\mathfrak{D}$ be a $\mathbb{Z}$-order of $\Omega$ and take $\alpha \in \mathfrak{D}$ with $\mathbb{Q}[\alpha]=\Omega$. Then $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is $\mathbb{Z}$-basis of $\mathbb{Z}[\alpha]$, hence

$$
D_{\mathbb{Z}[\alpha]}=D_{\Omega / \mathbb{Q}}\left(1, \alpha, \ldots, \alpha^{n-1}\right)=D_{\Omega / \mathbb{Q}}(\alpha) .
$$

Define the index of $\alpha$ with respect to $\mathfrak{D}$ by

$$
\begin{equation*}
I_{\mathfrak{D}}(\alpha):=[\mathfrak{D}: \mathbb{Z}[\alpha]] ; \tag{5.3.2}
\end{equation*}
$$

in case $\mathfrak{D}=O_{\Omega}$ is the integral closure of $\mathbb{Z}$ in $\Omega$ we write $I(\alpha)$. The order $\mathfrak{D}$ is free as a $\mathbb{Z}$-module. Take a $\mathbb{Z}$-basis $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$ of $\mathfrak{D}$. Then 2.10 .3 implies

$$
\begin{align*}
D_{\Omega / \mathbb{Q}}(\alpha) & =I_{\mathfrak{V}}(\alpha)^{2} D_{\mathfrak{D}} \\
& =I_{\mathfrak{V}}(\alpha)^{2} D_{\Omega / \mathbb{Q}}\left(1, \omega_{2}, \ldots, \omega_{n}\right) . \tag{5.3.3}
\end{align*}
$$

Let $f \in \mathbb{Z}[X]$ be a monic, separable polynomial of degree $n, \Omega:=\mathbb{Q}[X] /(f)$ and $\alpha:=X(\bmod f)$. Then $D(f)=D_{\Omega / Q}(\alpha)$, and so by (5.3.3),

$$
\begin{equation*}
D(f)=I(\alpha)^{2} D_{\Omega} . \tag{5.3.4}
\end{equation*}
$$

We explain the connection with index forms. Let $I$ be the index form relative to the chosen $\mathbb{Z}$-basis $1, \omega_{2}, \ldots, \omega_{n}$ of $\mathfrak{D}$. Then $I \in \mathbb{Z}\left[X_{2}, \ldots, X_{n}\right]$. Choose $\alpha \in$ $\mathfrak{D}$ with $\mathbb{Q}[\alpha]=\Omega$. Then $\alpha=x_{1}+x_{2} \omega_{2}+\cdots+x_{n} \omega_{n}$ with $x_{1}, \ldots, x_{n} \in \mathbb{Z}$. Now (5.3.3) and 5.2.2 imply at once

$$
\begin{equation*}
I_{\mathfrak{D}}(\alpha)=\left|I\left(x_{2}, \ldots, x_{n}\right)\right| . \tag{5.3.5}
\end{equation*}
$$

We generalize the above to Dedekind domains. Let $A$ be a Dedekind domain with quotient field $K$ of characteristic 0 and $\Omega$ a finite étale $K$-algebra with [ $\Omega: K]=n$. Further, let $\mathfrak{D}$ be an $A$-order of $\Omega$. It follows from Lemma 1.6.2 that $\mathfrak{D}$ is finitely generated as an $A$-module, i.e., it is an $A$-lattice of $\Omega$.

Take $\alpha \in \mathfrak{D}$ with $K[\alpha]=\Omega$. So $A[\alpha]$ is an $A$-order contained in $\mathfrak{D}$. We define the index ideal of $\alpha$ with respect to $\mathfrak{D}$ by

$$
\begin{equation*}
\mathfrak{I}_{\mathfrak{D}}(\alpha):=[\mathfrak{D}: A[\alpha]]_{A} \tag{5.3.6}
\end{equation*}
$$

and we write $\mathfrak{J}(\alpha)$ if $\mathfrak{D}=A_{\Omega}$. Now Proposition 5.3.1 and Proposition 2.10 .3 give at once

$$
\begin{equation*}
\left(D_{\Omega / K}(\alpha)\right)=D_{A[\alpha] / A}=\Im_{\mathfrak{D}}(\alpha)^{2} D_{\mathfrak{D} / A} . \tag{5.3.7}
\end{equation*}
$$

Let $f \in A[X]$ be a monic, separable polynomial of degree $n, \Omega:=K[X] /(f)$, $\alpha:=X(\bmod f)$. Then $D(f)=D_{\Omega / K}(\alpha)$ and so,

$$
\begin{equation*}
(D(f))=\mathfrak{I}(\alpha)^{2} \mathrm{D}_{A_{\Omega} / A} . \tag{5.3.8}
\end{equation*}
$$

### 5.4 Finiteness results

In this section, it is assumed throughout that $K$ is a field of characteristic 0 , and that $A$ is an integrally closed integral domain with quotient field $K$ that is finitely generated over $\mathbb{Z}$.

### 5.4.1 Discriminant equations for monic polynomials

Let $K$ and $A$ be as above. Further, let $G$ be a finite extension of $K$, and let $\delta$ be a non-zero element of $K$. We consider the discriminant equations

$$
\begin{array}{ll}
D(f)=\delta & \text { in monic } f \in A[X] \text { of degree } \geq 2 \\
& \text { having all its zeros in } G, \\
D(f) \in \delta A^{*} & \text { in monic } f \in A[X] \text { of degree } \geq 2  \tag{5.4.2}\\
& \text { having all its zeros in } G .
\end{array}
$$

Two monic polynomials $f_{1}, f_{2} \in A[X]$ are called

- strongly A-equivalent if $f_{2}(X)=f_{1}(X+a)$ for some $a \in A$,
- A-equivalent if $f_{2}(X)=\varepsilon^{-\operatorname{deg} f_{1}} f_{1}(\varepsilon X+a)$ for some $\varepsilon \in A^{*}, a \in A$.

From (1.4.4 it follows that two strongly $A$-equivalent monic polynomials have the same discriminant. Therefore, the set of solutions of (5.4.1) can be divided into strong $A$-equivalence classes. Likewise, if $f$ is a solution of (5.4.2), then so is every polynomial which is $A$-equivalent to $f$. Hence the set of solutions of (5.4.2) can be divided into $A$-equivalence classes.

The following theorem is a special case of [Győry (1982), Thm. 4].

Theorem 5.4.1 Let A be an integrally closed domain of characteristic 0 that is finitely generated over $\mathbb{Z}, K$ the quotient field of $A, G$ a finite extension of $K$, and $\delta \in A \backslash\{0\}$.
(i) The polynomials $f$ with 5.4.1 lie in only finitely many strong $A$-equivalence classes.
(ii) The polynomials $f$ with 5.4.2 lie in only finitely many A-equivalence classes.

In [Győry (1982)], a generalization of Theorem 5.4.1] was proved for equations $D(f) \in \delta \mathscr{S}$ where $\mathscr{S}$ is an arbitrary finitely generated multiplicative subsemigroup of $A \backslash\{0\}$. In particular, $A^{*}$ is such a subsemigroup. This more general version implies similar generalizations of the consequences of Theorem 5.4.1 given below, see [Győry (1982)].

In Theorem 5.4.1, the condition that $A$ be integrally closed may be relaxed at the expense of additional complications. Theorem 5.4.1 does not remain valid in general if $A$ is not finitely generated over $\mathbb{Z}$.
A simple special case of (5.4.1) and (5.4.2 is when $f$ has given degree, say $n$, and has its zeros in $K$. Since by assumption $A$ is integrally closed, we have $f(X)=\left(X-x_{1}\right) \cdots\left(X-x_{n}\right)$ with $x_{1}, \ldots, x_{n} \in A$, and thus, 5.4.1 and 5.4.2) take the form

$$
\begin{gather*}
D\left(x_{1}, \ldots, x_{n}\right)=\delta \text { in } x_{1}, \ldots, x_{n} \in A  \tag{5.4.3}\\
D\left(x_{1}, \ldots, x_{n}\right) \in \delta A^{*} \text { in } x_{1}, \ldots, x_{n} \in A, \tag{5.4.4}
\end{gather*}
$$

respectively, where

$$
D\left(X_{1}, \ldots, X_{n}\right)=\prod_{1 \leq i<j \leq n}\left(X_{i}-X_{j}\right)^{2} .
$$

This decomposable form is called form of discriminant type. The tuples $\mathbf{x}=$ $\left(x_{1}, \ldots, x_{n}\right), \mathbf{x}^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ ae called strongly $A$-equivalent solutions of (5.4.3) if $\mathbf{x}^{\prime}=\mathbf{x}+(a, \ldots, a)$ for some $a \in A$ and $A$-equivalent solutions of (5.4.4) if $\mathbf{x}^{\prime}=\varepsilon \mathbf{x}+(a, \ldots, a)$ for some $\varepsilon \in A^{*}, a \in A$.

Applying Theorem 5.4.1 to the monic polynomials $f$ of degree $n$ having all their zeros in $K$, we get at once the following

Corollary 5.4.2 (i) The solutions of 5.4.3 lie in finitely many strong Aequivalence classes.
(ii) The solutions of 5.4.4 lie in finitely many A-equivalence classes.

In the case when $A$ is the ring of $S$-integers of a number field, effective versions of Theorem 5.4.1] and its consequences are stated and proved in [Győry
(1981c)] and in Chapter 8 of the present book. In Chapter 9 we derive explicit upper bounds for the number of equivalence classes. Moreover, Theorem5.4.1 (i) is established in an effective form in [Győry (1984)] for a restricted class of finitely generated integral domains $A$, and in Chapter 10 in full generality. The proofs of these more precise versions require more elaborated arguments. To illustrate the basic ideas, we have included below short proofs of Theorem 5.4.1 and its consequences, which are just the basic finiteness statements.

Proof of Theorem 5.4.1 Denote by $B$ the integral closure of $A\left[\delta^{-1}\right]$ in $G$. By Corollary 5.1.3, the unit group $B^{*}$ of $B$ is finitely generated. The proof will be by applying finiteness results to unit equations over $B^{*}$.
Let $f \in A[X]$ be a monic polynomial of degree $n \geq 2$ with 5.4.1) or 5.4.2. Then $f=\prod_{i=1}^{n}\left(X-\alpha_{i}\right)$, where $\alpha_{1}, \ldots, \alpha_{n}$ are distinct elements of $G$, which are integral over $A$. Further, $D(f)=\prod_{1 \leq i<j \leq n}\left(\alpha_{i}-\alpha_{j}\right)^{2} \in A\left[\delta^{-1}\right]^{*}$. Hence

$$
\begin{equation*}
\alpha_{i}-\alpha_{j} \in B^{*} \text { for } i, j=1, \ldots, n \text { with } i \neq j \tag{5.4.5}
\end{equation*}
$$

We first show that $n$ is bounded in terms of $B$, hence in terms of $A, G$ and $\delta$. Assume that $n>2$. Notice that the pairs

$$
\left(\frac{\alpha_{i}-\alpha_{1}}{\alpha_{2}-\alpha_{1}}, \frac{\alpha_{2}-\alpha_{i}}{\alpha_{2}-\alpha_{1}}\right)(i=3, \ldots, n)
$$

are solutions to

$$
\begin{equation*}
x+y=1 \text { in } x, y \in B^{*} \tag{5.4.6}
\end{equation*}
$$

By Theorem 4.1 this equation has only finitely many solutions. Hence $n$ is bounded above by a bound depending only on $B$. So henceforth, we may restrict ourselves to polynomials $f$ of fixed degree $n \geq 2$.

We now proceed to prove (i). So assume that the polynomial $f$ considered above satisfies 5.4.1. First assume that $n>2$. Let $\mathscr{T}$ be a finite subset of $B^{*}$, such that $x, y \in \mathscr{T}$ for each solution $(x, y)$ of (5.4.6). Put

$$
\gamma_{i}:=\frac{\alpha_{i}-\alpha_{1}}{\alpha_{2}-\alpha_{1}} \text { for } i=1, \ldots, n
$$

Then $\gamma_{1}=0, \gamma_{2}=1$ and $\gamma_{i} \in \mathscr{T}$ for $i=3, \ldots, n$. Hence, using $D(f)=\delta$,

$$
\left(\alpha_{i}-\alpha_{j}\right)^{n(n-1)}=\delta\left(\prod_{1 \leq k<l \leq n} \frac{\gamma_{i}-\gamma_{j}}{\gamma_{k}-\gamma_{l}}\right)^{2}
$$

for all $i, j$ with $1 \leq i, j \leq n, i \neq j$. We proved this for $n>2$, but it is obviously true for $n=2$ as well. Hence there is a finite set $\mathscr{S}$ in $G$, depending only on $B$ and $\delta$, such that for every polynomial $f=\prod_{i=1}^{n}\left(X-\alpha_{i}\right)$ with 5.4.1) we have

$$
\alpha_{i}-\alpha_{j}=: \gamma_{i j} \in \mathscr{S} \text { for } i, j=1, \ldots, n, i \neq j .
$$

We finish the proof of (i) by showing that if

$$
f=\prod_{i=1}^{n}\left(X-\alpha_{i}\right), \quad f^{\prime}=\prod_{i=1}^{n}\left(X-\alpha_{i}^{\prime}\right)
$$

are polynomials in $A[X]$ with $\alpha_{i}-\alpha_{j}=\alpha_{i}^{\prime}-\alpha_{j}^{\prime}=\gamma_{i j}$ for given $\gamma_{i j} \in \mathscr{S}$ for $i, j=1, \ldots, n, i \neq j$, then $f$ and $f^{\prime}$ are strongly $A$-equivalent. Indeed, our assumption on the $\alpha_{i}, \alpha_{i}^{\prime}$ implies that there is $a$ such that

$$
\alpha_{i}-\alpha_{i}^{\prime}=a \text { for } i=1, \ldots, n .
$$

Since $-\sum_{i=1}^{n} \alpha_{i},-\sum_{i=1}^{n} \alpha_{i}^{\prime}$ are coefficients of $f, f^{\prime}$, respectively, we have $a \in K$. On the other hand, $a$ is integral over $A$, so in fact $a \in A$ since $A$ is by assumption integrally closed. Hence $f^{\prime}(X)=f(X+a)$ with $a \in A$. This proves (i).

We now prove (ii). Let $f \in A[X]$ be a polynomial satisfying (5.4.2). Thus, $D(f)=\delta \eta$ with $\eta \in A^{*}$. By Theorem 5.1.1 the group $A^{*}$ is finitely generated. So we can write $\eta$ as $\zeta \cdot \varepsilon^{n(n-1)}$, where $\zeta$ belongs to a finite subset $\mathscr{R}$ of $A^{*}$ depending only on $n$ and $A$, and where $\varepsilon \in A^{*}$. The polynomial $f_{1}(X):=$ $\varepsilon^{-n} f(\varepsilon X)$ is monic, has its coefficients in $A$ and its zeros in $G$, and satisfies

$$
D\left(f_{1}\right)=\delta \cdot \zeta
$$

Now $f$ is $A$-equivalent to $f_{1}$, and for each $\zeta \in \mathscr{R}$, the polynomials $f_{1}$ lie in a finite collection of strong $A$-equivalence classes depending only on $A, G$ and $\delta$. This proves (ii).

### 5.4.2 Discriminant equations for integral elements in étale algebras

Let $A$ be an integrally closed integral domain of characteristic 0 that is finitely generated over $\mathbb{Z}$. Denote by $K$ the quotient field of $A$ and let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=n \geq 2$. As usual, we view $K$ as a subfield of $\Omega$. Denote by $A_{\Omega}$ the integral closure of $A$ in $\Omega$.
We consider elements of $A_{\Omega}$. Two such elements $\alpha_{1}, \alpha_{2}$ are called

- strongly $A$-equivalent if $\alpha_{2}=\alpha_{1}+a$ for some $a \in A$,
- A-equivalent if $\alpha_{2}=\varepsilon \alpha_{1}+a$ for some $\varepsilon \in A^{*}, a \in A$.

We consider the equations

$$
\begin{align*}
& D_{\Omega / K}(\alpha)=\delta \text { in } \alpha \in A_{\Omega},  \tag{5.4.7}\\
& D_{\Omega / K}(\alpha) \in \delta A^{*} \text { in } \alpha \in A_{\Omega} \tag{5.4.8}
\end{align*}
$$

From (1.5.8) it follows easily that if $\alpha$ is a solution of 5.4.7) then so is any element of $A_{\Omega}$ which is strongly $A$-equivalent to $\alpha$. Hence the solutions of (5.4.7)
can be divided into strong $A$-equivalence classes. Likewise, the solutions of (5.4.8) can be partitioned into $A$-equivalence classes.

Lemma 5.4.3 Assume $[\Omega: K]=2$. Then the solutions of (5.4.7) lie in at most two strong $A$-equivalence classes, and the solutions of 5.4 .8 in at most one A-equivalence class.

Proof Let $\alpha, \beta \in A_{\Omega}$ with $D_{\Omega / K}(\alpha) \in \delta A^{*}, D_{\Omega / K}(\beta) \in \delta A^{*}$. Then $\Omega=K[\alpha]$, hence $\beta=u \alpha+a$ with $u, a \in K$. We have $D_{\Omega / K}(\beta)=u^{2} D_{\Omega / K}(\alpha)$, hence $u^{2} \in A^{*}$. Since $A$ is integrally closed this implies $u \in A^{*}$. Further, $a=\beta-u \alpha$ belongs to $K$ and is integral over $A$, hence belongs to $A$ itself. So $\alpha, \beta$ are $A$-equivalent. In case $D_{\Omega / K}(\alpha)=D_{\Omega / K}(\beta)=\delta$ we have $u= \pm 1$, hence $\beta$ is strongly $A$-equivalent to $\pm \alpha$.

Theorem 5.4.4 Let A be an integrally closed integral domain of characteristic 0 that is finitely generated over $\mathbb{Z}, K$ the quotient field of $A, \Omega$ a finite étale $K$-algebra with $[\Omega: K] \geq 2$, and $\delta \in A \backslash\{0\}$.
(i) The solutions of (5.4.7) lie in finitely many strong A-equivalence classes.
(ii) The solutions of 5.4.8 lie in finitely many A-equivalence classes.

In the case when $\Omega$ is a finite field extension of $K$, this was proved in a more general form in [Győry (1982)]. In Chapters 6 and $8-10$ we will consider equations (5.4.7) and 5.4.8 in elements $\alpha \in \mathfrak{D}$, where $\mathfrak{D}$ is an arbitrary $A$ order of $\Omega$, in which case we can prove more precise results with effective bounds for the heights of the solutions and uniform bounds for the number of solutions.

Proof We prove (ii); the proof of (i) is entirely similar. Let $n:=[\Omega: K]$. Let $G$ be the compositum of the images of the $K$-homomorphisms $\Omega \rightarrow \bar{K}$. Take a solution $\alpha$ of (5.4.8). Denote by $f$ the monic minimal polynomial of $\alpha$ over $K$; since $A$ is integrally closed we have $f \in A[X]$. Moreover, by Lemma 1.5.1, we have $\Omega=K[\alpha]$ and $\operatorname{deg} f=n$. Further, $D(f)=D_{\Omega / K}(\alpha) \in \delta A^{*}$, and the zeros of $f$ lie all in $G$. By Theorem 5.4.1, there is a finite collection $\mathscr{F}$ of polynomials in $A[X]$, depending only on $A, \delta$ and $G$, such that $f$ is $A$-equivalent to a polynomial $f_{0} \in \mathscr{F}$. Then $\alpha$ is $A$-equivalent to a zero of $f_{0}$, lying in $A_{\Omega}$. By Corollary 1.3.4 $f_{0}$ has at most $n^{n}$ zeros in $A_{\Omega}$. Now taking the zeros in $A_{\Omega}$ of all polynomials in, we obtain a finite set, representing the $A$-equivalence classes of $\alpha$ with (5.4.8.

We finish this section with a corollary. An $A^{*}-\operatorname{coset}$ of $\Omega$ is a set of the shape $\alpha_{0} A^{*}=\left\{\alpha_{0} \varepsilon: \epsilon \in A^{*}\right\}$ where $\alpha_{0}$ is a fixed element of $\Omega^{*}$.

Corollary 5.4.5 Let $A, K, \Omega, \delta$ be as in Theorem 5.4.4. Then the set of $\alpha \in A_{\Omega}^{*}$ with $D_{\Omega / K}(\alpha) \in \delta A^{*}$ is a union of finitely many $A^{*}$-cosets.

Proof By Theorem5.4.4 (ii) there is a finite set $\mathscr{S}$ such that for every $\alpha \in A_{\Omega}^{*}$ with $D_{\Omega / K}(\alpha) \in \delta A^{*}$, there are $\alpha_{0} \in \mathscr{S}, \varepsilon \in A^{*}$ and $a \in A$ such that $\alpha=\varepsilon \alpha_{0}+a$. Consider such $\alpha$ for fixed $\alpha_{0}$. Let $x \mapsto x^{(i)}(i=1, \ldots, n:=[\Omega: K])$ be the $K$ homomorphisms $\Omega \rightarrow \bar{K}$. Then

$$
\varepsilon^{-1} \alpha^{(i)}-\varepsilon^{-1} \alpha^{(j)}=\alpha_{0}^{(i)}-\alpha_{0}^{(j)} \text { for } i, j=1, \ldots, n .
$$

Clearly, the images of $A_{\Omega}^{*}$ under the $K$-homomorphisms of $\Omega$ are finitely generated subgroups of $\bar{K}^{*}$. By Corollary 4.3.4 and Proposition 1.3.3, there are only finitely possible values for $\varepsilon^{-1} \alpha$. This proves Corollary 5.4.5.

### 5.4.3 Discriminant form and index form equations

Let again $A$ be an integrally closed integral domain of characteristic 0 that is finitely generated over $\mathbb{Z}, K$ the quotient field of $A, \Omega$ a finite étale $K$-algebra, and $\delta$ a non-zero element of $K$. Further, let $\omega_{2}, \ldots, \omega_{m}$ be elements of the integral closure $A_{\Omega}$ such that $1, \omega_{2}, \ldots, \omega_{m}$ are linearly independent over $K$. Consider the discriminant form equations

$$
\begin{align*}
& D_{\Omega / K}\left(x_{2} \omega_{2}+\cdots+x_{m} \omega_{m}\right)=\delta \text { in } x_{2}, \ldots, x_{m} \in A  \tag{5.4.9}\\
& D_{\Omega / K}\left(x_{2} \omega_{2}+\cdots+x_{m} \omega_{m}\right) \in \delta A^{*} \text { in } x_{2}, \ldots, x_{m} \in A . \tag{5.4.10}
\end{align*}
$$

These equations can be derived from (5.4.7), (5.4.8) by substituting in these equations $\alpha=\sum_{i=2}^{m} x_{i} \omega_{i}$. Notice that by our assumption on $\omega_{2}, \ldots, \omega_{m}$, a strong $A$-equivalence class contains at most one element of the type $\sum_{i=2}^{m} x_{i} \omega_{i}$. That is, a strong $A$-equivalence class of solutions of (5.4.7) gives rise to at most one solution of (5.4.9). Likewise, an $A$-equivalence class of solutions of 5.4.8) gives rise to at most one $A^{*}$-coset of solutions of (5.4.10), that is a solution set of the shape $\left\{\varepsilon\left(x_{2}, \ldots, x_{m}\right): \varepsilon \in A^{*}\right\}$. This leads at once to the following:

Corollary 5.4.6 (i) Equation 5.4.9 has only finitely many solutions. (ii) Equation 5.4.10, has only finitely many $A^{*}$-cosets of solutions.

Now let $m=n$, suppose that $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$ is an $A$-basis of an $A$-order $\mathfrak{D}$ of $\Omega$, and put $D:=D_{\Omega / K}\left(1, \omega_{2}, \ldots, \omega_{n}\right)$. In view of Proposition 5.2.1, a necessary condition for (5.4.9) to be solvable is that $\delta=\beta^{2} D$ for some $\beta \in A$. Likewise, for 5.4.10 to be solvable one has to require that there is $\beta \in A$ such that $\beta^{2} D \in \delta A^{*}$. Further, if this is the case, the equations (5.4.9), 5.4.10) are
equivalent to the index form equations

$$
\begin{align*}
& I\left(x_{2}, \ldots, x_{n}\right)= \pm \beta \text { in } x_{2}, \ldots, x_{n} \in A  \tag{5.4.11}\\
& I\left(x_{2}, \ldots, x_{n}\right) \in \beta A^{*} \text { in } x_{2}, \ldots, x_{n} \in A \tag{5.4.12}
\end{align*}
$$

respectively, where $I \in A\left[X_{2}, \ldots, X_{n}\right]$ is the index form relative to the basis $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$. The following is now obvious.

Corollary 5.4.7 (i) Equation (5.4.11) has only finitely many solutions.
(ii) Equation 5.4.12 has only finitely many $A^{*}$-cosets of solutions.

For $\Omega$ a finite field extension of $K$, Corollaries 5.4 .6 and 5.4 .7 were established in [Győry (1982)].

### 5.4.4 Consequences for monogenic orders

We deduce the following finiteness result for monogenic orders.
Theorem 5.4.8 Let A be an integrally closed integral domain of characteristic 0 that is finitely generated over $\mathbb{Z}, K$ the quotient field of $A, \Omega$ a finite étale $K$-algebra with $[\Omega: K] \geq 2$, and $\mathfrak{D}$ an $A$-order of $\Omega$. Then the set of $\alpha$ for which $A[\alpha]=\mathfrak{D}$ is a union of finitely many $A$-equivalence classes.

For the case that $\Omega$ is a finite field extension of $K$, this theorem was proved in [Győry (1982)].

Proof of Theorem 5.4.8 Suppose there is $\alpha_{0}$ with $A\left[\alpha_{0}\right]=\mathfrak{D}$ and let $\delta:=$ $D_{\Omega / K}\left(\alpha_{0}\right)$. Then by Proposition 5.3.1, we have for every $\alpha$ with $A[\alpha]=\mathfrak{D}$,

$$
\left(D_{\Omega / K}(\alpha)\right)=D_{\mathfrak{D} / A}=(\delta),
$$

i.e., $D_{\Omega / K}(\alpha) \in \delta A^{*}$. Now apply Theorem 5.4.4

Remark 5.4.9 From Lemma 5.4.3 and the above proof, it follows at once that if $[\Omega: K]=2$, then there is at most one $A$-equivalence class of $\alpha$ with $A[\alpha]=\mathfrak{D}$.

We finish with a corollary.
Corollary 5.4.10 Let $A, \delta, \mathfrak{D}$ be as in Theorem 5.4.8. Then the set of $\alpha$ with

$$
A[\alpha]=\mathfrak{D}, \quad \alpha \in \mathfrak{D}^{*}
$$

is a union of finitely many $A^{*}$-cosets.
Proof The proof is entirely similar to that of Theorem 5.4.8, except that instead of Proposition 5.3.1 one has to apply Corollary 5.4.5

## 6

## Effective results over $\mathbb{Z}$

In this chapter we present general effective finiteness theorems, due to Győry, for discriminant equations of the form

$$
\begin{gather*}
D(f)=D \text { in monic polynomials } f \in \mathbb{Z}[X] \text { of degree } n,  \tag{6.1}\\
D(\alpha)=D \text { in algebraic integers of degree } n, \tag{6,2}
\end{gather*}
$$

and for discriminant form equations

$$
\begin{equation*}
D_{L / \mathbb{Q}}\left(\omega_{2} x_{2}+\cdots+\omega_{n} x_{n}\right)=D \text { in } x_{2}, \ldots, x_{n} \in \mathbb{Z} \tag{63}
\end{equation*}
$$

where $D \neq 0, n \geq 2$ are rational integers, $D(\alpha)$ denotes the discriminant of $\alpha$ with respect to the extension $\mathbb{Q}(\alpha) / \mathbb{Q}$, and $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$ is an integral basis of a number field $L$ of degree $n$. The quantitative versions are stated and proved in improved forms, with the best to date explicit upper bounds for the solutions. Several consequences and applications are also given.

Recall that two monic polynomials $f_{1}, f_{2} \in \mathbb{Z}[X]$ are called strongly $\mathbb{Z}$ equivalent if $f_{2}(X)=f_{1}(X+a)$ for some $a \in \mathbb{Z}$. Similarly, two algebraic integers $\alpha_{1}, \alpha_{2}$ are called strongly $\mathbb{Z}$-equivalent if $\alpha_{2}=\alpha_{1}+a$ with some $a \in \mathbb{Z}$.

Strongly $\mathbb{Z}$-equivalent monic polynomials and algebraic integers have obviously the same discriminant. Hence the solutions of (6,1) and (6,2) can be divided into strong $\mathbb{Z}$-equivalence classes.

For $n=2$, equations (61), (62) and (63) can be treated in an elementary manner. It was proved independently in [Delone (1930)] and [Nagell (1930)] that up to strong $\mathbb{Z}$-equivalence, there are only finitely many irreducible monic polynomials $f \in \mathbb{Z}[X]$ of degree 3 for which (6,1) holds. Equivalently, for $n=3$, equation (62) has also finitely many strong $\mathbb{Z}$-equivalence classes of solutions. In the quartic case, the same assertions were proved later in [Nagell (1967, 1968)]. The proofs of Delone and Nagell are ineffective. It was conjec-
tured in [Nagell (1967)] that the finiteness assertion concerning (62] is true for every degree $n$.
In case of some special cubic and quartic polynomials and algebraic numbers Delone and Nagell proved their results in effective form. Moreover, in certain cases they and Faddeev even determined all the solutions of (6,1) and (6,2); see e.g [Delone and Faddeev (1940)] and [Nagell (1967, 1968)]. Delone and Faddeev [Delone and Faddeev (1940)] posed the problem of giving an algorithm for finding all cubic monic polynomials with integer coefficients and given non-zero discriminant.
Nagell's conjecture was proved in [Birch and Merriman (1972)] in an ineffective form and, independently, in [Győry (1973)] in an effective form. Further, in his paper Győry proved more generally that equation (6,1) has only finitely many strong $\mathbb{Z}$-equivalence classes of solutions even in the case when the degree $n$ is not fixed, and a full set of representatives of these classes can be, at least in principle, effectively determined. This provided a solution in more general form for the problem of Delone and Faddeev.

Later, in [Győry (1974, 1976)] and in some further papers, Győry established explicit upper bounds for the solutions of equations (61), (62) and (63), which led to several consequences and applications. In terms of $|D|$, much more precise bounds were given for the heights of the solutions of 62] when the unknowns $\alpha$ are contained in the ring of integers $O_{L}$ of a fixed number field $L$. Then (6,2) is equivalent to the index equation

$$
\begin{equation*}
I(\alpha)=I \text { in } \alpha \in O_{L}, \tag{6.4}
\end{equation*}
$$

where $I(\alpha):=\left[O_{L}: \mathbb{Z}[\alpha]\right]$ is the index of $\alpha$ and $I$ is a positive integer such that $D=I^{2} D_{L}$. Here $D_{L}$ denotes the discriminant of $L$. The results obtained for (6.4) were reformulated for index form equations as well. In the special case $I=1$, the results provided the first general algorithm for deciding whether there exists $\alpha \in O_{L}$ with $O_{L}=\mathbb{Z}[\alpha]$ and for determining all $\alpha$ having this property. Győry's proofs depend on his effective finiteness results on unit equations.

In the present chapter we treat the above-mentioned results with the best to date bounds for the solutions. We note that in Chapters 8 and 10 we consider discriminant equations and index equations over more general ground rings, but in case of the ground ring $\mathbb{Z}$, the bounds obtained there are less precise than those derived in the present chapter. The sharper results over $\mathbb{Z}$ we obtain here and their proofs make it possible in Chapter 7 to solve much larger classes of concrete discriminant and index equations over $\mathbb{Z}$.
Equation (622) corresponds to the irreducible case of equation (611), while equation (63) to the case of (6,2) when the solutions $\alpha$ are contained in a fixed number field $L$. To obtain better bound for the solutions and more efficient al-
gorithms for resolving the equations, we start in Section 6.1 with discriminant form and index form equations. Section 6.2 is devoted to some applications to algebraic integers of given discriminant and given index in a fixed number field and to power integral bases. In Section 6.4 we reduce equation (6,2) to the case of solutions considered in a fixed number field, and in Section 6.6 equation (6)1] is reduced to the irreducible case, i.e. to equations of the form (62). The proofs, which can be found in Sections 6.3, 6.5 and 6.7, are based on Theorems 4.1.1 and 4.1.2 on unit equations from Chapter 4 and thus ultimately depend on the theory of logarithmic forms.

Some related results, applications and generalizations over $\mathbb{Z}$ are mentioned in the Notes. Generalizations to more general ground rings and further applications are discussed in Chapters 8,10 and Chapter 11

### 6.1 Discriminant form and index form equations

We start with effective results for discriminant form and index form equations.
Let $L$ be an algebraic number field of degree $n \geq 2$ with discriminant $D_{L}$, and let $\omega_{1}, \ldots, \omega_{m}$ be elements of $L$ which are linearly independent over $\mathbb{Q}$. Consider the discriminant form equation

$$
\begin{equation*}
D_{L / \mathbb{Q}}\left(\omega_{1} x_{1}+\cdots+\omega_{m} x_{m}\right)=D \text { in }\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{Z}^{m} \tag{6.1.1}
\end{equation*}
$$

where $D$ is a given non-zero rational number.
The following theorem was established in [Győry (1976, 1980b)].
Theorem 6.1.1 Suppose that 6.1.1 is solvable. The number of solutions of (6.1.1) is finite if and only if $1, \omega_{1}, \ldots, \omega_{m}$ are $\mathbb{Q}$-linearly independent. In this case every solution $\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{Z}^{m}$ of (6.1.1) satisfies

$$
\begin{equation*}
\max _{1 \leq i \leq m}\left|x_{i}\right|<C_{1}|D|^{C_{2}} \tag{6.1.2}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are effectively computable positive constants which depend only on $L$ and $\omega_{1}, \ldots, \omega_{m}$.

This implies that under the finiteness condition all the solutions of 6.1.1 can be, at least in principle, effectively determined.

For $n=2, m=1$, equation 6.1.1 immediately implies 6.1.2 with $C_{1}=$ $\left|D_{L / \mathbb{Q}}\left(\omega_{1}\right)\right|^{-1 / 2}, C_{2}=1 / 2$, provided that $1, \omega_{1}$ are $\mathbb{Q}$-linearly independent. As will be seen, for $n \geq 3$ the study of equation 6.1.1 requires deep methods.

We suppose that, in 6.1.1, $1, \omega_{1}, \ldots, \omega_{m}$ are algebraic integers and are linearly independent over $\mathbb{Q}$. Then we may assume that $D$ is a non-zero rational integer. Further, suppose that $n=[L: \mathbb{Q}] \geq 3$. Let $N$ be the normal closure of
$L$ over $\mathbb{Q}$. In the proof we shall reduce equation 6.1.1 to such a system of unit equations over $N$ in which the equations have some connectedness property. Then we represent the unknown units in a system of fundamental units of $N$ and derive an upper bound for the unknown exponents. This will imply (6.1.2 where $C_{1}$ and $C_{2}$ depend among others on the unit rank, degree and regulator of $N$.
In order to obtain as good explicit bounds for the solutions as possible, we distinguish two cases according as $N$ is 'small' or 'large'. As will be seen in the next chapter, this refinement will be crucial in the resolution of concrete equations of the form (6.1.1).
We write $L^{(i)}=\sigma_{i}(L)$, where $\sigma_{1}=i d, \sigma_{2}, \ldots, \sigma_{n}$ denote the $\mathbb{Q}$-isomorphisms of $L$ in $\mathbb{C}$. For $L=\mathbb{Q}(\alpha)$, we put

$$
L_{i j}:=\mathbb{Q}\left(\alpha^{(i)}+\alpha^{(j)}, \alpha^{(i)} \alpha^{(j)}\right) \text { for distinct } 1 \leq i, j \leq n .
$$

This number field is independent of the choice of $\alpha$. It is clear that

$$
1 \leq\left[L^{(i)} L^{(j)}: L_{i j}\right] \leq 2 .
$$

We say that
$N$ is 'small' if $[N: L] \leq \frac{n-1}{2}$ and $N=L \cdot L^{(i)}$ for some $i$, and 'large' otherwise.
Set

$$
\begin{gathered}
R:=R_{N}, n_{2}:=[N: \mathbb{Q}] \text { if } N \text { is 'small', } \\
R:=\max _{i \neq j} R_{L_{i j}}, n_{2}:=\max _{i \neq j}\left[L_{i j}: \mathbb{Q}\right] \text { if } N \text { is 'large'. }
\end{gathered}
$$

We shall see later that in both cases

$$
n_{2} \leq \frac{n(n-1)}{2} .
$$

If in particular $N=L$, then $N$ is 'small' and $R=R_{L}, n_{2}=n$.
This refinement will enable us to work with parameters of much smaller fields than $N$ which yields a considerable improvement in the constants corresponding to $C_{1}$ and $C_{2}$. Moreover, the unknown units will be elements of unit groups having much fewer generators than in the proof of Theorem 6.1.1 This makes the method of proof much more efficient for practical use; cf. Chapter 7

To obtain better bounds in terms of $\omega_{1}, \ldots, \omega_{m}$, we assume $\max _{1 \leq i \leq m} \widehat{\omega_{i}} \leq$ $A$ instead of bounding the heights of these numbers.
The following explicit result and its Corollary 6.1 .3 below were proved in [Győry (2000)] with slightly larger values for $C_{3}, C_{4}$ and $C_{7}$.

Theorem 6.1.2 Every solution $\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{Z}^{m}$ of 6.1.1 satisfies

$$
\begin{equation*}
\max _{1 \leq i \leq m}\left|x_{i}\right|<A^{m-1} \exp \left\{C_{3} R\left(\log ^{*} R\right)(R+\log |D|)\right\} \tag{6.1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{1 \leq i \leq m}\left|x_{i}\right|<A^{m-1} \exp \left\{C_{4}\left|D_{L}\right|^{n_{2} / n}\left(\log \left|D_{L}\right|\right)^{2 n_{2}-1}\left(\left|D_{L}\right|^{n_{2} / n}+\log |D|\right)\right\}, \tag{6.1.4}
\end{equation*}
$$

where $C_{3}=n^{3} 2^{6\left(n_{2}+8\right)} n_{2}^{3\left(n_{2}+1\right)}$ and $C_{4}=2^{12} C_{3}$.
The estimate 6.1.4 will be deduced from 6.1.3 by estimating $R$ from above in terms of $n, n_{2}$ and $\left|D_{L}\right|$. However, the bound occurring in 6.1.3 is in general much better than that in 6.1.4.

When $n=2$, a considerably better bound can be obtained. Then, under the assumptions of Theorem6.1.2, $m=1$ and

$$
\begin{equation*}
\left|x_{1}\right| \leq|D|^{1 / 2} \tag{6.1.5}
\end{equation*}
$$

follow.
Theorems 6.1.1 and 6.1.2 have several consequences. We now present some of them. Let $\mathfrak{D}$ be an order of $L$ with discriminant $D_{\mathfrak{D}}$ and with a $\mathbb{Z}$-basis $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$. Let $I\left(X_{2}, \ldots, X_{n}\right)$ denote the index form relative to this basis, and assume that $\max _{2 \leq i \leq n} \mid \omega_{i} \leq A$. Further, let $I$ be a positive integer, and consider the index form equation

$$
\begin{equation*}
I\left(x_{2}, \ldots, x_{n}\right)= \pm I \text { in }\left(x_{2}, \ldots, x_{n}\right) \in \mathbb{Z}^{n-1} \tag{6.1.6}
\end{equation*}
$$

It follows from Theorem 6.1.1 and Proposition 5.2.1 that 6.1.6 implies

$$
\begin{equation*}
\max _{2 \leq i \leq n}\left|x_{i}\right|<C_{5}\left|I D_{\mathfrak{V}}\right|^{C_{6}} \tag{6.1.7}
\end{equation*}
$$

where $C_{5}$ and $C_{6}$ are effectively computable positive constants which depend only on $L, \mathfrak{D}$ and $\omega_{1}, \ldots, \omega_{n}$. This means that 6.1.6 has only finitely many solutions, and all these solutions can be effectively determined. For $n \geq 3$, we obtain as a consequence of Theorem 6.1.2 the following completely explicit version of 6.1.7.

Corollary 6.1.3 Every solution $\left(x_{2}, \ldots, x_{n}\right) \in \mathbb{Z}^{n-1}$ of 6.1.6 satisfies

$$
\max _{2 \leq i \leq n}\left|x_{i}\right|<A^{n-2} \exp \left\{C_{7}\left|D_{L}\right|^{n_{2} / n}\left(\log \left|D_{L}\right|\right)^{2 n_{2}-1}\left(\left|D_{L}\right|^{n_{2} / n}+\log \left|I D_{\mathfrak{V}}\right|\right)\right\}
$$

where $C_{7}=n^{3} 2^{6 n_{2}+61} n_{2}^{3\left(n_{2}+1\right)}$.
Estimate 6.1.3 has a similar consequence for equation 6.1.6. Further, when $n=2,\left|x_{2}\right| \leq|I|\left|D_{\mathfrak{D}}\right|^{1 / 2}$ holds.

### 6.2 Applications to integers in a number field

We present some consequences of Theorems 6.1.1 and 6.1.2 for algebraic integers.

Let again $L$ be an algebraic number field of degree $n \geq 2$ with discriminant $D_{L}$, and consider the discriminant equation

$$
\begin{equation*}
D_{L / \mathbb{Q}}(\alpha)=D \quad \text { in } \alpha \in O_{L}, \tag{6.2.1}
\end{equation*}
$$

where $O_{L}$ denotes the ring of integers of $L$. Here we may assume that $D$ is a non-zero rational integer. If $\alpha$ is a solution then so is $\pm \alpha+a$ for each rational integer $a$. We recall that such algebraic integers $\alpha, \pm \alpha+a$ are called $\mathbb{Z}$-equivalent, while the numbers $\alpha, \alpha+a$ are called strongly $\mathbb{Z}$-equivalent. When $a$ runs through $\mathbb{Z}$, the $\mathbb{Z}$-equivalence class $\pm \alpha+a$ splits into the strong $\mathbb{Z}$-equivalence classes $\alpha+a$ and $-\alpha+a$. Hence the following results of the present chapter can be formulated in an obvious way both in terms of $\mathbb{Z}$-equivalence and in terms of strong $\mathbb{Z}$-equivalence. From Theorem 6.1.2 and 6.1.5 we deduce the following completely explicit result which is independent of the choice of the $\mathbb{Z}$-basis of $O_{L}$. We denote as usual by $H(\alpha)$ the (absolute multiplicative) height of an algebraic number $\alpha$.

Corollary 6.2.1 Every solution $\alpha$ of (6.2.1) is strongly $\mathbb{Z}$-equivalent to an $\alpha^{*}$ for which

$$
\begin{equation*}
H\left(\alpha^{*}\right)<\exp \left\{C_{8}\left|D_{L}\right|^{n_{2} / n}\left(\log \left|D_{L}\right|\right)^{2 n_{2}-1}\left(\left|D_{L}\right|^{n_{2} / n}+\log |D|\right)\right\} \tag{6.2.2}
\end{equation*}
$$

where $C_{8}=n^{8} 2^{6\left(n_{2}+10\right)} n_{2}^{3\left(n_{2}+1\right)}$.
If $n=2$, then using 6.1.5) we can get much better bounds in Corollary 6.2.1 and its consequences below.
Corollary 6.2.1 implies in an effective way the finiteness of the set of elements $\alpha^{*}$. To formulate this in a precise form, we fix an effectively given algebraic closure $\overline{\mathbb{Q}}$ of $\mathbb{Q}$; see Section 3.7. Algebraic numbers will be elements of $\overline{\mathbb{Q}}$. We recall that an algebraic number is given/can be computed effectively if a representation of the type 3.7 .1 of the number is given/ can be computed. A number field $L$ is given effectively, if $\alpha_{1}, \ldots, \alpha_{r} \in \overline{\mathbb{Q}}$ are given effectively such that $L=\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{r}\right)$. The following corollary can be deduced both from Corollary 6.2.1 and from Theorem 6.1.2 by combining them with some well-known algebraic number-theoretic algorithms; see again Section 3.7 .

Corollary 6.2.2 For given integer $D \neq 0$, there are only finitely many strong $\mathbb{Z}$-equivalence classes of algebraic integers in $L$ with discriminant D. Further, if $L$ is given effectively, a full set of representatives of these classes can be effectively determined.

Consider again the order $\mathfrak{D}$ of $L$ with discriminant $D_{\mathfrak{D}}$. For any primitive element $\alpha$ of $L$ which is contained in $\mathfrak{D}$, we denote by $I_{\mathfrak{D}}(\alpha)$ the index of $\alpha$ in $\mathfrak{D}$. Then 5.3.3 implies that if $\alpha$ is a solution of the index equation

$$
\begin{equation*}
I_{\mathfrak{D}}(\alpha)=I \quad \text { in } \alpha \in \mathfrak{D} \tag{6.2.3}
\end{equation*}
$$

then so is every element of $\mathfrak{D}$ which is strongly $\mathbb{Z}$-equivalent to $\alpha$. Since 6.2.3) implies 6.2.1 with $D$ replaced by $I^{2} D_{\mathfrak{D}}$, Corollary 6.2 .1 provides the following.
Corollary 6.2.3 Every solution $\alpha$ of $(6.2 .3)$ is strongly $\mathbb{Z}$-equivalent to an $\alpha^{*}$ such that (6.2.2) holds with $D$ and $C_{8}$ replaced by $I D_{\mathfrak{D}}$ and $2 C_{8}$, respectively.

The order $\mathfrak{D}$ is monogenic, that is $\mathfrak{D}=\mathbb{Z}[\alpha]$ with some $\alpha \in \mathfrak{D}$, if and only if $I_{\mathfrak{D}}(\alpha)=1$. This is equivalent to the fact that $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ forms a $\mathbb{Z}$-module basis for $\mathfrak{D}$. The existence of such a basis, called power integral basis, considerably facilitates the calculations in $\mathfrak{D}$ and the study of arithmetical properties of $\mathfrak{D}$. For $I=1$, both Corollary 6.2.3 and Corollary 6.1.3 imply the following effective finiteness result. An order $\mathfrak{D}$ of $L$ is said to be effectively given if a finite set of generators of $\mathfrak{D}$ over $\mathbb{Z}$ is effectively given.

Corollary 6.2.4 There are only finitely many strong $\mathbb{Z}$-equivalence classes of $\alpha \in \mathfrak{D}$ with $\mathfrak{D}=\mathbb{Z}[\alpha]$. Further, if $L$ and $\mathfrak{D}$ are effectively given then a full system of representatives of these classes can be effectively determined.

Of particular importance is the special case when $\mathfrak{D}$ is the ring of integers $O_{L}$ of $L$. The number field $L$ is called monogenic if $O_{L}$ is generated by a single element over $\mathbb{Z}$, that is if $L$ has a power integral basis. As is known, quadratic and cyclotonic number fields are monogenic, but this is not the case in general. The first example of a non-monogenic number field is given in [Dedekind (1878)]. As a particular case of Corollary 6.2.4 we obtain at once

Corollary 6.2.5 There are only finitely many strong $\mathbb{Z}$-equivalence classes of $\alpha \in O_{L}$ for which $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is an integral basis for $O_{L}$. Further, if $L$ is effectively given then a full system of reprsentatives for these classes can be effectively determined.

The following explicit version of Corollary 6.2 .5 is an immediate consequence of Corollary 6.2.3.

Corollary 6.2.6 If $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is an integral basis for $O_{L}$ then $\alpha$ is strongly $\mathbb{Z}$-equivalent to an $\alpha^{*}$ for which

$$
\begin{equation*}
H\left(\alpha^{*}\right)<\exp \left\{4 C_{8}\left|D_{L}\right|^{2 n_{2} / n}\left(\log \left|D_{L}\right|\right)^{2 n_{2}-1}\right\} \tag{6.2.4}
\end{equation*}
$$

with $C_{8}$ occurring in Corollary 6.2.1.

If in particular $L$ is a normal extension of $\mathbb{Q}$, then $n_{2}=n$ and the bound in (6.2.4) can be replaced by

$$
\exp \left\{C_{9}\left|D_{L}\right|^{2}\left(\log \left|D_{L}\right|\right)^{2 n-1}\right\}
$$

where $C_{9}=4^{3 n+31} n^{3 n+11}$.

### 6.3 Proofs

In the proofs, it will be more convenient to use the logarithmic height $h()=$ $\log H()$ instead of $H()$.

The following proof enables us to illustrate in the simplest form how to reduce discriminant equations to unit equations in an effective way. This idea will be used later in refined or more general forms.

Proof of Theorem 6.1.1 Suppose that 6.1.1 has a solution $\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{Z}^{m}$ and that $1, \omega_{1}, \ldots, \omega_{m}$ are linearly dependent over $\mathbb{Q}$. Then there are rational integers $u_{1}, \ldots, u_{m}$, not all zero, such that $u_{1} \omega_{1}+\cdots+u_{m} \omega_{m} \in \mathbb{Z}$. This implies that $\left(x_{1}+t u_{1}, \ldots, x_{m}+t u_{m}\right)$ is a solution of (6.1.1) for every $t \in \mathbb{Z}$, that is there are infinitely many solutions.

Conversely, assume now that $1, \omega_{1}, \ldots, \omega_{m}$ are $\mathbb{Q}$-linearly independent and that 6.1.1) has a solution. Then $L=\mathbb{Q}\left(\omega_{1}, \ldots, \omega_{m}\right)$. For $m=1$, 6.1.2 easily follows for every solution of 6.1.1. Hence we assume that $m \geq 2$, and so $n=$ $[L: \mathbb{Q}] \geq 3$. Further, we may suppose that $\omega_{1}, \ldots, \omega_{m}$ are algebraic integers in $L$. This can be achieved by multiplying 6.1.1) by $D_{0}^{n(n-1)}$ and replacing $D$ by $D^{\prime}=D \cdot D_{0}^{n(n-1)}$, where $D_{0}$ denotes the product of the denominators of $\omega_{1}, \ldots, \omega_{m}$.
For any $\alpha \in L$, we write $\alpha^{(i)}=\sigma_{i}(\alpha)$, where $\sigma_{1}=\mathrm{id}, \sigma_{2}, \ldots, \sigma_{n}$ denote the $\mathbb{Q}$-isomorphisms of $L$ in $\mathbb{C}$. Put

$$
l^{(i)}(\mathbf{X})=\omega_{1}^{(i)} X_{1}+\cdots+\omega_{m}^{(i)} X_{m} \text { for } i=1, \ldots, n
$$

and $l_{i j}(\mathbf{X})=l^{(i)}(\mathbf{X})-l^{(j)}(\mathbf{X})$. Then equation 6.1.1 can be written in the form

$$
\begin{equation*}
\prod_{\substack{1 \leq i, j \leq n \\ i \neq j}} l_{i j}(\mathbf{x})=(-1)^{n(n-1) / 2} D^{\prime} \text { in } \mathbf{x}=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{Z}^{m} \tag{6.3.1}
\end{equation*}
$$

We shall reduce equation 6.1.1 to an appropriate system of unit equations over $N$, the normal closure of $L$ over $\mathbb{Q}$. We note that we could also work with unit equations over the number fields $L^{(i)} L^{(j)} L^{(k)}$ as well. Consider an arbitrary but fixed solution $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{Z}^{m}$ of (6.1.1). Taking the norms with respect to $N / \mathbb{Q}$ of both sides of 6.1.1 and using Proposition 3.6.3, we deduce
that for any distinct $i, j, l_{i j}(\mathbf{x})=\varepsilon_{i j} \delta_{i j}$ holds, where $\varepsilon_{i j}$ is a unit and $\delta_{i j}$ is an algebraic integer in $N$ such that

$$
\begin{equation*}
h\left(\delta_{i j}\right) \leq C_{10} \log |D|+C_{11} \tag{6.3.2}
\end{equation*}
$$

Here $C_{10}, C_{11}$ and $C_{12}, \ldots, C_{18}$ below denote effectively computable positive constants that depend only on $L$ and $\omega_{1}, \ldots, \omega_{m}$. Further, we assume that $\varepsilon_{j i}=$ $\varepsilon_{i j}$ and $\delta_{j i}=-\delta_{i j}$.

For each distinct $i, j, k$ we have

$$
\begin{equation*}
l_{i j}+l_{j k}+l_{k i}=0 \tag{6.3.3}
\end{equation*}
$$

identically in $\mathbf{X}$. This leads to the unit equation

$$
\begin{equation*}
\delta_{i j} \varepsilon_{i j}+\delta_{j k} \varepsilon_{j k}+\delta_{k i} \varepsilon_{k i}=0 \tag{6.3.4}
\end{equation*}
$$

where $\varepsilon_{i j}, \varepsilon_{j k}$ and $\varepsilon_{k i}$ are unknown units in $N$. By applying Theorem4.1.1 to 6.3.4 and invoking 6.3.2, we infer that

$$
\begin{equation*}
\max \left\{h\left(\varepsilon_{i j} / \varepsilon_{k i}\right), h\left(\varepsilon_{j k} / \varepsilon_{k i}\right)\right\} \leq C_{12} \log |D|+C_{13} \tag{6.3.5}
\end{equation*}
$$

We define the graph $\mathscr{G}$ whose vertices are the subsets of two elements of $\{1,2, \ldots, n\}$ and in which two distinct vertices $\{i, j\},\{k, h\}$ are connected by an edge if $\{i, j\} \bigcap\{k, h\} \neq \emptyset$. In particular, any two of the vertices $\{i, j\},\{j, k\}$, $\{k, i\}$ are connected by an edge. It is easy to see that the graph $\mathscr{G}$ is connected. If $u$ and $v>2$ are arbitrary distinct indices from $\{1, \ldots, n\}$, we have the upper bound occurring in (6.3.5) for $h\left(\varepsilon_{u v} / \varepsilon_{2 v}\right)$ and $h\left(\varepsilon_{2 v} / \varepsilon_{1,2}\right)$. This implies a bound of the same form for $h\left(\varepsilon_{u v} / \varepsilon_{1,2}\right)$. It follows from 6.3.1 that

$$
\begin{equation*}
\varepsilon_{1,2}^{n(n-1)}=(-1)^{n(n-1) / 2} D^{\prime}\left(\prod_{\substack{1 \leq i, j \leq n \\ i \neq j}} \delta_{i j}\left(\varepsilon_{i j} / \varepsilon_{1,2}\right)\right)^{-1} \tag{6.3.6}
\end{equation*}
$$

Using this relation, we can now deduce upper bounds of the form $C_{14} \log |D|+$ $C_{15}$ first for $h\left(\varepsilon_{1,2}\right)$ and then for $h\left(\varepsilon_{u v}\right)$. Together with 6.3.2 this gives

$$
\begin{equation*}
h\left(l_{1, v}(\mathbf{x})\right) \leq C_{16} \log |D|+C_{17} \text { for } v=2, \ldots, n \tag{6.3.7}
\end{equation*}
$$

The set $\left\{\omega_{1}, \ldots, \omega_{m}\right\}$ can be extended to a basis of $L$ of the form $\left\{\omega_{0}=1, \omega_{1}, \ldots, \omega_{m}, \ldots, \omega_{n-1}\right\}$. Then the determinant $\operatorname{det}\left(\omega_{j}^{(i)}\right)$ with $0 \leq j \leq$ $n-1,1 \leq i \leq n$ is different from zero. This implies that there are $m+1$ indices, say $i=1,2, \ldots, m+1$, such that the matrix $\left(\omega_{j}^{(i)}\right)$ with $0 \leq j \leq m$, $1 \leq i \leq m+1$ is of rank $m+1$. Therefore the linear forms $l_{1,2}, \ldots, l_{1, m+1}$ are linearly independent. Denote by $\mathscr{A}$ the $m \times m$ matrix with on its $i$-th row the
coefficients of $l_{1, i-1}$, for $i=2, \ldots, m+1$. Using Cramer's rule, each variable $X_{i}$ can be expressed in the form

$$
\begin{equation*}
X_{i}=\lambda_{2, i} l_{1,2}(\mathbf{X})+\cdots+\lambda_{m+1, i} l_{1, m+1}(\mathbf{X}), i=1, \ldots, m \tag{6.3.8}
\end{equation*}
$$

where $\operatorname{det}(\mathscr{A}) \lambda_{j i}$ is the $(j, i)$-cofactor of $\mathscr{A}$. The $\lambda_{j i}$ are elements of $N$ with heights not exceeding $C_{18}$. Together with 6.3.7 this yields 6.1.2 which completes the proof of our theorem.

Before proving Theorem 6.1.2, we point out how to transform equation (6.1.1) into another form which will lead to a better bound for the solutions when $N$, the normal closure of $L$, is 'large'. We recall that in Theorem 6.1.2, $1, \omega_{1}, \ldots, \omega_{m}$ are by assumption algebraic integers and linearly independent over $\mathbb{Q}$. Let $l(\mathbf{X})=\omega_{1} X_{1}+\cdots+\omega_{m} X_{m}$ be as above, and let $\xi$ be a primitive integral element of $L$ with index $I_{0}$. Then $I_{0} O_{L} \subseteq \mathbb{Z}[\xi]$, hence

$$
I_{0}\left(\begin{array}{l}
\omega_{1} \\
\vdots \\
\omega_{m}
\end{array}\right)=A\left(\begin{array}{l}
1 \\
\xi \\
\vdots \\
\xi^{n-1}
\end{array}\right)
$$

for some $m \times n$ matrix $A$ with rational integer entries. Consider the linear form

$$
\widetilde{l}(\mathbf{Y})=Y_{1}+\xi Y_{2}+\cdots+\xi^{n-1} Y_{n}
$$

and the associated discriminant form $D_{L / Q}(\widetilde{l}(\mathbf{Y}))$.
The following lemma immediately follows.
Lemma 6.3.1 Using the above notation, put

$$
\left(\begin{array}{c}
Y_{1} \\
\vdots \\
Y_{n}
\end{array}\right):=A^{T}\left(\begin{array}{c}
X_{1} \\
\vdots \\
X_{m}
\end{array}\right)
$$

Then

$$
\widetilde{l}(\mathbf{Y})=I_{0} l(\mathbf{X})
$$

and

$$
D_{L / Q}(\widetilde{l}(\mathbf{Y}))=I_{0}^{n(n-1)} D_{L / Q}(l(\mathbf{X})) .
$$

Under the assumptions of Theorem6.1.2 this lemma reduces equation 6.1.1) to the discriminant form equation

$$
D_{L / \mathbb{Q}}\left(y_{1}+\xi y_{2}+\cdots+\xi^{n-1} y_{n}\right)=I_{0}^{n(n-1)} D \text { in }\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{Z}^{n} .
$$

Proof of Theorem 6.1.2. We keep the above notation as well as the other notation used in the proof of Theorem 6.1.1. Only those steps of that proof will be detailed that contain some alterations or new ideas.

Suppose that 6.1.1) has a solution $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{Z}^{m}$. Then it follows from (6.1.1) that $D_{L} \mid D$. If $m=1$, then 6.1.1) gives $\left|x_{1}\right| \leq|D|^{\frac{1}{n_{(n-1)}^{2}}}$ which implies 6.1.3) and 6.1.4. Hence we assume that $m \geq 2$, when $n \geq 3$.

By Proposition 3.5.6 there is a primitive integral element $\xi$ in $L$ with

$$
\begin{equation*}
|\xi| \leq\left|D_{L}\right|^{1 / 2} \tag{6.3.9}
\end{equation*}
$$

Denote by $I_{0}$ the index of $\xi$. Then, by (5.3.3),

$$
\begin{equation*}
I_{0} \leq\left|D_{L / \mathbb{Q}}(\xi)\right|^{1 / 2} /\left|D_{L}\right|^{1 / 2} \leq 2\left(2\left|D_{L}\right|^{1 / 2}\right)^{n(n-1)-1} . \tag{6.3.10}
\end{equation*}
$$

Applying now Lemma 6.3.1 with this $\xi$ we can write

$$
\begin{equation*}
I_{0} l(\mathbf{X})=Y_{1}+\xi Y_{2}+\cdots+\xi^{n-1} Y_{n}=\widetilde{l}(\mathbf{Y}) \tag{6.3.11}
\end{equation*}
$$

Further, with the notation $\widetilde{l}_{i j}(\mathbf{Y})=\widetilde{l}^{(i)}(\mathbf{Y})-\widetilde{l}^{(j)}(\mathbf{Y})$, equation 6.1.1) leads to the equation

$$
\begin{equation*}
\prod_{\substack{1 \leq i, j \leq n \\ i \neq j}} \frac{\widetilde{l}_{i j}(\mathbf{y})}{\xi^{(i)}-\xi^{(j)}}=D_{0} \text { in } \mathbf{y}=\left(y_{2}, \ldots, y_{n}\right) \in \mathbb{Z}^{n-1} \tag{6.3.12}
\end{equation*}
$$

where $D_{0}=I_{0}^{n^{2}-n-2}\left(D / D_{L}\right)$ is a fixed nonzero rational integer. It follows from 6.3.11 and 6.3.12 that to each solution $\mathbf{x}$ of 6.1.1 there corresponds a uniquely determined solution $\mathbf{y}$ of 6.3.12).

The coefficients of the linear factors $\widetilde{l}_{i j}(\mathbf{Y}) /\left(\xi^{(i)}-\xi^{(j)}\right)$ are integers in $L_{i j}$ and generate the field $L_{i j}$. Each $\sigma \in G=\operatorname{Gal}(N / \mathbb{Q})$ permutes the elements of $\{1,2, \ldots, n\}$, where $\sigma(i)$ is defined by $\sigma\left(\xi^{(i)}\right)=\xi^{\sigma(i)}$. This yields a Galois action on the ordered pairs $(i, j)$ and on the unit equation 6.3.19 below. Namely, if $\left(i^{\prime}, j^{\prime}\right)=(\sigma(i), \sigma(j))$ for some $\sigma \in G$ then, for each element $\alpha_{i j} \in L_{i j}$, $\alpha_{i^{\prime} j^{\prime}}$ will denote the element $\sigma\left(\alpha_{i j}\right)$. Each $\sigma \in G$ for which $\sigma(i, j)=(j, i)$ fixes the elements of $L_{i j}$, hence we assume that $\alpha_{i j}=\alpha_{j i}$. The elements of $G$ permute the fields $L_{i j}$ and the linear forms $\widetilde{l}_{i j}(\mathbf{Y}) /\left(\xi^{(i)}-\xi^{(j)}\right)$ accordingly. Let $\left(i_{1}, j_{1}\right), \ldots,\left(i_{q}, j_{q}\right)$ be a full set of representatives of the Galois orbits of the pairs $(i, j)$. Then we have

$$
\begin{equation*}
\sum_{p=1}^{q}\left[L_{i_{p}, j_{p}}: \mathbb{Q}\right]=n(n-1) / 2 \tag{6.3.13}
\end{equation*}
$$

This implies that $n_{2} \leq n(n-1) / 2$ and equality holds if and only if $G$ is doubly transitive.

Consider an arbitrary but fixed solution $\mathbf{y}=\left(y_{2}, \ldots, y_{n}\right)$ of 6.3.12). It follows from (6.3.12) that

$$
\left|N_{L_{i j} / \mathbb{Q}}\left(\widetilde{l}_{i j}(\mathbf{y}) /\left(\xi^{(i)}-\xi^{(j)}\right)\right)\right| \leq\left|D_{0}\right|^{\left[L_{i j}: \mathbb{Q}\right]} .
$$

By means of Proposition 3.6.3 we infer that

$$
\begin{equation*}
\widetilde{l}_{i j}(\mathbf{y})=\left(\xi^{(i)}-\xi^{(j)}\right) \gamma_{i j} \varepsilon_{i j}, \tag{6.3.14}
\end{equation*}
$$

where $\varepsilon_{i j}$ is a unit and $\gamma_{i j}$ is an integer in $L_{i j}$ such that

$$
\begin{equation*}
h\left(\gamma_{i j}\right) \leq \log \left|D_{0}\right|+C_{19} R, \tag{6.3.15}
\end{equation*}
$$

where $C_{19}:=29 e\left(n_{2}-1\right)!\left(n_{2}-1\right)^{3 / 2} \log n_{2}$. Further, it follows from 6.3.12 that

$$
\begin{equation*}
\varepsilon_{1,2}^{n(n-1)}=D_{0}\left(\prod_{\substack{1 \leq i, j \leq n \\ i \neq j}} \gamma_{i j}\left(\varepsilon_{i j} / \varepsilon_{1,2}\right)\right)^{-1} . \tag{6.3.16}
\end{equation*}
$$

In view of 6.3.9 we have

$$
\begin{equation*}
h\left(\xi^{(i)}-\xi^{(j)}\right) \leq \log \left|\xi^{(i)}-\xi^{(j)}\right| \leq \log (2|\xi|) \leq \log \left(2\left|D_{L}\right|^{1 / 2}\right) . \tag{6.3.17}
\end{equation*}
$$

Putting $\delta_{i j}=\left(\xi^{(i)}-\xi^{(j)}\right) \gamma_{i j}$, we infer that

$$
\begin{equation*}
h\left(\delta_{i j}\right) \leq \log \left(2\left|D_{L}\right|^{1 / 2}\right)+\log \left|D_{0}\right|+c_{19} R=: H . \tag{6.3.18}
\end{equation*}
$$

The linear forms $\widetilde{l}_{i j}, \widetilde{l}_{j k}, \widetilde{l}_{k i}$ satisfy 6.3.3 for every distinct $i, j, k$. Thus, we arrive at the unit equation

$$
\begin{equation*}
\delta_{i j} \varepsilon_{i j}+\delta_{j k} \varepsilon_{j k}+\delta_{k i} \varepsilon_{k i}=0 \tag{6.3.19}
\end{equation*}
$$

We are going to derive an explicit upper bound for $h\left(\varepsilon_{u v}\right)$ for each distinct $u$, $v$. We distinguish two cases according as $N$ is 'small' or 'large'. Consider first the case when $N$ is 'small'. On applying Theorem 4.1.1 to equation 6.3.19 we obtain

$$
\max \left\{h\left(\varepsilon_{i j} / \varepsilon_{k i}\right), h\left(\varepsilon_{j k} / \varepsilon_{k i}\right)\right\} \leq 4 C_{20} R\left(\log ^{*} R\right) H,
$$

where $C_{20}=n_{2}^{2 n_{2}+10} 2^{3.2\left(n_{2}+11\right)}\left(\log \left(2 n_{2}\right)\right)^{4}$. Now following the arguments of the proof of Theorem 6.1.1, we deduce that

$$
\begin{equation*}
h\left(\varepsilon_{u v} / \varepsilon_{1,2}\right) \leq 8 C_{20} R\left(\log ^{*} R\right) H \tag{6.3.20}
\end{equation*}
$$

for each distinct $u$ and $v \geq 2$. Combining 6.3.16 with 6.3.15 and 6.3.20 and using $n_{2} \geq 3, R \geq 0.2052$, we infer that

$$
h\left(\varepsilon_{1,2}\right) \leq C_{21} R\left(\log ^{*} R\right) H,
$$

where $C_{21}=\left(8+3^{-16}\right) C_{20}$. Hence, by 6.3.20), we have

$$
\begin{equation*}
h\left(\varepsilon_{u v}\right) \leq C_{22} R\left(\log ^{*} R\right) H \tag{6.3.21}
\end{equation*}
$$

with $C_{22}=C_{21}+8 C_{20}$ for every distinct $u, v$.
Next assume that $N$ is 'large'. We may suppose that $\max _{u \neq v} h\left(\varepsilon_{u v}\right)=h\left(\varepsilon_{1,2}\right)$. If there is a $\sigma \in G$ such that $\sigma\left(\varepsilon_{i j}\right)=\varepsilon_{j k}$ or $\varepsilon_{i k}$, say $\sigma\left(\varepsilon_{i j}\right)=\varepsilon_{i k}$, then an even better bound can be given for the solutions of 6.3.19). It follows from Theorem 4.1.2 that in this case

$$
\begin{array}{r}
\max \left\{h\left(\varepsilon_{i j} / \varepsilon_{k i}\right), h\left(\varepsilon_{j k} / \varepsilon_{k i}\right), h\left(\varepsilon_{i k} / \varepsilon_{j k}\right)\right\} \\
\leq C_{23} R H \log \left(\frac{h\left(\varepsilon_{1,2}\right)}{H}\right)=: C^{*}, \tag{6.3.22}
\end{array}
$$

provided that $h\left(\varepsilon_{1,2}\right)>C_{24} R H$, where

$$
C_{23}=2^{5.5 n_{2}+39.5}\left(n_{2}-1\right)^{2 n_{2}+0.5} \text { and } C_{24}=320 n_{2}^{2}\left(n_{2}-1\right)^{2 n_{2}} .
$$

Consider the subgraph $\mathscr{G}_{0}$ of the graph $\mathscr{G}$ (introduced in the proof of Theorem 6.1.1) whose vertex set coincides with that of $\mathscr{G}$ (i.e. its vertices are the subsets of two elements of $\{1,2, \ldots, n\}$ ) and in which any two of the vertices $\{i, j\},\{j, k\},\{k, i\}$ are connected by an edge if there are a permutation $i^{\prime}, j^{\prime}, k^{\prime}$ of $i, j, k$ and a $\sigma \in G$ such that $\sigma\left(i^{\prime}\right)=i^{\prime}$ and $\sigma\left(j^{\prime}\right)=k^{\prime}$. It is easy to check that in this case $\{\tau(i), \tau(j)\},\{\tau(j), \tau(k)\},\{\tau(k), \tau(i)\}$ are also connected in $\mathscr{G}_{0}$ by an edge for each $\tau \in G$.
We note that in contrast with $\mathscr{G}$, the graph $\mathscr{G}_{0}$ is not necessarily connected, and some further algebraic number-theoretic and combinatorial arguments will be needed to surmount this difficultly.

For each connected component $\mathscr{H}$ of $\mathscr{G}_{0}$, let $V(\mathscr{H})$ denote the union of those subsets of two elements of $\{1,2, \ldots, n\}$ that are vertices of $\mathscr{H}$. Let $\left\{i_{1}, i_{2}\right\}$ be a fixed vertex in $\mathscr{H}$. We show that for any distinct $u, v \in V(\mathscr{H})$,

$$
\begin{equation*}
h\left(\varepsilon_{u v} / \varepsilon_{i_{1} i_{2}}\right) \leq\left(C_{25}+1\right) C^{*} . \tag{6.3.23}
\end{equation*}
$$

where $C_{25}=n(n-1)$.
It suffices to deal with the case when $V(\mathscr{H})$ consists of more than two elements. First consider the situation when $u=i_{1}$. There is a sequence $i_{3}, \ldots, i_{s}$ in $V(\mathscr{H})$ with $i_{s}=v$ such that $\left\{i_{t}, i_{t+1}\right\}$ and $\left\{i_{t+1}, i_{t+2}\right\}$ are connected by an edge in $\mathscr{H}$ for $t=1, \ldots, s-2$. Applying 6.3 .22 with $i_{1}, i_{2}, i_{3}$ and then with $i_{2}, i_{3}$, $i_{4}$, it follows that

$$
\max \left\{h\left(\varepsilon_{i_{1} i_{3}} / \varepsilon_{i_{1} i_{2}}\right), h\left(\varepsilon_{i_{2} i_{3}} / \varepsilon_{i_{1} i_{2}}\right), h\left(\varepsilon_{i_{2} i_{4}} / \varepsilon_{i_{2} i_{3}}\right)\right\} \leq C^{*},
$$

whence $h\left(\varepsilon_{i_{2} i_{4}} / \varepsilon_{i_{1} i_{2}}\right) \leq 2 C^{*}$. Further, using the relation

$$
\delta_{i_{1} i_{4}} \varepsilon_{i_{1} i_{4}}+\delta_{i_{2} i_{4}} \varepsilon_{i_{2} i_{4}}+\delta_{i_{1} i_{2}} \varepsilon_{i_{1} i_{2}}=0
$$

we infer that

$$
h\left(\varepsilon_{i_{1} i_{4}} / \varepsilon_{i_{1} i_{2}}\right) \leq 2 C^{*}+4 H+\log 2<3 C^{*} .
$$

One can now proceed by induction on $t$ and 6.3.23) follows with $C_{25}+1$ replaced by $C_{25} / 2$ if $u=i_{1}$. We obtain in the same way the same upper bound for $h\left(\varepsilon_{i_{1} u} / \varepsilon_{i_{1} i_{2}}\right)$ if $u \neq i_{1}$. Consider 6.3.19 with $i=u, j=i_{1}, k=v$ and divide it by $\varepsilon_{i_{1}, i_{2}}$. Then the estimates obtained imply 6.3.23 for each $u, v \in V(\mathscr{H})$.
If $u^{\prime}, v^{\prime}$ are any distinct elements of $V(\mathscr{H})$ then 6.3.23) also holds with $u$, $v$ replaced by $u^{\prime}, v^{\prime}$, respectively. This implies that

$$
\begin{equation*}
h\left(\varepsilon_{u v} / \varepsilon_{u^{\prime} v^{\prime}}\right) \leq C_{26} C^{*} \tag{6.3.24}
\end{equation*}
$$

with $C_{26}=2\left(C_{25}+1\right)$.
We shall prove that

$$
\begin{equation*}
h\left(\varepsilon_{u v} / \varepsilon_{1,2}\right) \leq C_{27} C^{*} \tag{6.3.25}
\end{equation*}
$$

for each distinct $u, v$ from $\{1,2, \ldots, n\}$, where $C_{27}=2 C_{26}$. When $\mathscr{G}_{0}$ is connected then 6.3.25 follows from 6.3.24. Consider now the case when $\mathscr{G}_{0}$ is not connected. First assume that $N$ is not the composite of any two conjugates of $L$ over $\mathbb{Q}$.
We show that for any distinct $u, v, w \in\{1,2, \ldots, n\}$ there is a connected component $\mathscr{H}$ of $\mathscr{G}_{0}$ such that $u, v, w$ are contained in $V(\mathscr{H})$. By assumption, the compositum of any two conjugates of $L$ is not a normal extension of $\mathbb{Q}$. Thus there is a $\sigma \in G, \sigma \neq i d$, such that $\sigma(u)=u$ and $\sigma(v)=v$. If $\sigma(w) \neq w$, then $\sigma(w)$ is different from $u$ and $v$, and any two of the vertices $\{u, w\},\{w, \sigma(w)\}$, $\{\sigma(w), u\}$ and $\{v, w\},\{w, \sigma(w)\},\{\sigma(w), v\}$ are connected in $\mathscr{G}_{0}$ by a path. This means that there is a connected component $\mathscr{H}$ of $\mathscr{G}_{0}$ having the above pairs as vertices, which proves our claim. If $\sigma(w)=w$, then there must exist a further element $z$ in $\{1,2, \ldots, n\}$ such that $\sigma(z) \neq z$. In this case all the vertices $\{u, z\}$, $\{z, \sigma(z)\},\{\sigma(z), u\}$ and $\{v, z\},\{z, \sigma(z)\}\{\sigma(z), v\}$ and $\{w, z\},\{z, \sigma(z)\},\{\sigma(z), w\}$ are connected in $\mathscr{G}_{0}$ by a path, which completes the proof of our claim.
Consider now two distinct elements $u, v$ from $\{1,2, \ldots, n\}$. As was seen above, there are (not necessarily distinct) connected components $\mathscr{H}$ and $\mathscr{H}^{\prime}$ of $\mathscr{G}_{0}$ such that $1,2, u \in V(\mathscr{H})$ and $1, u, v \in V\left(\mathscr{H}^{\prime}\right)$. If $\mathscr{H}$ and $\mathscr{H}^{\prime}$ coincide then 6.3.25 is an immediate consequence of 6.3.24. Otherwise, 6.3.24 gives

$$
h\left(\varepsilon_{1 u} / \varepsilon_{1,2}\right) \leq C_{26} C^{*} \text { and } h\left(\varepsilon_{u v} / \varepsilon_{1 u}\right) \leq C_{26} C^{*},
$$

whence 6.3.25 follows.
There remains the case when $N=L \cdot L^{(i)}$ for some $i$ and $[N: L]>\frac{n-1}{2}$. We show that $\mathscr{G}_{0}$ has a connected subgraph $\mathscr{H}^{\prime}$ such that $V\left(\mathscr{H}^{\prime}\right)=\{1,2, \ldots, n\}$.

The $\xi^{(i)}$ is of degree $\geq n / 2$ over $L$. Put $\xi^{(1)}=\xi$, and denote by $\xi^{\left(i_{1}\right)}, \ldots, \xi^{\left(i_{n}\right)}$ the distinct conjugates of $\xi^{(i)}$ over $L$. Then for each distinct $i_{k}$ and $i_{l}$ from $\left\{1, i_{1}, \ldots, i_{h}\right\}$ there is a $\sigma \in G$ such that $\sigma(1)=1$ and $\sigma\left(i_{k}\right)=i_{l}$. Hence $\mathscr{G}_{0}$ has a complete subgraph, say $\mathscr{H}$, whose vertex set consists of all subsets of two elements of $\left\{1, i_{1}, \ldots, i_{h}\right\}$. If $h=n-1$, then $\mathscr{H}=\mathscr{G}_{0}$ and 6.3.25 follows in the same way as above. When $h<n-1$, consider an arbitrary $j \in\{1,2, \ldots, n\}$ which is not contained in $\left\{1, i_{1}, \ldots, i_{h}\right\}$. Then $j=\tau(1)$ for some $\tau \in G$. But $2(h+1) \geq n+2$, hence $\mathscr{H}$ and $\tau \mathscr{H}$ have at least one common vertex, that is any two vertices of $\mathscr{H}$ and $\tau \mathscr{H}$ are connected by a path in $\mathscr{G}_{0}$. Repeating this procedure, there is a subset $G_{0}$ of $G$ such that the subgraphs $\tau \mathscr{H}$ with $\tau \in G_{0}$ are connected by paths in $\mathscr{G}_{0}$. Denoting by $\mathscr{H}^{\prime}$ the subgraph spanned in $\mathscr{G}_{0}$ by the $\tau \mathscr{H}$ for each $\tau \in G_{0}$, our claim is proved. Now 6.3.25 follows again from 6.3.24.

We deduce from 6.3.15, 6.3.16 and 6.3.25 that

$$
\begin{equation*}
h\left(\varepsilon_{1,2}\right) \leq 2 H+C_{27} C^{*} \tag{6.3.26}
\end{equation*}
$$

provided that $h\left(\varepsilon_{1,2}\right)>C_{24} R H$. This implies that

$$
\begin{equation*}
h\left(\varepsilon_{1,2}\right) \leq C_{29} R\left(\log ^{*} R\right) H, \tag{6.3.27}
\end{equation*}
$$

where $C_{29}=C_{28} \log C_{28}$ with $C_{28}=2 C_{23} C_{27}$. This is obviously true in the case $h\left(\varepsilon_{1,2}\right) \leq C_{24} R H$ as well. Now 6.3.25) and 6.3.27) give

$$
\begin{equation*}
h\left(\varepsilon_{u v}\right) \leq 3 C_{29} R\left(\log ^{*} R\right) H \tag{6.3.28}
\end{equation*}
$$

for every distinct $u, v \in\{1,2, \ldots, n\}$. Since $C_{22} \leq 3 C_{29}$, 6.3.28 implies 6.3.21. In other words, 6.3.28 holds independently of the fact that $N$ is 'small' or 'large'.

Together with 6.3.14, 6.3.15 and 6.3.17, 6.3.28) gives

$$
\begin{equation*}
h\left(\widetilde{l}_{u v}(\mathbf{y})\right) \leq 4 C_{29} R\left(\log ^{*} R\right) H \tag{6.3.29}
\end{equation*}
$$

With the notation $l_{u v}(\mathbf{X})=l^{(u)}(\mathbf{X})-l^{(v)}(\mathbf{X})$ we deduce from 6.3.11 and 6.3.29 that for the solutions $\mathbf{x}, \mathbf{y}$ under consideration

$$
\begin{align*}
\left|l_{u v}(\mathbf{x})\right| & \leq \widetilde{l_{u v}(\mathbf{y})} \leq \exp \left\{n h\left(\widetilde{l}_{u v}(\mathbf{y})\right)\right\} \\
& \leq \exp \left\{C_{30} R\left(\log ^{*} R\right) H\right\} \tag{6.3.30}
\end{align*}
$$

where $C_{30}=4 n C_{29}$.
We now proceed as at the end of the proof of Theorem6.1.1. Recall that in (6.3.8), $\lambda_{j i}$ is the quotient of the $(j, i)$-cofactor of the matrix $\mathscr{A}$, and det $\mathscr{A}$. The houses of the entries of $\mathscr{A}$ do not exceed $2 A$ and then Hadamard's inequality
applied to the cofactors of $\mathscr{A}$ gives that these cofactors have houses bounded above by $(m-1)^{(m-1) / 2}(2 A)^{m-1}$. Together with 6.3.8 this implies

$$
\operatorname{det} \mathscr{A}|\cdot| x_{i}\left|\leq m(m-1)^{(m-1) / 2}(2 A)^{m-1} \max _{2 \leq i \leq m+1}\right| l_{1 i}(\mathbf{x})
$$

for $i=1, \ldots, m$. Since $\operatorname{det} \mathscr{A}$ is a non-zero algebraic integer of $N$, its house is at least 1 . Together with 6.3.30p this yields

$$
\max _{1 \leq i \leq m}\left|x_{i}\right| \leq C_{31} A^{m-1} \exp \left\{C_{30} R\left(\log ^{*} R\right) H\right\}
$$

with $C_{31}=2^{m-1} m^{(m+1) / 2}$, whence, after some computation, 6.1 .3 follows.
We deduce now (6.1.4) from 6.1.3). If $N$ is 'large', consider the number field $L_{i j}$ for which $R=R_{L_{i j}}$. Let

$$
M= \begin{cases}N & \text { if } N \text { is "small", } \\ L_{i j} & \text { if } N \text { is "large". }\end{cases}
$$

Denote by $d_{M}, D_{M}$ and $\omega_{M}$ the degree, the discriminant and the number of roots of unity of $M$. Then $d_{M} \leq n_{2}$ and (3.1.6) give

$$
\begin{equation*}
R \leq\left|D_{M}\right|^{1 / 2}\left(\log \left|D_{M}\right|\right)^{d_{M}-1} \tag{6.3.31}
\end{equation*}
$$

If $N$ is 'small', 3.1.10 implies that

$$
\begin{equation*}
D_{M} \mid D_{L}^{2 d_{M} / n} . \tag{6.3.32}
\end{equation*}
$$

For 'large' $N$, we infer from 3.1.11 that the discriminant of $L^{(i)} L^{(j)}$ is divisible by $D_{M}^{\left[L^{(i)} L^{(j)}: M\right]}$. On the other hand, by 3.1.10) the discriminant of $L^{(i)} L^{(j)}$ divides $D_{L}^{2\left[L^{(i)} L^{(j)}: Q\right] / n}$. Hence we obtain again 6.3.32). Now, after some careful computation, 6.1.4 follows from 6.1.3, 6.3.31, 6.3.32) and $d_{M} \leq n_{2}$.

Proof of Corollary 6.1.3 In view of Proposition 5.2.1 we have

$$
\begin{equation*}
D_{L / \mathbb{Q}}\left(\omega_{2} X_{2}+\cdots+\omega_{n} X_{n}\right)=I^{2}\left(X_{2}, \ldots, X_{n}\right) D_{\mathfrak{D}} \tag{6.3.33}
\end{equation*}
$$

Hence every solution of 6.1.6 is also the solution of the discriminant form equation

$$
D_{L / \mathbb{Q}}\left(\omega_{2} x_{2}+\cdots+\omega_{n} x_{n}\right)=I^{2} D_{\mathfrak{O}} \text { in }\left(x_{2}, \ldots, x_{n}\right) \in \mathbb{Z}^{n-1} .
$$

Now Corollary 6.1.3 is an immediate consequence of Theorem 6.1.2
Proof of Corollary 6.2.1 Consider a primitive integral element $\xi$ in $L$ with the property $|\xi| \leq\left|D_{L}\right|^{1 / 2}$. Let $\alpha$ be a solution of 6.2 .1 . Then $I(\xi) \alpha \in \mathbb{Z}[\xi]$, where $I(\xi)$ denotes the index of $\xi$ in $O_{L}$. We can write

$$
I(\xi) \alpha=y_{0}+\xi y_{1}+\cdots+\xi^{n-1} y_{n-1}
$$

with rational integers $y_{0}, \ldots, y_{n-1}$ which are uniquely determined. Together with (6.2.1) this gives

$$
\begin{equation*}
D_{L / Q}\left(\xi y_{1}+\cdots+\xi^{n-1} y_{n-1}\right)=D^{\prime} \tag{6.3.34}
\end{equation*}
$$

where $D^{\prime}=D(I(\xi))^{n(n-1)}$. Using the fact that

$$
I(\xi) \leq|D(\xi)|^{1 / 2} \leq\left(2\left|D_{L}\right|^{1 / 2}\right)^{n(n-1) / 2}
$$

we deduce that

$$
\begin{equation*}
\left|D^{\prime}\right| \leq|D|\left(2\left|D_{L}\right|^{1 / 2}\right)^{(n(n-1))^{2} / 2} \tag{6.3.35}
\end{equation*}
$$

By applying the estimate 6 (6.1.4) of Theorem 6.1.2 to 6.3.34 with the choice $A=\left|D_{L}\right|^{(n-1) / 2}$ and using 6.3.35 we get

$$
\max _{1 \leq i \leq n-1}\left|y_{i}\right|<\exp \left\{C_{32}\left|D_{L}\right|^{n_{2} / n}\left(\log \left|D_{L}\right|\right)^{2 n_{2}-1}\left(\left|D_{L}\right|^{n_{2} / n}+\log |D|\right)\right\},
$$

where $C_{32}=(n(n-1))^{2} C_{4}$.
There are rational integers $a$ and $t$ such that

$$
y_{0}=I(\xi) a+t \quad \text { with } 0 \leq t<I(\xi) .
$$

Putting $\tau:=\xi y_{1}+\cdots+\xi^{n-1} y_{n-1}$ and $\alpha^{*}:=(\tau+t) / I(\xi)$, we infer that $\alpha=\alpha^{*}+a$ and 6.2.2 follows.

Proof of Corollary 6.2.2 For given $D \neq 0$, the finiteness of the number of strong $\mathbb{Z}$-equivalence classes of algebraic integers in $L$ with discriminant $D$ immediately follows from Corollary 6.2.1 and Theorem 3.5.2. To prove the effectiveness, we shall use Theorem 6.1.2. By assumption, $L$ is effectively given, hence one can apply the algorithms quoted in Section 3.7 Namely, one can determine an integral basis of the form $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$ and can give an upper bound for $\max _{i}\left|\omega_{i}\right|$, Further, the discriminant $D_{L}$ of $L$ can be effectively determined.
Every algebraic integer $\alpha$ in $L$ with discriminant $D$ is strongly $\mathbb{Z}$-equivalent to an $\alpha^{*}=x_{2} \omega_{2}+\cdots+x_{n} \omega_{n}$ in $L$ with rational integers $x_{2}, \ldots, x_{n}$ satisfying the discriminant form equation $D\left(x_{2} \omega_{2}+\cdots+x_{n} \omega_{n}\right)=D$. By (6.1.4) in Theorem 6.1.2 one can give an effectively computable upper bound for $\max _{i}\left|x_{i}\right|$. From among the tuples $\left(x_{2}, \ldots, x_{n}\right) \in \mathbb{Z}^{n-1}$ under this bound one can select, at least in principle, all the solutions of the above discriminant form equation.

Different solutions $\left(x_{2}, \ldots, x_{n}\right)$ yield strongly $\mathbb{Z}$-inequivalent elements $\alpha^{*}=$ $x_{2} \omega_{2}+\cdots+x_{n} \omega_{n}$, which can be computed. These $\alpha^{*}$ provide a full set of representatives of the strong $\mathbb{Z}$-equivalence classes in question.

Proof of Corollary 6.2.4 Since $\mathfrak{D}=\mathbb{Z}[\alpha], \alpha \in \mathfrak{D}$, is equivalent to 6.2.3 with $I=1$, Corollary 6.2 .3 together with Theorem 3.5 .2 implies that up to translation by elements of $\mathbb{Z}$, there are only finitely many $\alpha$ in $\mathfrak{D}$ with $\mathfrak{D}=\mathbb{Z}[\alpha]$.
If $\mathfrak{D}$ is effectively given, a $\mathbb{Z}$-basis of the form $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$ of $\mathfrak{D}$ can be effectively determined; see Section 3.7 Then each $\alpha$ under consideration is strongly $\mathbb{Z}$-equivalent to an $\alpha^{*}$ which can be represented in the form $\alpha^{*}=$ $x_{2} \omega_{2}+\cdots+x_{n} \omega_{n}$ with appropriate rational integers $x_{2}, \ldots, x_{n}$. These $x_{2}, \ldots, x_{n}$ must satisfy equation 6.1.6 with $I=1$. Hence Corollary 6.1.3 provides an explicit upper bound for $\max _{i}\left|x_{i}\right|$. The parameters occurring in this bound and thus the bound itself can be computed. Indeed, an upper bound for $\max _{i} \mid \omega_{i}$ can be computed. Further, by means of some well-known algorithms the discriminants $D_{L}$ of $L$ and $D_{\mathfrak{D}}$ of $\mathfrak{D}$ can also be computed; see again Section 3.7 One can now select from among the tuples $\left(x_{2}, \ldots, x_{n}\right) \in \mathbb{Z}^{n-1}$ under consideration all tuples which satisfy 6.1.6 with $I=1$ or, equivalently, the equation $D\left(x_{2} \omega_{2}+\cdots+x_{n} \omega_{n}\right)=D_{L}$. Thus the $\alpha^{*} \in \mathfrak{D}$ in question can be determined. Note that these $\alpha^{*}$ are pairwise strongly $\mathbb{Z}$-inequivalent.

Proof of Corollary 6.2.5 If $L$ is effectively given then so is $O_{L}$. Hence, in view of Proposition 5.3.1. Corollary 6.2.5 immediately follows from Corollary 6.2 .4

### 6.4 Algebraic integers of arbitrary degree

We now present some generalizations. For an algebraic integer $\alpha$, we denote by $D(\alpha)$ the discriminant $D_{L / \mathbb{Q}}(\alpha)$, where $L=\mathbb{Q}(\alpha)$. This discriminant coincides with that of the minimal polynomial of $\alpha$ over $\mathbb{Z}$ and is independent of the choice of the conjugate of $\alpha$ over $\mathbb{Q}$.
We have the following general explicit result.
Theorem 6.4.1 Let $D$ be a non-zero rational integer. If $\alpha$ is an algebraic integer of degree $n \geq 2$ with $D(\alpha)=D$, then $\alpha$ is strongly $\mathbb{Z}$-equivalent to an $\alpha^{*}$ for which

$$
\begin{equation*}
H\left(\alpha^{*}\right) \leq \exp \left\{C_{33}\left(|D|(\log |D|)^{n}\right)^{n-1}\right\} \tag{6.4.1}
\end{equation*}
$$

where $C_{33}=n^{9} 2^{6\left(n_{2}+10\right)} n_{2}^{3\left(n_{2}+1\right)}$ with $n_{2}=n(n-1) / 2$. Further, we have

$$
\begin{equation*}
n \leq \frac{2}{\log 3} \log |D| \tag{6.4.2}
\end{equation*}
$$

and equality holds if and only if $n=2$ and $D=-3$.

We note that 6.4.2 and, with a weaker bound, 6.4.1) were proved in [Győry (1974)]. Further, observe that 6.4 .1 is more general but less sharp in terms of $|D|$ than 6.2 .2 in Corollary 6.2.1

In the corollaries below, let $\overline{\mathbb{Q}}$ be an effectively given algebraic closure of $\mathbb{Q}$; see Section 3.7 The following consequence of Theorem 6.4.1 is a generalization of Corollary 6.2.2.

Corollary 6.4.2 For any given integer $D \neq 0$, there are only finitely many strong $\mathbb{Z}$-equivalence classes of algebraic integers $\alpha \in \overline{\mathbb{Q}}$ with $D(\alpha)=D$, and a full set of representatives of these classes can be effectively determined.

This finiteness assertion was proved in [Birch and Merriman (1972)] in an ineffective form and, independently, in [Győry (1973)] in an effective form. This confirmed a conjecture of [Nagell (1967)] in an effective and more general form.

For any algebraic integer $\alpha$, let $N(\alpha)$ denote the norm $N_{L / \mathbb{Q}}(\alpha)$, where $L=$ $\mathbb{Q}(\alpha)$.
For $n=3$ resp. $n=4$ Tartakowski (see [Delone and Faddeev (1940)]) and Nagell [Nagell (1930, 1965, 1968)] proved in an ineffective form the finiteness of the number of algebraic integers of degree $n$ with given non-zero discriminant and given non-zero norm. The following corollary gives a generalization to arbitrary $n \geq 2$ in an effective form with an explicit bound.

Corollary 6.4.3 Let $D$ and $N$ be non-zero rational integers. If $\alpha$ is an algebraic integer of degree $n \geq 2$ with $D(\alpha)=D$ and $N(\alpha)=N$, then

$$
\begin{equation*}
H(\alpha) \leq|N|^{1 / n} \exp \left\{3 C_{33}\left(|D|\left(\log ^{*}|D|\right)^{n}\right)^{n-1}\right\} \tag{6.4.3}
\end{equation*}
$$

where $C_{33}$ denotes the same constant as in (6.4.1).
If in particular $\varepsilon$ is an algebraic unit of degree $n \geq 2$ with $D(\varepsilon)=D$, then 6.4.3) implies

$$
\begin{equation*}
|D(\varepsilon)|>C_{34}(\log H(\varepsilon))^{1 / n} \tag{6.4.4}
\end{equation*}
$$

with an effectively computable positive constant $C_{34}$ which depends only on $n$. This was proved in [Győry (1976)] in a weaker form.

Both 6.4.2 and (6.4.4), and Corollary 6.4.2 imply the following.
Corollary 6.4.4 For given non-zero rational integer $D$, there are only finitely many units with discriminant $D$ in the ring of all algebraic integers in $\overline{\mathbb{Q}}$, and all of them can be determined effectively.

This corollary, due to Győry ([Győry (1973)], see also [Győry (1974, 1976)]),
provided a solution to Problem 19 in [Narkiewicz (1974), cf. pp. 130 and 468] in a more general and effective form.

If in particular $\varepsilon$ is a unit in a number field $L$ of degree $n$, then $\left\{1, \varepsilon, \ldots, \varepsilon^{n-1}\right\}$ is a power integral basis in $L$ if and only if $D_{L / Q}(\varepsilon)=D_{L}$, where $D_{L}$ is the discriminant of $L$. Now Corollary 6.4 .4 implies that there are only finitely many power integral bases in $L$ consisting of units, and all of them can be effectively determined.

### 6.5 Proofs

Proof of Theorem 6.4.1 Let $\alpha$ be an algebraic integer of degree $n \geq 2$ with $D(\alpha)=D$. Denote by $D_{L}$ the discriminant of the number field $L=\mathbb{Q}(\alpha)$. Then, by (5.3.3), we have $D(\alpha)=I^{2} D_{L}$ with a non-zero rational integer $I$. Hence

$$
\begin{equation*}
|D| \geq\left|D_{L}\right| . \tag{6.5.1}
\end{equation*}
$$

Now 6.4.1) follows from Corollary 6.2.1 and 6.5.1.
By Minkowski's inequality (3.1.9)

$$
\begin{equation*}
\left|D_{L}\right|>\left(\frac{\pi}{4}\right)^{n}\left(\frac{n^{n}}{n!}\right)^{2} \tag{6.5.2}
\end{equation*}
$$

In view of Stirling's formula we have $n!e^{n} / n^{n} \leq e \sqrt{n}$. Except for the case $n=2, D_{L}=-3$, we deduce from (6.5.2) that

$$
\begin{equation*}
\frac{\log \left|D_{L}\right|}{n}>\frac{\log 3}{2} . \tag{6.5.3}
\end{equation*}
$$

Together with 6.5.1 this implies 6.4.2 with a strict inequality, unless the case $n=2, D(\alpha)=-3$ when in 6.4.2 equality holds. This completes the proof of the second statement.

Proof of Corollary 6.4.2 Let $\overline{\mathbb{Q}}$ be an effectively given algebraic closure of $\overline{\mathbb{Q}}$. Notice that every rational integer has discriminant 1 and that $\mathbb{Z}$ is a single strong $\mathbb{Z}$-equivalence class. Henceforth, consider the algebraic integers $\alpha$ of degree $\geq 2$ with $D(\alpha)=D$. By Theorem 6.4.1 each of these $\alpha$ is strongly $\mathbb{Z}$-equivalent to an $\alpha^{*}$ for which $\operatorname{deg} \alpha^{*} \leq C_{35}:=\frac{2 \log |D|}{\log 3}$ and $H\left(\alpha^{*}\right) \leq C_{36}$, where $C_{36}$ is an effectively computable number depending only on $D$. These numbers $\alpha^{*}$ belong to an effectively computable finite set $\mathscr{G}$ depending only on $D$. Compute for every element of $\mathscr{G}$ its monic minimal polynomial over $\mathbb{Q}$ and check if this minimal polynomial has integer coefficients and discriminant $D$. In this way, we can select from $\mathscr{G}$ all algebraic integers of discriminant $D$. By checking for any two of such numbers whether their difference lies in $\mathbb{Z}$, one
can select a maximal set of numbers that are pairwise strongly $\mathbb{Z}$-inequivalent. Clearly, this set is a full system of representatives for the collection of strong $\mathbb{Z}$-equivalence classes of algebraic integers of degree $\geq 2$ with $D(\alpha)=D$.

Proof of Corollary 6.4.3 Let $\alpha$ be an algebraic integer of degree $n \geq 2$ with $D(\alpha)=D$ and $N(\alpha)=N$. It follows from Theorem6.4.1 that there are $\alpha^{*}$ and a rational integer $a$ such that $\alpha=\alpha^{*}+a$ and $H\left(\alpha^{*}\right) \leq C_{37}$, where $C_{37}$ denotes the upper bound occurring in (6.4.1).
Denote by $f$ and $f^{*}$ the minimal polynomials of $\alpha$ and $\alpha^{*}$ over $\mathbb{Z}$, and by $C_{38}$ the maximum of the absolute values of the coefficients of $f^{*}$. Then, by 3.5.3, $C_{38} \leq 2 C_{37}$. Now $N:=N(\alpha)=N\left(\alpha^{*}+a\right)$ implies that

$$
|N|=|f(0)|=\left|f^{*}(-a)\right| \geq|a|^{n}-n C_{38}|a|^{n-1}=|a|^{n-1}\left(|a|-n C_{38}\right) \geq \frac{1}{2}|a|^{n}
$$

if $|a| \geq 2 n C_{38}$. But then $|a| \leq(2|N|)^{1 / n}$ and so

$$
|a| \leq \max \left(2 n C_{38},(2|N|)^{1 / n}\right) .
$$

Finally, in view of $h(\alpha)=\log H(\alpha)$ and Lemma 3.5.1, it follows that

$$
H(\alpha) \leq 2 H\left(\alpha^{*}\right)|a|,
$$

whence we obtain 6.4.3.
Proof of Corollary 6.4.4 We deduce the assertion from Corollary 6.4.2 Let again $\overline{\mathbb{Q}}$ be the effectively given algebraic closure of $\mathbb{Q}$ we have chosen. Let $\varepsilon \in \overline{\mathbb{Q}}$ be an algebraic unit of degree $\geq 2$ with $D(\varepsilon)=D$. By 6.4.2) we have $n \leq C_{35}:=\frac{2 \log |D|}{\log 3}$ and by Corollary 6.4.3 we have $h(\varepsilon) \leq C_{39}$, where $C_{39}$ is an effectively computable number depending on $D$ only. Thus, the set of algebraic units $\varepsilon \in \overline{\mathbb{Q}}$ with $D(\varepsilon)=D$ belongs to an effectively computable, finite set $\mathscr{G}$ depending only on $D$. We can now determine all $\varepsilon$ under consideration by computing for every element of $\mathscr{G}$ its monic minimal polynomial over $\mathbb{Q}$ and check if this minimal polynomial has integer coefficients, constant term $\pm 1$, and discriminant $D$.

### 6.6 Monic polynomials of given discriminant

In this section we deal with discriminant equations of the form

$$
\begin{equation*}
D(f)=D \quad \text { in monic polynomials } f \in \mathbb{Z}[X], \tag{6.6.1}
\end{equation*}
$$

where $D$ is a given non-zero rational integer. If $f$ is a solution of 6.6.1) then so is $( \pm 1)^{\operatorname{deg} f} f( \pm X+a)$ for any rational integer $a$. Recall that such polynomials
$f(X),( \pm 1)^{\operatorname{deg} f} f( \pm X+a)$ are called $\mathbb{Z}$-equivalent, while the polynomials $f(X)$, $f(X+a)$ are called strongly $\mathbb{Z}$-equivalent. The $\mathbb{Z}$-equivalence class represented by $f$ is the union of the strong $\mathbb{Z}$-equivalence classes represented by $f(X)$ and $(-1)^{\operatorname{deg} f} f(-X)$, respectively. Therefore the results of this section can be formulated both in terms of $\mathbb{Z}$-equivalence and in terms of strong $\mathbb{Z}$-equivalence.

We denote by $H(f)$ the height of a polynomial $f \in \mathbb{Z}[X]$, i.e. the maximum of the absolute values of the coefficients of $f$. Following the method of proof of Theorem 6.1.1, one can prove the following.

Theorem 6.6.1 Let $f$ be a monic polynomial of degree $n \geq 2$ which satisfies (6.6.1). Then $f$ is strongly $\mathbb{Z}$-equivalent to a polynomial $f^{*}$ with

$$
\begin{equation*}
H\left(f^{*}\right) \leq C_{40}|D|^{C_{41}}, \tag{6.6.2}
\end{equation*}
$$

where $C_{40}$ and $C_{41}$ are effectively computable positive constants which depend only on $n$ and the discriminant of the splitting field of $f$.

For $n=2$, Theorem 6.6.1 easily follows from Corollary 6.2.1. The case $n \geq 3$ will be proved in Chapter 8 in a more general form, over algebraic number fields; see e.g. Corollary 8.2.6

We note that the absolute value of the discriminant of the splitting field of $f$ can be estimated from above in terms of $n$ and $|D|$. Hence (6.6.2) yields an upper bound which depends only on $n$ and $|D|$. Further, the degree of the polynomials $f$ with discriminant $D \neq 0$ can be bounded above in terms of $|D|$ only. The following theorem provides such bounds in completely explicit form.

Theorem 6.6.2 Let $f$ be a monic polynomial of degree $n \geq 2$ with discriminant $D \neq 0$. Then it is strongly $\mathbb{Z}$-equivalent to a polynomial $f^{*}$ for which

$$
\begin{equation*}
H\left(f^{*}\right) \leq \exp \left\{C_{42}\left(|D|\left(\log ^{*}|D|\right)^{n}\right)^{n-1}\right\}, \tag{6.6.3}
\end{equation*}
$$

where $C_{42}=n^{12} 2^{6\left(n_{2}+10\right)} n_{2}^{3\left(n_{2}+1\right)}$ with $n_{2}=n(n-1) / 2$. Further, we have

$$
\begin{equation*}
n \leq 2+\frac{2}{\log 3} \log |D| \tag{6.6.4}
\end{equation*}
$$

Theorem 6.6.1 and the first part of Theorem 6.6.2 were proved with weaker bounds in [Győry (1974)]. The bound in 6.6.4) is also due to Győry [Győry (1974)] where it was proved that the inequality is strict unless $f$ is $\mathbb{Z}$-equivalent to $X(X-1)$ or $X(X-1)\left(X^{2}-X+1\right)$. For non-monic polynomials, Theorem 14.1.2 gives a similar result.

The following finiteness result was established in [Győry (1973)] in an effective form. It provided a solution in a more general form for a problem of [Delone and Faddeev (1940)].

Corollary 6.6.3 There are only finitely many strong $\mathbb{Z}$-equivalence classes of monic polynomials with integral coefficients and given non-zero discriminant, and a full system of representatives of these classes can be determined effectively.

This may be viewed as a generalization of Corollary 6.4.2 which corresponds to the irreducible case of Corollary 6.6.3. Similarly, Theorem6.6.2 can be regarded as a generalization of Theorem 6.4.1, with slightly weaker upper bounds.

### 6.7 Proofs

Proof of Theorem 6.6.2 Let $f \in \mathbb{Z}[X]$ be a monic polynomial of degree $n \geq 2$ which satisfies the equation 6.6.1). Consider the factorization

$$
\begin{equation*}
f=f_{1} \cdots f_{r} \tag{6.7.1}
\end{equation*}
$$

of $f$ into irreducible monic polynomials $f_{1}, \ldots, f_{r}$ in $\mathbb{Z}[X]$. In view of 6.6.1) these polynomials are pairwise distinct. First we prove 6.6.3). We reduce the proof to the irreducible case, and then we apply Corollary 6.2.1

It follows from (1.4.6) that

$$
\begin{equation*}
0<\left|D\left(f_{i}\right)\right| \leq|D| \quad \text { for } i=1, \ldots, r . \tag{6.7.2}
\end{equation*}
$$

Assume first that $f_{i}$ is not linear for some $i$, and let $\alpha_{i}$ be a zero of $f_{i}$ in $\overline{\mathbb{Q}}$. Then putting $K_{i}:=\mathbb{Q}\left(\alpha_{i}\right)$, we have $D\left(f_{i}\right)=D_{K_{i} / \mathbb{Q}}\left(\alpha_{i}\right)$. Further $D_{K_{i}}$, the discriminant of $K_{i}$, divides $D\left(f_{i}\right)$ in $\mathbb{Z}$. It follows from Corollary 6.2.1 and 6.7.2) that there is an $a_{i} \in \mathbb{Z}$ such that for $\alpha_{i}^{*}:=\alpha_{i}+a_{i}$ we have

$$
\begin{equation*}
h\left(\alpha_{i}^{*}\right)<C_{43}\left(|D|\left(\log ^{*}|D|\right)^{n}\right)^{n-1}=: C_{44} \tag{6.7.3}
\end{equation*}
$$

where

$$
C_{43}:= \begin{cases}n^{8} 2^{6\left(n_{2}+10\right)} n_{2}^{3\left(n_{2}+1\right)} & \text { with } n_{2}=\frac{n(n-1)}{2} \text { if } r=1, \\ n^{8} 2^{6\left(n_{2}+10\right)} n_{2}^{3\left(n_{2}+1\right)} & \text { with } n_{2}=\frac{(n-1)(n-2)}{2} \text { if } r>1 .\end{cases}
$$

Denoting by $f_{i}^{*}$ the defining polynomial of $\alpha_{i}^{*}$, we have $f_{i}(X)=f_{i}^{*}\left(X+a_{i}\right)$ and, by (3.5.3),

$$
\begin{equation*}
H\left(f_{i}^{*}\right) \leq 2 \exp \left\{C_{44}\right\}=: C_{45} . \tag{6.7.4}
\end{equation*}
$$

If $f_{i}$ is linear for some $i$, then we may choose $f_{i}^{*}=X$ and $\sqrt{6.7 .4}$ trivially holds.
For $r=1$ we are done. Next consider the case $r>1$. If $f_{i}$ and $f_{j}$ are strongly $\mathbb{Z}$-equivalent, then we may choose $f_{i}^{*}$ and $f_{j}^{*}$ to be the same. We fix a system of polynomials $f_{i}^{*}$ with the above properties. Denote by $R\left(f_{i}, f_{j}\right)$ the resultant of $f_{i}$ and $f_{j}$. It follows from 6.6.1) and 1.4.6 that

$$
\begin{equation*}
0<\left|R\left(f_{i}, f_{j}\right)\right| \leq \sqrt{|D|} . \tag{6.7.5}
\end{equation*}
$$

Let $K_{i j}$ denote the number field generated by $\alpha_{i}-\alpha_{j}$ over $\mathbb{Q}$, and let

$$
f_{i j}(X)=X^{N}+b_{1} X^{N-1}+\cdots+b_{N} \in \mathbb{Z}[X]
$$

be the minimal polynomial of $\alpha_{i}^{*}-\alpha_{j}^{*}$. Since $\alpha_{i}-\alpha_{j}=\left(\alpha_{i}^{*}-\alpha_{j}^{*}\right)-\left(a_{i}-a_{j}\right), K_{i j}$ is of degree $N$ over $\mathbb{Q}$, where $N \leq n^{2} / 4$. Further, 6.7.3 implies that $h\left(\alpha_{i}^{*}-\alpha_{j}^{*}\right) \leq$ $2 C_{44}+\log 2$, whence

$$
H\left(f_{i j}\right) \leq 2 \exp \left\{2 C_{44}\right\}=: C_{46} .
$$

Clearly $\alpha_{i}-\alpha_{j}$ divides $R\left(f_{i}, f_{j}\right)$ in the ring of integers of $K_{i j}$. Taking norms in $K_{i j}$ and using 6.7.5, we infer that

$$
\begin{equation*}
\left|f_{i j}\left(a_{i}-a_{j}\right)\right|=\left|N_{K_{i j} / \mathbb{Q}}\left(\alpha_{i}-\alpha_{j}\right)\right| \leq|D|^{n^{2} / 8} . \tag{6.7.6}
\end{equation*}
$$

We prove that

$$
\begin{equation*}
\left|a_{i}-a_{j}\right| \leq \frac{n^{2}}{4} C_{46}+|D|^{n^{2} / 8}=: C_{47} . \tag{6.7.7}
\end{equation*}
$$

Indeed, in the opposite case we would have

$$
\begin{aligned}
\left|f_{i j}\left(a_{i}-a_{j}\right)\right| & \geq\left|a_{i}-a_{j}\right|^{N-1}\left(\left|a_{i}-a_{j}\right|-\left(\left|b_{1}\right|+\cdots+\left|b_{N}\right|\right)\right) \\
& >\left|a_{j}-a_{i}\right|-\frac{n^{2}}{4} C_{46}>|D|^{n^{2} / 8},
\end{aligned}
$$

which contradicts 6.7.6).
Finally, we take the polynomial $f^{*}(X)=f\left(X-a_{1}\right)$ which is strongly $\mathbb{Z}$ equivalent to $f$. Then we have

$$
\begin{equation*}
f^{*}=\prod_{i=1}^{r} \widetilde{f}_{i}, \tag{6.7.8}
\end{equation*}
$$

where

$$
\widetilde{f}_{i}(X)=f_{i}^{*}\left(X+\left(a_{i}-a_{1}\right)\right), \quad i=1, \ldots, r .
$$

Putting $n_{i}:=\operatorname{deg} f_{i}$ for $i=1, \ldots, r$ and combining the expansion

$$
\widetilde{f}_{i}(X)=\sum_{s=0}^{n_{i}} \frac{f_{i}^{*(s)}\left(a_{i}-a_{1}\right)}{s!} X^{s}
$$

with 6.7.4) and 6.7.7, we deduce that

$$
H\left(\widetilde{f}_{i}\right) \leq C_{45} C_{47}^{n_{i}}, \quad i=1, \ldots, r .
$$

Together with 6.7.8 this gives

$$
H\left(f^{*}\right) \leq \prod_{i=1}^{r}\left(n_{i} C_{45} C_{47}^{n_{i}}\right) \leq C_{45}^{r} C_{47}^{n}\left(\frac{n_{1}+\cdots+n_{r}}{r}\right)^{r}<\left(\frac{n C_{45} C_{47}}{2}\right)^{n},
$$

whence 6.6.3 follows.
Next we prove 6.6.4. Let again $f \in \mathbb{Z}[X]$ be a monic polynomial of degree $n \geq 2$ with discriminant $D(f) \neq 0$. First consider the case when $f$ is irreducible over $\mathbb{Q}$, and let $\alpha$ denote a zero of $f$. Then the degree and discriminant of $\alpha$ coincide with those of $f$. Further, by Theorem6.4.1 we have

$$
\begin{equation*}
n \leq \frac{2}{\log 3} \log |D(f)| \tag{6.7.9}
\end{equation*}
$$

which implies 6.6.4.
Consider now the case when $f$ is reducible over $\mathbb{Q}$, and let 6.7.1 be the factorization of $f$ into irreducible factors with coefficients in $\mathbb{Z}$. If $f_{i}$ is linear for some $i$, we set $D\left(f_{i}\right)=1$. First assume that $f$ has no rational zero. Then $\operatorname{deg} f_{i} \geq 2$ and so

$$
\log \left|D\left(f_{i}\right)\right| \geq \frac{\log 3}{2} \operatorname{deg} f_{i} \quad \text { for } i=1, \ldots, r
$$

Using (1.4.6, we infer that

$$
\begin{aligned}
\log |D(f)| & =\sum_{i=1}^{r} \log \left|D\left(f_{i}\right)\right|+\sum_{i>j} \log R\left(f_{i}, f_{j}\right)^{2} \\
& \geq \frac{\log 3}{2} \sum_{i=1}^{r} \operatorname{deg} f_{i}=\frac{\log 3}{2} n,
\end{aligned}
$$

which proves again 6.6.4.
Next assume that $f$ has only rational zeros. Then we can write

$$
f=\left(X-b_{1}\right) \cdots\left(X-b_{n}\right) \text { with distinct } b_{i} \in \mathbb{Z}
$$

It is easy to see that

$$
\begin{equation*}
|D(f)| \geq \prod_{1 \leq i<j \leq n}|i-j|^{2} \geq((n-1)!)^{2} \tag{6.7.10}
\end{equation*}
$$

Using Stirling's formula, we infer that

$$
((n-1)!)^{2}>2 \pi \frac{(n-1)^{2 n-1}}{e^{2(n-1)}} .
$$

But it is easily checked that

$$
2 \pi \frac{(n-1)^{2 n-1}}{e^{2(n-1)}}>e^{(\log 3)(n-2) / 2}
$$

which, together with 6.7.10, implies 6.6.4.
Consider now the case when

$$
f=g_{1} g_{2}
$$

where $g_{1}, g_{2} \in \mathbb{Z}[X]$ are non-constant polynomials such that all irreducible factors of $g_{1}$ in $\mathbb{Z}[X]$ are non-linear, and those of $g_{2}$ are linear. Then it follows that

$$
\begin{aligned}
\left.\frac{2}{\log 3}|D(g)|+2=\frac{2}{\log 3} \log \right\rvert\, & \left(g_{1}\right) \left\lvert\,+\left(\frac{2}{\log 3} \log \left|D\left(g_{2}\right)\right|+2\right)+\right. \\
& +\frac{4}{\log 3} \log \left|R\left(g_{1}, g_{2}\right)\right| \geq \operatorname{deg} g_{1}+\operatorname{deg} g_{2}=n
\end{aligned}
$$

which proves 6.6.4.
Finally, as the examples $f=X(X-1)$ and $f=X(X-1)\left(X^{2}-X+1\right)$ show, inequality 6.6.4) is sharp.

Proof of Corollary 6.6.3 It follows from Theorem6.6.2 that every monic polynomial $f \in \mathbb{Z}[X]$ of given discriminant $D \neq 0$ is strongly $\mathbb{Z}$-equivalent to a polynomial $f^{*}$ in $\mathbb{Z}[X]$ which belongs to a finite and effectively computable set of monic polynomials in $\mathbb{Z}[X]$ and this set depends only on $D$. From this set one can select, as in the irreducible case, in the proof of Corollary 6.4.2, a full set of representatives of strong $\mathbb{Z}$-equivalence classes of monic polynomials in $\mathbb{Z}[X]$ with discriminant $D$.

### 6.8 Notes

In this section we mention without proof some related results, generalizations and further applications over $\mathbb{Z}$. Other generalizations and applications over more general ground rings will be discussed in Chapters 8 and 10

### 6.8.1 Some related results

Let $L$ be an algebraic number field of degree $n$ with ring of integers $O_{L}$ and discriminant $D_{L}$.

- If $O_{L}=\mathbb{Z}[\alpha]$ for some $\alpha$, then determining for a given prime number $p$ the factorization of $(p)=p O_{L}$ as product of powers of prime ideals is an easy task. Namely, by a theorem of [Dedekind (1878)], if $f(X)$ denotes the monic minimal polynomial of $\alpha$ and

$$
f(X) \equiv f_{1}(X)^{e_{1}} \cdots f_{t}(X)^{e_{t}}(\bmod p)
$$

is the factorization of $f(X)(\bmod p)$ into irreducible factors, then $\mathfrak{p}_{i}=\left(f_{i}(\alpha), p\right)(i=$ $1, \ldots, t)$ are distinct prime ideals of $O_{L}$ and $(p)=p_{1}^{e_{1}} \cdots p_{t}^{e_{t}}$. For some generalizations and references, see [del Corso, Dvornicich and Simon (2015)] and Chapter 16

- Denote by $m(L)$ the minimal index of $L$, i.e. the minimum of the indices of the primitive integral elements of $L$. Clearly, for the index equations (6.4) and (6.1.6) to have a solution it is necessary that $I \geq m(L)$. Further, $L$ has a power integral basis if and only if $m(L)=1$. By Proposition 3.5.6 the field $L$ has a primitive integral element $\alpha$ with $|\alpha| \leq\left|D_{L}\right|^{1 / 2}$, whence $m(L) \leq I(\alpha) \leq\left(2\left|D_{L}\right|^{1 / 2}\right)^{n(n-1) / 2}$. In [Thunder and Wolfskill (1996)], the authors proved the sharper estimate

$$
\begin{equation*}
m(L)<\left(n^{2} \log _{2} n\right)^{n(n-1) / 2}\left|D_{L}\right|^{(n-2) / 2} . \tag{6.8.1}
\end{equation*}
$$

Further, they showed that for $n \geq 4$, there are infinitely many number fields $L$ of degree $n$ such that

$$
m(L) \gg\left|D_{L}\right|^{(n-2) / 2}
$$

where the implicit constant depends only on $n$.

- Another important field parameter of $L$ is the field index $i(L)$ which is by definition the greatest common divisor of the indices of all integers in $L$. A necessary condition for the solvability of index equations (6.4) and 6.1.6) is that $i(L)$ divides $I$. As was shown in [Hall (1937)] for $n=3$ and in [Pleasants (1974)] for every $n \geq 4$ for which $n+1$ is a prime, this condition is not sufficient in general. When $i(L)>1$, the prime divisors of $i(L)$ are called common index divisors (or sometimes common nonessential discriminant divisors). There exists a criterion for a rational prime to divide $i(L)$, and this implies that each common index divisor is less than $n$; see [Hasse (1980)] or [Narkiewicz (1974)].
- Pleasants [Pleasants (1974)] gave an effectively computable formula for the minimal number of ring generators of $O_{L}$ over $\mathbb{Z}$. However, this formula has the drawback that when it yields "one", two generators may be needed. Corollary 6.2.4 makes it possible, at least in principle, to decide whether the minimal number of ring generators is one or not. See also Section 8.4.2 for a generalization to the case where the ground field is a number field other than $\mathbb{Q}$, and Section 11.2 for an even more general and more precise result.


### 6.8.2 Generalizations over $\mathbb{Z}$

- Theorem6.1.1 has been generalized to more general decomposable form equations, see e.g. [Győry and Papp (1978)], [Győry (1981a)] and [Evertse and Győry (1988b)].
- Generalizations to the so-called "inhomogeneous" case were given by Gaál, see e.g. [Gaál (1986)].
- Theorem 6.6.1 concerning equation 6.6.1 was extended to the case when $D(f)$ is not necessarily different from zero. Then considering the equation $D\left(f_{0}\right)=D$ for fixed $D \neq 0$ where $f_{0}$ is the maximal squarefree divisor of $f$ in $\mathbb{Z}[X]$, one can get an effective finiteness result of the same type as in the case $D(f) \neq 0$; such results can be found in more general forms in [Győry (1978a, 1981c, 1998)].
- As another generalization of equation $\sqrt{6.6 .1}$, in [Győry (1976)] the system of equations $D\left(f^{(j)}\right)=D_{j}, D(f)=\cdots=D\left(f^{(j-1)}\right)=0($ when $j>0)$ was considered in monic polynomials $f \in \mathbb{Z}[X]$ of degree $n \geq 2$, where $j$ is an integer with $0<j \leq n-2$, and $D_{j} \neq 0$ a given integers. It was proved in an effective form that there are only finitely many $\mathbb{Z}$-equivalence classes of such monic polynomials $F$ of degree $n$ with coefficients in $\mathbb{Z}$.


### 6.8.3 Other applications

- Let $f \in \mathbb{Z}[X]$ be a monic polynomial of degree $n \geq 3$ with discriminant $D(f) \neq 0$, and $m \geq 2$ an integer. Consider the solutions $x, y \in \mathbb{Z}$ of the equation $f(x)=y^{m}$. Using various variants of Theorem6.6.1. Trelina [Trelina (1985)] and, for $n=3, m=2$, Pintér [Pintér (1995)] derived effective upper bounds for $|y|$ that depend on $m, n$ and $D(f)$, but not on the height of $F$. It should be remarked that the height of $f$ can be arbitrarily large with respect to $|D(f)|$. Further, in [Brindza, Evertse and Győry (1991)], [Haristoy (2003)] and [Győry and Pintér (2008)] upper bounds depending on $n$ and $D(f)$ were given even for the exponent $m$.
- Denote by $\mathscr{D}\left(X_{1}, \ldots, X_{n}\right)$ the discriminant of $f(X)=X^{n}+X_{1} X^{n-1}+\ldots+X_{n}$ as a polynomial in $X$, and consider the equation

$$
\begin{equation*}
\mathscr{D}\left(x_{1}, \ldots, x_{n}\right)=D \text { in } x_{1}, \ldots, x_{n} \in \mathbb{Z} \tag{6.8.3}
\end{equation*}
$$

where $D$ is a given non-zero integer. $\mathscr{D}\left(X_{1}, \ldots, X_{n}\right)$ is a polynomial in $X_{1}, \ldots, X_{n}$ with integral coefficients, and hence 6.8.3 is a polynomial Diophantine equation. If 6.8.3 has a solution $\left(x_{1}, \ldots, x_{n}\right)$ then it has infinitely many ones. Namely, if $f_{0}(X):=X^{n}+$ $x_{1} X^{n-1}+\cdots+x_{n}$, then for every $a \in \mathbb{Z}$, the tuple $\left(x_{1}^{*}, \ldots, x_{n}^{*}\right) \in \mathbb{Z}^{n}$ given by

$$
f_{0}^{*}(X):=X^{n}+x_{1}^{*} X^{n-1}+\cdots+x_{n}^{*}=f_{0}(X+a)
$$

is also a solution and

$$
\left(x_{1}^{*}, \ldots, x_{n}^{*}\right)=\left(\frac{f_{0}^{(n-1)}(a)}{(n-1)!}, \ldots, f_{0}(a)\right)
$$

Such a set of solutions of 6.8 .3 is called a family of solutions. Using his earlier versions of Theorem 6.6.1 and Corollary 6.6.3 Győry [Győry (1976)] proved in an effective form that equation 6.8.3 has only finitely many families of solutions, with explicit upper bounds for the sizes of representatives for the families. In particular this implies that for given $n \geq 3$ and $k \neq 0$, the superelliptic equation $x^{n}-y^{n-1}=k$ has only finitely many integral solutions $x, y$ and all of them can be, at least in principle, effectively determined. For $n=3$, this latter equation is just the so-called Mordell equation.

- As a consequence of an earlier version of Theorem 6.6.1. Győry [Győry (1976)] showed that if $f \in \mathbb{Z}[X]$ is a monic polynomial of degree $n$ with non-zero discriminant $D(f)$, then there exists $a \in \mathbb{Z}$ such that

$$
\left|f^{(i)}(a)\right| \leq \exp \left\{c_{1}|D(f)|^{c_{2}}\right\}, i=0,1, \ldots, n-1,
$$

where $c_{1}, c_{2}$ are effectively computable numbers which depend only on $n$.

- In [Győry (1976)], Győry proved a more general version of Theorem 6.6.1 for nonmonic polynomials and as a consequence he showed that if $f(X)=a_{0} X^{n}+a_{1} X^{n-1}+$ $\cdots+a_{n} \in \mathbb{Z}[X]$ with non-zero discriminant $D$ and $0<\left|a_{0}\right|=A,\left|a_{i}\right|=A_{i}$ for some $1 \leq i \leq n$, then the height of $f$ can be effectively estimated from above in terms of $n$, $D, A$ and $A_{i}$. See also [Ribenboim (2006)].
- For a primitive integral element $\alpha$ of $L$, denote by $\mathscr{N}_{\alpha}$ the set $\left\{0,1, \ldots,\left|N_{L / Q}(\alpha)\right|-1\right\}$. We say that $\left(\alpha, \mathscr{N}_{\alpha}\right)$ is a canonical number system in $L$ if every element $\beta$ of $O_{L}$ can be represented uniquely in the form

$$
\beta=a_{0}+a_{1} \alpha+\cdots+a_{k} \alpha^{k} \text { with } a_{0}, \ldots, a_{k} \in \mathscr{N}_{\alpha}
$$

and with a non-negative integer $k$ (depending on $\beta$ ). Kovács [Kovács (1981)] proved that in $L$ there exists a canonical number system if and only if $L$ has a power integral basis. Further, using an earlier version from [Győry (1976)] of Corollary 6.2.5. [Kovács
and Pethő (1991)] gave an algorithm for determining all canonical number systems in $L$. A detailed treatment can be found in Section 11.1

- Let $f, g \in \mathbb{Z}[X]$ be monic irreducible polynomials of respective degrees $p$ and $n \geq 2$ where $p$ is a prime, and suppose that the splitting field of $f$ is real and the splitting field of $g$ is a totally imaginary quadratic extension of a totally real number field. Using his first version of Theorem 6.6.1 Győry [Győry (1972)] proved that for fixed $p$ and $g$, there are only finitely many $\mathbb{Z}$-equivalence classes of $f$ with the properties specified above such that $g(f(X))$ is reducible over $\mathbb{Q}$. Moreover, he gave explicit upper bounds for the heights of such $f$ so that these can be, at least in principle, effective determined. For the polynomials $g$ considered above, this gave an answer in a more general form for a problem of [A. Brauer, R. Brauer and H. Hopf (1926)].
- Various variants of the arithmetic graphs involved in the proofs of Theorems 6.1.1 and 6.1.2 were used by Győry to studying among others polynomials of given discriminant, pairs of polynomials of given resultant, irreducible polynomials and decomposable form equations; for surveys see [Győry (1980c, 2008b)].
- For an application of an earlier version (see [Győry (1976)]) of Corollary 6.2.2 to integral-valued polynomials over the set of algebraic integers of bounded degree, see [Peruginelli (2014)].
- For an applications of Corollary 6.4.2 to so-called binomially equivalent numbers, see [Yingst (2006)].


## Algorithmic resolution of discriminant form and index form equations

To give explicit upper bounds for the solutions of discriminant and index equations over $\mathbb{Z}$, in Chapter 6 we reduced these equations to discriminant form and index form equations. The bounds obtained make it possible, at least in principle, to solve the equations under consideration. However, these bounds are too large for practical use.

In this chapter we deal with the resolution of concrete discriminant form equations of the form

$$
\begin{equation*}
D_{L / Q}\left(\omega_{2} x_{2}+\cdots+\omega_{n} x_{n}\right)=D \text { in } x_{2}, \ldots, x_{n} \in \mathbb{Z} \tag{7.1}
\end{equation*}
$$

where $D$ is a given non-zero integer and $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$ is an integral basis in an algebraic number field $L$ of degree $n \geq 3$. Equivalently, we consider also the index form equation

$$
\begin{equation*}
I\left(x_{2}, \ldots, x_{n}\right)= \pm I \text { in } x_{2}, \ldots, x_{n} \in \mathbb{Z} \tag{712}
\end{equation*}
$$

where $I\left(X_{2}, \ldots, X_{n}\right)$ is the index form corresponding to the integral basis under consideration. Further, we may assume that $I$ is a positive integer such that $D=I^{2} D_{L}$ holds, where $D_{L}$ denotes the discriminant of $L$.

Having a method for solving equations (7]1) resp. (772) enables one to solve other discriminant and index equations as well, treated in the previous chapter. For example, one can find all integral elements of $L$ with a given non-zero discriminant resp. with given index, and in particular all power integral bases. Moreover, it enables one to determine the minimal index $m(L)$ of $L$ for which (7.2) is solvable, and find all integral elements in $L$ with minimal index. Indeed, all $I$ under the upper bound given in 6.8.1 for $m(L)$ are candidates for the minimal index of $L$. Thus one can consider the values $I=1,2, \ldots$ until one obtains a solution of (7,2).

For cubic and quartic number fields $L$ and for certain special number fields
of degree 6,8 resp. 9 having a proper subfield, there are methods for solving discriminant form and index form equations via cubic and quartic Thue equations. Recall that a Thue equation of degree $n$ is an equation of the type $F(x, y)=m$ with unknowns $x, y \in \mathbb{Z}$, where $F \in \mathbb{Z}[X, Y]$ is a binary form of degree $n$ and $m$ is a non-zero integer. From an algorithmical point of view this approach is particularly efficient, because there exist easily applicable computational methods for the resolution of Thue equations of low degree. However, the methods involving Thue equations cannot be applied in general to number fields of degree $>4$, for example to quintic fields.
A combination of the methods presented in Chapter 6 and the algorithmic resolution of unit equations explained in [Evertse and Győry (2015), chap. 5] provides a general approach for solving discriminant form and index form equations. As in Chapter 6, equations (7/1) resp. (7,2) can be reduced to equation systems consisting of unit equations in two unknowns. Then these unit equations can be solved using the algorithm described in [Evertse and Győry (2015), Chap. 5], provided that the number of unknown exponents in these equations viewed as exponential equations is within the applicability of the enumeration procedure.

In the present chapter we first present the general approach involving unit equations. Following [Gaál and Győry (1999)], we give a detailed treatment of the general algorithm in case of quintic fields, and illustrate the method with some numerical examples. Then we shall briefly deal with the resolution of index form equations in cubic and quartic number fields and in certain other special fields when $(7,2)$ can be reduced to Thue equations of degree at most 4. Finally, in the last section we give a brief survey on some special number fields $L$ and special integers $I$ for which equation (7/2) is solvable, resp. not solvable. Our presentation will be self-contained, i.e., we will work out the arguments from [Evertse and Győry (2015), chap. 5], specialized to the situation considered here.
Further details and related results for relative extensions, parametric families of number fields, $p$-adic versions and examples can be found in [Smart (1993, 1996, 1998)], [Wildanger (1997, 2000)], [Gaál (2002)], [Bilu, Gaál and Győry (2004)] and [Gaál and Nyul (2006)].

### 7.1 Solving discriminant form and index form equations via unit equations, a general approach

Smart [Smart (1993, 1995, 1996)] was the first to solve discriminant form equations via unit equations. Using the method of proof of Theorem 6.1.1

Smart and later Wildanger [Wildanger (1997, 2000)] reduced equation (7]1) resp. (7/2) to unit equations of the form

$$
\begin{equation*}
\delta_{j k} \varepsilon_{j k}+\delta_{k i} \varepsilon_{k i}+\delta_{i j} \varepsilon_{i j}=0 \tag{7.1.1}
\end{equation*}
$$

in the normal closure $N$ of $L$ over $\mathbb{Q}$, resp. in the field $L^{(i)} L^{(j)} L^{(k)}$, where $\varepsilon_{i j}, \varepsilon_{j k}$, $\varepsilon_{k i}$ are unknown units and $L^{(i)}, L^{(j)}, L^{(k)}$ are conjugates of $L$ over $\mathbb{Q}$ for distinct $i, j, k$ with $1 \leq i, j, k \leq n$. Representing $\varepsilon_{j k} / \varepsilon_{i j}, \varepsilon_{k i} / \varepsilon_{i j}$ in an appropriate system of fundamental units $\eta_{1}, \ldots, \eta_{r}$ in $N$, resp. in $L^{(i)} L^{(j)} L^{(k)}$, 7.1.1) can be written in the form

$$
\begin{equation*}
\delta_{j k}^{\prime} \eta_{1}^{b_{1}} \cdots \eta_{r}^{b_{r}}+\delta_{k i}^{\prime} \eta_{1}^{b_{1}^{\prime}} \cdots \eta_{r}^{b_{r}^{\prime}}=-\delta_{i j} \tag{7.1.2}
\end{equation*}
$$

with suitable $\delta_{j k}^{\prime}, \delta_{k i}^{\prime}$, where $b_{p}, b_{p}^{\prime}, p=1, \ldots, r$, are unknown integer exponents. Smart and Wildanger diminished the number of the arising equations (7.1.1) to be solved by using the action of the Galois group $G$ of $N / \mathbb{Q}$ on these equations. Further, by means of Baker's method and the reduction techniques discussed in [Evertse and Győry (2015), chap. 5] they gave relatively small upper bounds for the absolute values of $b_{p}$ and $b_{p}^{\prime}$. Finally Smart applied a sieving process, while Wildanger utilized his enumeration algorithm described in [Evertse and Győry (2015), chap. 5] for finding the solutions $b_{p}, b_{p}^{\prime}$ under the obtained bounds. Wildanger used his algorithm to solve index form equations in normal number fields $L$ with unit rank not exceeding 10. In particular, he completely solved equation (7,2) for $I=1$ in all cyclotomic fields of degree at most 12 .

It was pointed out in [Evertse and Győry (2015), chap. 5] that to solve equations of the form (7.1.2) the size of $r$, that is the unit rank of $N$ resp. $L^{(i)} L^{(j)} L^{(k)}$, is crucial. Combining the method of proof of Theorem 6.1.1 with the general algorithm described in [Evertse and Győry (2015), chap. 5], equation (7]1) resp. (722) can be solved if the unit rank of $N$ resp. $L^{(i)} L^{(j)} L^{(k)}$ is not greater than 12. However, this unit rank can attain the values $n!-1$ and $n(n-1)(n-2)-1$, according as (7.1.2 is considered in $N$ or in $L^{(i)} L^{(j)} L^{(k)}$. For $n>3$, these values are, however, beyond the applicability of the enumeration algorithm for finding the small solutions of (7.1.2).
The proof of Theorem 6.1.2 provides a considerable refinement of the general approach by reducing equation (7,1) resp. (7,2) to unit equations having much fewer unknown exponents. The first step is to transform (7)1, resp. (7,2) into another, more convenient form. Then, if $N$ is 'small' in the sense defined in Section6.1. Dirichlet's unit theorem implies that, in (7.1.2), $r \leq n(n-1) / 2-1$ holds. When $N$ is 'large', then for each distinct $i, j$ with $1 \leq i, j \leq n, \varepsilon_{i j}$ in (7.1.1) is a unit in the subfield $L_{i j}$ of $L^{(i)} L^{(j)}$, defined in Section 6.1. We recall that $L_{i j}$ is of degree at most $n(n-1) / 2$ over $\mathbb{Q}$. It was shown in the proof of The-
orem 6.1.2 that in this case it suffices to deal with those equations 7.1.1 for which there is a $\sigma \in G$ such that $\sigma\left(\varepsilon_{i j}\right)=\varepsilon_{i k}$. First assume that $L_{i j}$ and $L_{j k}$ are not conjugate. Then taking appropriate systems of fundamental units $\mu_{1}, \ldots, \mu_{s}$ and $v_{1}, \ldots, v_{t}$ in $L_{i j}$ and $L_{j k}$, respectively, we can write equation 7.1.1) in the form

$$
\delta_{k i}^{\prime \prime} \prod_{p=1}^{s}\left(\sigma\left(\mu_{p}\right) / \mu_{p}\right)^{b_{p}}+\delta_{j k}^{\prime \prime}\left(\prod_{p=1}^{s} \mu_{p}^{-b_{p}}\right)\left(\prod_{q=1}^{t} v_{q}^{b_{q}^{\prime}}\right)=-\delta_{i j}
$$

with suitable $\delta_{k i}^{\prime \prime}, \delta_{j k}^{\prime \prime}$ and with unknown exponents $b_{p}, b_{q}^{\prime}$. Then it follows from 6.3.13) that $s+t \leq n(n-1) / 2-2$, that is the number of unknown exponents is indeed much fewer than in the proofs of Smart, Wildanger and in that of Theorem 6.1.1. This situation becomes even simpler if $L_{i j}$ and $L_{j k}$ are conjugate, say $\tau\left(L_{i j}\right)=L_{j k}$ for some $\tau \in G$. This is always the case when $G$ is doubly transitive. Then we infer from 7.1.1) that

$$
\delta_{k i}^{\prime \prime} \prod_{p=1}^{s}\left(\sigma\left(\mu_{p}\right) / \mu_{p}\right)^{b_{p}}+\delta_{j k}^{\prime \prime} \prod_{p=1}^{s}\left(\tau\left(\mu_{p}\right) / \mu_{p}\right)^{b_{p}}=-\delta_{i j}
$$

where $s \leq n(n-1) / 2-1$. This means that independently of the fact that $N$ is 'large' or not, it suffices to solve unit equations having at most $n(n-1) / 2-1$ unknown exponents.

In concrete cases one can use the corresponding argument from the proof of Theorem 6.1.2 to find a minimal set of unit equations which have to be solved. If in particular $n \geq 5$ and $G=S_{n}$ or $A_{n}$ then it is enough to solve a single unit equation of the form (7.1.1) because in these cases there is only one Galois orbit of the unit equations under consideration. If the corresponding unit equations are already solved, then we can determine the possible values of $\varepsilon_{i j} / \varepsilon_{1,2}$ for each distinct $i$ and $j$. Then $\varepsilon_{1,2}$ can be easily determined from (7,1) resp. (7,2) and the solutions $x_{2}, \ldots, x_{n}$ of (7,1) resp. (7,2) can be found by solving the arising systems of linear equations as in the proofs of Theorems 6.1 .1 and 6.1.2.

The combination of the above-presented refinement of the general approach and the general method described in [Evertse and Győry (2015), chap. 5]) provides a general algorithm for solving (7,1) resp. (7,2) in any number field $L$ for which $n \leq 5$ or the unit rank of $N$ is at most 12 , provided that $\left|D_{L}\right|$ and $|D|$ resp. I are not too large. Following [Gaál and Győry (1999)], we give below a detailed presentation of this algorithm in quintic number fields.
In [Bilu, Gaál and Győry (2004)], the authors extended the applicability of the general algorithm by refining the enumeration procedure for finding the small solutions of the arising unit equations. This refinement enabled them to solve equation (7,2) for $n=6$, even in the most difficult case when $L$ is totally
real and the Galois group is $S_{6}$. In this case the corresponding equations of the form 7.1.2 have 14 unknown exponents while the unit rank of $N$ is $6!-1$. Then the CPU time was, however, far longer than in the lower degree cases, it was about 5 months. For $n=7$, in the most difficult situation the number of unknown exponents can attain 20 which is already beyond the applicability of the presently known algorithms for solving unit equations.

### 7.1.1 Quintic number fields

Let $L$ be a quintic number field and $N$ the normal closure of $L$ over $\mathbb{Q}$. Then the general index form equation (7,2) takes the form

$$
\begin{equation*}
I\left(x_{2}, \ldots, x_{5}\right)= \pm I \quad \text { in } x_{2}, \ldots, x_{5} \in \mathbb{Z} \tag{7.1.3}
\end{equation*}
$$

where $I$ is a positive integer and $I\left(X_{2}, \ldots, X_{5}\right)$ is the index form corresponding to an integral basis $\left\{1, \omega_{2}, \ldots, \omega_{5}\right\}$ of $L$.

The possible Galois group of $L$ is $C_{5}$ (the cyclic group), $D_{5}$ (the dihedral group of order 10), $M_{20}$ (the metacyclic group of degree 5), $A_{5}$ or $S_{5}$; cf. [Cohen (1993)]. By a theorem of M. N. Gras [Gras (1986)], 7.1.3) has no solution for $I=1$ and for Galois group $C_{5}$, except for the case when $L$ is the maximal real subfield of the 11th cyclotomic field. The cardinalities of the groups $C_{5}$ and $D_{5}$ do not exceed 10 , hence in these cases equation 7.1.3 leads, in the normal closure of $L$, to unit equations of the form (7.1.2) with $r \leq 9$. Then the algorithm presented in [Evertse and Győry (2015), chap. 5] can be applied to find all solutions of the unit equations under consideration, whence the complete solution of (7.1.3) easily follows.
Following [Gaál and Győry (1999)] we consider 7.1.3) in the most difficult case when $L$ is totally real and has Galois group $M_{20}, A_{5}$ or $S_{5}$. With the terminology of Chapter 6 this means that $N$ is "large". As an illustration of the method all solutions of the corresponding index form equation (7.1.3) are calculated for $I=1$ in a totally real quintic field with Galois group $S_{5}$.

Reduction to unit equations. In what follows, we suppose that $L$ is a totally real quintic field with ring of integers $O_{L}$, discriminant $D_{L}$ and with Galois group $M_{20}, A_{5}$ or $S_{5}$. Let $\xi$ be an integral generator of $L$ with conjugates $\xi^{(1)}=$ $\xi, \xi^{(2)}, \ldots, \xi^{(5)}$ over $\mathbb{Q}$. We set $L^{(i)}=\mathbb{Q}\left(\xi^{(i)}\right)$ for $i=1, \ldots, 5$.

As in the proof of Theorem 6.1.2, we first transform (7.1.3) into a more convenient form using Lemma6.3.1. We recall that for $l(\mathbf{X})=\omega_{2} X_{2}+\cdots+\omega_{5} X_{5}$

$$
\begin{equation*}
D_{L / \mathbb{Q}}(l(\mathbf{X}))=I^{2}\left(X_{2}, \ldots, X_{5}\right) D_{L} \tag{7.1.4}
\end{equation*}
$$

holds. We set $I_{0}=I(\xi)$. For each solution $\mathbf{x}=\left(x_{2}, \ldots, x_{5}\right)$ of 7.1.3), we have

$$
\begin{equation*}
I_{0} l(\mathbf{x})=y_{1}+\xi y_{2}+\cdots+\xi^{4} y_{5}=\widetilde{l}(\mathbf{y}) \tag{7.1.5}
\end{equation*}
$$

with some $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{5}\right) \in \mathbb{Z}^{5}$. We are going to determine $y_{2}, \ldots, y_{5}$. After having all solutions $y_{2}, \ldots, y_{5}$, the corresponding $x_{2}, \ldots, x_{5}$ can be easily determined by using the representations

$$
\omega_{i}=\frac{a_{i 1}+a_{i 2} \xi+\cdots+a_{i 5} \xi^{4}}{I_{0}}, \quad i=2, \ldots, 5
$$

where $a_{i j}$ are appropriate rational integers. Putting

$$
\widetilde{l}_{i j}(\mathbf{Y})=\widetilde{l}^{(i)}(\mathbf{Y})-\widetilde{l}^{(j)}(\mathbf{Y})
$$

for distinct $i, j$ with $1 \leq i, j \leq 5$ and using (7.1.4, (7.1.5), equation (7.1.3) leads to the equation

$$
\begin{equation*}
\prod_{\substack{1 \leq i, j \leq 5 \\ i \neq j}} \widetilde{l}_{i j}(\mathbf{y})=I_{0}^{20} I^{2} D_{L} \text { in } \mathbf{y}=\left(y_{2}, \ldots, y_{5}\right) \in \mathbb{Z}^{4} \tag{7.1.6}
\end{equation*}
$$

Consider the subfield $L_{i, j}=\mathbb{Q}\left(\xi^{(i)}+\xi^{(j)}, \xi^{(i)} \xi^{(j)}\right)$ of $L^{(i)} L^{(j)}$. The groups $M_{20}$, $A_{5}$ and $S_{5}$ being doubly transitive, the field $L^{(i)} L^{(j)}$ is of degree $5 \cdot 4=20$ over $\mathbb{Q}$. The elements of $L_{i, j}$ remain fixed under the action $(i, j) \rightarrow(j, i)$ of the Galois group. Hence $L_{i, j}$ is a proper subfield of $L^{(i)} L^{(j)}$. Since $\mathbb{Q}\left(\xi^{(i)}, \xi^{(j)}\right)$ is a quadratic extension of $L_{i, j}$, in our case $L_{i, j}$ is of degree 10 over $\mathbb{Q}$. But $L_{i, j}$ is totally real, thus the unit rank of $L_{i, j}$ is 9 .

Let $\lambda^{(i, j)}$ denote the conjugate of any $\lambda=\lambda^{(1,2)} \in L_{1,2}$ corresponding to $\xi^{(i)}+\xi^{(j)}, \xi^{(i)} \xi^{(j)}(1 \leq i<j \leq 5)$, and for simplicity let $\lambda^{(j, i)}=\lambda^{(i, j)}$. We infer from (7.1.5) that for each solution $\mathbf{y}=\left(y_{2}, \ldots, y_{5}\right)$ of 7.1.6)

$$
\begin{equation*}
\delta=\frac{\widetilde{l}_{1,2}(\mathbf{y})}{\xi^{(1)}-\xi^{(2)}} \tag{7.1.7}
\end{equation*}
$$

is an integer in the field $L_{1,2}$. In view of 7.1.5, equation 7.1.6 can be written in the form

$$
\prod_{1 \leq i<j \leq 5} \delta^{(i, j)}= \pm I_{0}^{9} I
$$

This is a norm equation in $L_{1,2}$. Thus there exists an integer $\gamma$ of norm $\pm I_{0}^{9} I$ and a unit $\eta$ in $L_{1,2}$ such that

$$
\begin{equation*}
\delta^{(i, j)}=\gamma^{(i, j)} \eta^{(i, j)} \tag{7.1.8}
\end{equation*}
$$

for any $i, j$ with $1 \leq i<j \leq 5$. We note that the following computations must be performed for a complete set of non-associate elements $\gamma$ of norm $\pm I_{0}^{9} I$.

For any distinct $i, j, k$ we have

$$
\begin{equation*}
\widetilde{l}_{i j}(\mathbf{Y})+\widetilde{l}_{j k}(\mathbf{Y})+\widetilde{l}_{k i}(\mathbf{Y})=0 . \tag{7.1.9}
\end{equation*}
$$

Put

$$
\begin{equation*}
\alpha^{(i j k)}=\frac{\gamma^{(i, j)}\left(\xi^{(i)}-\xi^{(j)}\right)}{\gamma^{(i, k)}\left(\xi^{(i)}-\xi^{(k)}\right)} . \tag{7.1.10}
\end{equation*}
$$

Let $\left\{\varepsilon_{1}, \ldots, \varepsilon_{9}\right\}$ be a set of fundamental units in $L_{1,2}$. Then there are rational integer exponents $b_{1}, \ldots, b_{9}$ such that

$$
\eta^{(i, j)}= \pm\left(\varepsilon_{1}^{(i, j)}\right)^{b_{1}} \cdots\left(\varepsilon_{9}^{(i, j)}\right)^{b_{9}}
$$

for any $(i, j)$ with $1 \leq i<j \leq 5$. Let

$$
\begin{equation*}
v_{r}^{(i j k)}=\varepsilon_{r}^{(i, j)} / \varepsilon_{r}^{(i, k)} \text { for } r=1, \ldots, 9 . \tag{7.1.11}
\end{equation*}
$$

Then, using 7.1.5, 7.1.7, 7.1.8, 7.1.10 and 7.1.11 we deduce from (7.1.9) that

$$
\begin{equation*}
\alpha^{(i j k)} \prod_{r=1}^{9}\left(v_{r}^{(i j k)}\right)^{b_{r}}+\alpha^{(k j i)} \prod_{r=1}^{9}\left(v_{r}^{(k j i)}\right)^{b_{r}}=1 . \tag{7.1.12}
\end{equation*}
$$

We shall now adapt the algorithm presented in [Evertse and Győry (2015), chap. 5] for equation (7.1.12), using the special feature of (7.1.12).

Application of Baker-type estimates. We follow [Gaál and Győry (1999)]. Their approach is based on the following estimate of Baker and Wüstholz [Baker and Wüstholz (1993), Theorem]. We choose the principal value of the logarithm, with $|\operatorname{Im} \log z| \leq \pi$ for $z \in \mathbb{C} \backslash\{0\}$.

Theorem 7.1.1 Let $\alpha_{1}, \ldots, \alpha_{n}(n \geq 2)$ be non-zero complex algebraic numbers with $\left[\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{n}\right): \mathbb{Q}\right]=d$, and let $b_{1}, \ldots, b_{n}$ be rational integers such that

$$
\Lambda:=b_{1} \log \alpha_{1}+\cdots+b_{n} \log \alpha_{n} \neq 0
$$

Then

$$
\log |\Lambda| \geq-C(n, d) h^{\prime}\left(\alpha_{1}\right) \cdots h^{\prime}\left(\alpha_{n}\right) \log B
$$

where

$$
\begin{aligned}
& h^{\prime}\left(\alpha_{i}\right):=\max \left(h\left(\alpha_{i}\right), \frac{1}{d}\left|\log \alpha_{i}\right|, \frac{1}{d}\right) \text { for } i=1, \ldots, d, \\
& B:=\max \left(\left|b_{1}\right|, \ldots,\left|b_{n}\right|, e\right) \\
& C(n, d):=18(n+1)!\cdot n^{n+1}(32 d)^{n+2} \log (2 n d) .
\end{aligned}
$$

Matveev [Matveev (2000)] obtained a sharper lower bound, with $C(n, d)$ of the shape $(c d)^{c^{\prime} n}$ where $c, c^{\prime}$ are effectively computable absolute constants. This sharper version does not lead to a speed-up of our algorithm.

We keep the notation from the previous section. Putting

$$
\begin{equation*}
\mu^{(i j k)}=\prod_{r=1}^{9}\left(v_{r}^{(i j k)}\right)^{b_{r}}, \tag{7.1.13}
\end{equation*}
$$

we infer that

$$
\begin{equation*}
\sum_{r=1}^{9} b_{r} \log \left|v_{r}^{(i j k)}\right|=\log \left|\mu^{(i j k)}\right| \tag{7.1.14}
\end{equation*}
$$

The column vectors of the $60 \times 9$ matrix

$$
\begin{equation*}
\left(\log \left|v_{r}^{(i j k)}\right|\right)_{1 \leq i, j, k \leq 5,1 \leq r \leq 9} \tag{7.1.15}
\end{equation*}
$$

are linearly independent, where all distinct indices $i, j, k$ between 1 and 5 are considered. This follows by using the facts that all 9 th order minors of the $10 \times 9$ matrix $\left(\log \left|\varepsilon_{r}^{(i, j)}\right|\right)_{1 \leq i<j \leq 5,1 \leq r \leq 9}$ are different from zero and that the sum of the row vectors of this matrix is the zero vector. We can now select nine triples $(i, j, k)$ such that the left hand sides of the corresponding linear equations in 7.1.14) are linearly independent. Let $M$ be the $9 \times 9$ matrix composed of these coefficients. Let $\left(i_{0}, j_{0}, k_{0}\right)$ denote the triple $(i, j, k)$ for which $|\log | \mu^{(i j k)}| |$ attains its maximum. Then multiplying by the inverse $M^{-1}$ of $M$ we can express $b_{1}, \ldots, b_{9}$ and we conclude that

$$
\begin{equation*}
B=\max _{1 \leq r \leq 9}\left|b_{r}\right| \leq c_{1}|\log | \mu^{\left(i_{0} j_{0} k_{0}\right)} \|, \tag{7.1.16}
\end{equation*}
$$

where $c_{1}$ is the row norm of $M^{-1}$, that is the maximum sum of the absolute values of the elements in the rows of $M^{-1}$. Note that the nine equations should be selected so that $c_{1}$ becomes as small as possible. Now if $\left|\mu^{\left(i_{0} j_{0} k_{0}\right)}\right|<1$ then $\log \left|\mu^{\left(i_{0} j_{0} k_{0}\right)}\right| \leq-B / c_{1}$, and if $\left|\mu^{\left(i_{0} j_{0} k_{0}\right)}\right|>1$ then the same holds for $\mu^{\left(i_{0} k_{0} j_{0}\right)}=$ $1 / \mu^{\left(i_{0} j_{0} k_{0}\right)}$. Thus we conclude that $\left|\mu^{\left(i_{0} j_{0} k_{0}\right)}\right|$ is small for a certain triple ( $i_{0}, j_{0}, k_{0}$ ). In what follows, for simplicity we omit the subindices, that is we assume that

$$
\begin{equation*}
\log \left|\mu^{(i j k)}\right| \leq-B / c_{1} \tag{7.1.17}
\end{equation*}
$$

Set $c_{2}=\left|\alpha^{(i j k)}\right|$. Then using 7.1.14, (7.1.16) and the inequality $|\log z| \leq$ $2|z-1|$ which holds for $|z-1|<0.795$ we deduce from 7.1.12) that

$$
\begin{equation*}
|\log | \alpha^{(k j i)}\left|+\sum_{r=1}^{9} b_{r} \log \right| v_{r}^{(k j i)}| | \leq 2 c_{2} \exp \left(-B / c_{1}\right), \tag{7.1.18}
\end{equation*}
$$

provided that the right hand side is $<0.795$. This may be assumed because
otherwise we get a much better upper bound for $B$. In our example the terms in the above linear form in logarithms are linearly independent over $\mathbb{Q}$, and in [Gaál and Győry (1999)] Theorem 7.1.1 was used to get a lower estimate of the form

$$
\begin{equation*}
|\log | \alpha^{(k j i)}\left|+\sum_{r=1}^{9} b_{r} \log \right| v_{r}^{(k j i)}| |>\exp \left\{-C_{0} \log B\right\} \tag{7.1.19}
\end{equation*}
$$

with a large constant $C_{0}$. Comparing the upper and lower estimates for the above linear form we obtain an upper bound $B_{0}$ for $B$.

We note that here, instead of Theorem7.1.1, we could have used the estimate from [Matveev (2000)] to prove 7.1.19) with a constant $C_{1}$ which is smaller than $C_{0}$. Together with 7.1.12 and 7.1.17) this would yield a slightly better upper bound for $B$. This improvement would be, however, irrelevant for our purpose because in numerical cases $B$ can be drastically reduced by means of the LLL-algorithm.

Reduction of the bounds. We first explain the notion of an LLL-reduced basis, and then discuss our reduction method.

Here, a lattice in $\mathbb{R}^{n}$ is an additive subgroup of $\mathbb{R}^{n}$ of the shape

$$
\mathscr{L}=\left\{z_{1} \mathbf{a}_{1}+\cdots+z_{t} \mathbf{a}_{t}: z_{1}, \ldots, z_{t} \in \mathbb{Z}\right\}
$$

where $1 \leq t \leq n$ and $\mathbf{a}_{1}, \ldots, \mathbf{a}_{t}$ are linearly independent vectors in $\mathbb{R}^{n}$. We call $t$ the dimension of $\mathscr{L}$ and $\mathbf{a}_{1}, \ldots, \mathbf{a}_{t}$ a basis of $\mathscr{L}$ (here the ordering of these vectors matters). A.J. Lenstra, H.W. Lenstra Jr. and L.Lovász introduced in [Lenstra, Lenstra and Lovász (1982)] what is nowadays called an LLLreduced basis of a lattice. They proved that every lattice in $\mathbb{R}^{n}$ has such a basis. Further, they developed a very practical algorithm (nowadays called the LLLalgorithm), which from any lattice given by a basis computes a reduced basis of this lattice. (In fact, Lenstra, Lenstra and Lovász formally stated their results only for lattices of maximal rank $n$, but the generalization to arbitrary lattices is implicit in their proof; see also [Pohst (1993)]. For extensive details, with a description of the algorithm and a run-time analysis, we refer to [Lenstra, Lenstra and Lovász (1982)].
We recall the definition of an LLL-reduced basis of a lattice. We use the standard inner product and Euclidean norm on $\mathbb{R}^{n}$, given by

$$
\langle\mathbf{a}, \mathbf{b}\rangle:=\sum_{i=1}^{n} a_{i} b_{i},\|\mathbf{a}\|:=\langle\mathbf{a}, \mathbf{a}\rangle^{1 / 2}
$$

for $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right), \mathbf{b}=\left(b_{1}, \ldots, b_{n}\right) \in \mathbb{R}^{n}$.
Let $\mathscr{L}$ be a $t$-dimensional lattice in $\mathbb{R}^{n}$ with basis $\mathbf{a}_{1}, \ldots, \mathbf{a}_{t}$. By means of
the Gram-Schmidt orthogonalization process one obtains an orthogonal basis $\mathbf{a}_{1}^{*}, \ldots, \mathbf{a}_{t}^{*}$ of the vector space spanned by $\mathbf{a}_{1}, \ldots, \mathbf{a}_{t}$ which is defined inductively by

$$
\begin{equation*}
\mathbf{a}_{i}^{*}=\mathbf{a}_{i}-\sum_{j=1}^{i-1} \mu_{i j} \mathbf{a}_{j}^{*}, \quad 1 \leq i \leq t, \tag{7.1.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{i j}=\left\langle\mathbf{a}_{i}, \mathbf{a}_{j}^{*}\right\rangle /\left\|\mathbf{a}_{j}^{*}\right\|^{2}, \quad 1 \leq j<i \leq t . \tag{7.1.21}
\end{equation*}
$$

Definition 7.1.2 A basis $\mathbf{a}_{1}, \ldots, \mathbf{a}_{t}$ of a lattice $\mathscr{L}$ in $\mathbb{R}^{n}$ is called LLL-reduced if $\mathbf{a}_{1}, \ldots, \mathbf{a}_{t}$ and the vectors $\mathbf{a}_{1}^{*}, \ldots, \mathbf{a}_{t}^{*}$ of the corresponding orthogonal basis satisfy

$$
\begin{equation*}
\left|\mu_{i j}\right| \leq \frac{1}{2}, \quad 1 \leq j<i \leq t \tag{7.1.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathbf{a}_{i}^{*}+\mu_{i, i-1} \mathbf{a}_{i-1}^{*}\right\|^{2} \geq \frac{3}{4}\left\|\mathbf{a}_{i-1}^{*}\right\|^{2}, \quad 1<i \leq t \tag{7.1.23}
\end{equation*}
$$

Clearly, 7.1.23) can be rewritten as

$$
\left\|\mathbf{a}_{i}^{*}\right\|^{2} \geq\left(\frac{3}{4}-\mu_{i, i-1}^{2}\right)\left\|\mathbf{a}_{i-1}^{*}\right\|^{2}
$$

LLL-reduced bases have several useful properties. What is of particular importance is that the first vector $\mathbf{a}_{1}$ of an LLL-reduced basis of a lattice $\mathscr{L}$ is not much larger than the shortest non-zero vector in $\mathscr{L}$.

Proposition 7.1.3 Let $\mathbf{a}_{1}, \ldots, \mathbf{a}_{t}$ be an LLL-reduced basis of a lattice $\mathscr{L}$ in $\mathbb{R}^{n}$ with associated orthogonal basis $\mathbf{a}_{1}^{*}, \ldots, \mathbf{a}_{t}^{*}$ defined in 7.1.20. Then we have

$$
\left\|\mathbf{a}_{1}\right\|^{2} \leq 2^{t-1}\|\mathbf{x}\|^{2} \text { for every } \mathbf{x} \in \mathscr{L} \backslash\{\mathbf{0}\}
$$

Proof See [Lenstra, Lenstra and Lovász (1982)] for $t=n$, and [Pohst (1993)] in the case $2 \leq t \leq n$.

We now explain our method to reduce the upper bound for $B$ in 7.1.18. Notice that 7.1.18 is of the form

$$
\begin{equation*}
\left|b_{1} \vartheta_{1}+\cdots+b_{t} \vartheta_{t}\right|<c_{3} \exp \left\{-c_{4} B\right\} \tag{7.1.24}
\end{equation*}
$$

where $\vartheta_{1}, \ldots, \vartheta_{t}$ are logarithms of some non-zero algebraic numbers, $c_{3}, c_{4}$ are given explicit positive constants, and $b_{1}, \ldots, b_{t}$ are unknown rational integers such that

$$
0<\max \left(\left|b_{1}\right|, \ldots,\left|b_{t}\right|\right) \leq B \text { and } B \leq B_{0}
$$

with some explicit constant $B_{0}$.
We want to substantially reduce this upper bound $B_{0}$ in the following way. Consider the inequality (7.1.24), where $\vartheta_{1}, \ldots, \vartheta_{t}$ are real or complex numbers. Denote by $\mathscr{L}$ the $t$-dimensional lattice spanned by the columns of the $(t+2) \times t$ matrix

$$
\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & 1 \\
C \operatorname{Re}\left(\vartheta_{1}\right) & C \operatorname{Re}\left(\vartheta_{2}\right) & \cdots & C \operatorname{Re}\left(\vartheta_{t}\right) \\
C \operatorname{Im}\left(\vartheta_{1}\right) & C \operatorname{Im}\left(\vartheta_{2}\right) & \cdots & C \operatorname{Im}\left(\vartheta_{t}\right)
\end{array}\right)
$$

where $C$ is a large constant to be specified in numerical cases. The last row can be omitted if $\vartheta_{1}, \ldots, \vartheta_{t}$ are all reals. Using the LLL-algorithm we can compute an LLL-reduced basis of $\mathscr{L}$. Let $\mathbf{a}_{1}$ denote the first vector of this basis.

Lemma 7.1.4 If in 7.1.24) $\max _{i}\left|b_{i}\right| \leq B \leq B_{0}$ and

$$
\begin{equation*}
\left\|\mathbf{a}_{1}\right\| \geq \sqrt{(t+1) 2^{t-1}} B_{0} \tag{7.1.25}
\end{equation*}
$$

then

$$
\begin{equation*}
B \leq \frac{\log C+\log c_{3}-\log B_{0}}{c_{4}} . \tag{7.1.26}
\end{equation*}
$$

This is a slight extension of a result of [Gaál and Pohst (2002)] where it is assumed that $\max _{i}\left|b_{i}\right|=B$ instead of $\leq B$. Our version is more conveniently applicable to (7.1.18).

Proof Following the proof of [Gaál and Pohst (2002), Lemma 1], we denote by $\mathbf{a}_{0}$ the shortest non-zero vector in $\mathscr{L}$. Then it follows from Proposition 7.1.3 that $\left\|\mathbf{a}_{1}\right\|^{2} \leq 2^{t-1}\left\|\mathbf{a}_{0}\right\|^{2}$. Using (7.1.24) and the assumptions of our lemma, we infer that

$$
2^{1-t}\left((t+1) 2^{t-1} B_{0}^{2}\right) \leq 2^{1-t}\left\|\mathbf{a}_{1}\right\|^{2} \leq\left\|\mathbf{a}_{0}\right\|^{2} \leq t B_{0}^{2}+C^{2} c_{3}^{2} \exp \left\{-2 c_{4} B\right\}
$$

This gives

$$
B_{0} \leq C c_{3} \exp \left\{-c_{4} B\right\},
$$

whence (7.1.26 follows.
We note that if in 7.1.24) the numbers $\vartheta_{1}, \ldots, \vartheta_{t}$ are linearly dependent over $\mathbb{Q}$, then the number of unknowns can be reduced and we can apply Lemma 7.1.4 to a lower dimensional lattice.

We expect our Lemma 7.1.4 to reduce our upper bound $B_{0}$ for $B$, because it is believed that the logarithms of algebraic numbers behave as random complex numbers. To ensure 7.1.25 we have to choose $C$ sufficiently large. A suitable value of $C$ is usually of magnitude $B_{0}^{t}$. Then the bound $B_{0}$ is reduced almost to its logarithm. If Lemma 7.1.4 does not reduce our upper bound, a larger $C$ can be chosen and we repeat the procedure.

We apply Lemma 7.1.4 to (7.1.18) as follows. Consider the lattice $\mathscr{L}$ spanned by the columns of the $11 \times 10$ matrix

$$
\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \cdots & \vdots \\
0 & 0 & \cdots & 1 \\
C \log \left|\alpha^{(k j i)}\right| & C \log \left|v_{1}^{(k j i)}\right| & \cdots & C \log \left|v_{9}^{(k j i)}\right|
\end{array}\right)
$$

where $C$ is a large constant which will be specified later. Denote by $\mathbf{a}_{1}$ the first vector of an LLL-reduced basis of $\mathscr{L}$. Then Lemma 7.1.4 gives that if

$$
\begin{equation*}
\left\|\mathbf{a}_{1}\right\|>\sqrt{11} \cdot 2^{9 / 2} B_{0} \tag{7.1.27}
\end{equation*}
$$

then for all solutions $\left(b_{1}, \ldots, b_{9}\right) \in \mathbb{Z}^{9}$ of the inequality 7.1 .18 we have

$$
B \leq c_{1}\left(\log C+\log \left(2 c_{2}\right)-\log B_{0}\right)
$$

We note that if in the linear form in (7.1.18) the terms are linearly dependent over $\mathbb{Q}$ then, as was remarked above on (7.1.24, we have to use Lemma 7.1.4 for a lower dimensional lattice and we can reduce the number of variables.

The reduction procedure has to be performed for all possible triples $(k, j, i)$. Since $(k, j, i)$ and $(k, i, j)$ give the same linear form, we have to consider 30 cases.

To ensure 7.1.27) we have to take $C$ large enough, usually $B_{0}^{10}$ is suitable. We apply Lemma 7.1.4 repeatedly. After $4-5$ steps the procedure does not yield an improvement anymore. In our example the final reduced bound was 133. It was especially hard to perform the first reduction step, where it was needed to take $C=10^{900}$ and use an accuracy of 1300 digits.

Final enumeration. In this section we present an enumeration method to find those solutions $\left(b_{1}, \ldots, b_{9}\right) \in \mathbb{Z}^{9}$ of the unit equation 7.1.12 for which $B=$ $\max _{r}\left|b_{r}\right| \leq B_{R}$. Here $B_{R}$ denotes the reduced bound obtained in the last step of the reduction algorithm.

For a triple $I=(i, j, k)$ of distinct indices $1 \leq i, j, k \leq 5$ set

$$
\begin{equation*}
\alpha^{(I)}=\alpha^{(i j k)}, \mu^{(I)}=\mu^{(i j k)}, v_{r}^{(I)}=v_{r}^{(i j k)} \text { for } r=1, \ldots, 9 . \tag{7.1.28}
\end{equation*}
$$

Further, let

$$
\begin{equation*}
\beta^{(I)}=\alpha^{(I)} \cdot \mu^{(I)} \tag{7.1.29}
\end{equation*}
$$

Then the unit equation 7.1.12) can be written in the form

$$
\begin{equation*}
\beta^{(I)}+\beta^{\left(I^{\prime}\right)}=1 \tag{7.1.30}
\end{equation*}
$$

where $I^{\prime}=(k, j, i)$.
Let $\mathscr{I}=\left(I_{1}, \ldots, I_{q}\right)$ be a set of triples $I$ with the following properties:

1. if $(i, j, k) \in \mathscr{I}$ then either $(k, i, j) \in \mathscr{I}$ or $(k, j, i) \in \mathscr{I}$,
2. if $(i, j, k) \in \mathscr{I}$ then either $(j, k, i) \in \mathscr{I}$ or $(j, i, k) \in \mathscr{I}$,
3. the vectors $\mathbf{e}_{r}=\left(\log \left|v_{r}^{\left(I_{1}\right)}\right|, \ldots, \log \left|v_{r}^{\left(I_{q}\right)}\right|\right)^{T}$ for $r=1, \ldots, 9$ are linearly independent.

Since the matrix 7.1.15 is of rank 9, taking sufficiently many triples, the last condition can be satisfied. Note that choosing a minimal set of triples satisfying the above conditions reduces the amount of necessary computations considerably. Set

$$
\mathbf{a}=\left(\log \left|\alpha^{\left(I_{1}\right)}\right|, \ldots, \log \left|\alpha^{\left(I_{q}\right)}\right|\right)^{T}, \quad \mathbf{b}=\left(\log \left|\beta^{\left(I_{1}\right)}\right|, \ldots, \log \left|\beta^{\left(I_{q}\right)}\right|\right)^{T}
$$

By our notation we have

$$
\begin{equation*}
\mathbf{b}=\mathbf{a}+b_{1} \mathbf{e}_{1}+\cdots+b_{9} \mathbf{e}_{9} \tag{7.1.31}
\end{equation*}
$$

Recalling that $B_{R}$ denotes the reduced bound obtained in the previous section, we set

$$
\log H_{0}=\max _{I \in \mathscr{I}}\left(|\log | \alpha^{(I)}| |+B_{R} \sum_{r=1}^{9}|\log | v_{r}^{(I)} \mid\right)
$$

Then in view of our notation 7.1.13, (7.1.28) and 7.1.29, we have

$$
\begin{equation*}
1 / H_{0} \leq\left|\beta^{(I)}\right| \in H_{0} \tag{7.1.32}
\end{equation*}
$$

for any triple $I=(i, j, k) \in \mathscr{I}$.
The following lemma (cf. [Gaál and Pohst (2002)]) describes how we can replace $H_{0}$ in 7.1.32 by a smaller constant.

Lemma 7.1.5 Let $2<h<H$ be given constants and assume that

$$
1 / H \leq\left|\beta^{(I)}\right| \leq H \text { for all } I \in \mathscr{I}
$$

Then either

$$
\begin{equation*}
1 / h \leq\left|\beta^{(I)}\right| \leq h \text { for all } I \in \mathscr{I} \tag{7.1.33}
\end{equation*}
$$

or there is an $I=(i, j, k) \in \mathscr{I}$ with

$$
\left|\beta^{(I)}-1\right| \leq 1 /(h-1) .
$$

Since our notation is somewhat different from that of [Gaál and Pohst (2002)] we repeat here the proof of this lemma.

Proof Assume that the triple $(i, j, k) \in \mathscr{I}$ violates 7.1.33). Then either $1 / H \leq$ $\left|\beta^{(i j k)}\right| \leq 1 / h$, which by (7.1.30 implies

$$
\begin{equation*}
\left|\beta^{(k j i)}-1\right| \leq 1 / h, \tag{7.1.34}
\end{equation*}
$$

or $h \leq\left|\beta^{(i j k)}\right| \leq H$, whence

$$
\left|\beta^{(j k i)}-1\right|=\left|\beta^{(i k j)}\right|=\left|1 / \beta^{(i j k)}\right| \leq 1 / h .
$$

Note that if the triple $(k, j, i)$ is not in $\mathscr{I}$, but $(k, i, j) \in \mathscr{I}$, then using $\beta^{(k i j)}=$ $1 / \beta^{(k j i)}$, by 7.1.34) we have

$$
\left|\beta^{(k i j)}-1\right| \leq 1 /(h-1)
$$

and we can proceed similarly if the triple $(j, k, i)$ is not in $\mathscr{I}$, but $(j, i, k) \in$ $\mathscr{I}$.

Summarizing, the constant $H$ can be replaced by the smaller constant $h$ if for each $q_{0}\left(1 \leq q_{0} \leq q\right)$ we enumerate directly the set $\mathscr{H}_{q_{0}}$ of those exponents $b_{1}, \ldots, b_{9}$ for which

$$
\begin{equation*}
1 / H \leq\left|\beta^{(I)}\right| \leq H \text { for all } I \in \mathscr{I} \text { and }\left|\beta^{\left(I_{q_{0}}\right)}-1\right| \leq 1 /(h-1) . \tag{7.1.35}
\end{equation*}
$$

We now describe the enumeration of the set $\mathscr{H}_{q_{0}}$ in detail, this being the critical step of the algorithm. Assume that $2<h<H$ and set

$$
\lambda_{p}=\left\{\begin{array}{l}
1 / \log H \text { for } p \neq q_{0}, 1 \leq p \leq q, \\
1 / \log \frac{h-1}{h-2} \text { for } p=q_{0} .
\end{array}\right.
$$

Further, set

$$
\begin{aligned}
\varphi_{q_{0}}(\mathbf{b}) & =\left(\lambda_{1} \log \left|\beta^{\left(I_{1}\right)}\right|, \ldots, \lambda_{q} \log \left|\beta^{\left(I_{q}\right)}\right|\right)^{T} \\
\varphi_{q_{0}}(\mathbf{a}) & =\left(\lambda_{1} \log \left|\alpha^{\left(I_{1}\right)}\right|, \ldots, \lambda_{q} \log \left|\alpha^{\left(I_{q}\right)}\right|\right)^{T} \\
\varphi_{q_{0}}\left(\mathbf{e}_{r}\right) & =\left(\lambda_{1} \log \left|v_{r}^{\left(I_{1}\right)}\right|, \ldots, \lambda_{q} \log \left|v_{r}^{\left(I_{q}\right)}\right|\right)^{T} \text { for } r=1, \ldots, 9
\end{aligned}
$$

Since $\mathbf{e}_{1}, \ldots, \mathbf{e}_{9}$ are linearly independent, so are the images $\varphi_{q_{0}}\left(\mathbf{e}_{1}\right), \ldots, \varphi_{q_{0}}\left(\mathbf{e}_{9}\right)$ as well, and 7.1.31) implies that

$$
\varphi_{q_{0}}(\mathbf{b})=\varphi_{q_{0}}(\mathbf{a})+b_{1} \varphi_{q_{0}}\left(\mathbf{e}_{1}\right)+\cdots+b_{9} \varphi_{q_{0}}\left(\mathbf{e}_{9}\right) .
$$

We deduce from (7.1.35) that

$$
|\log | \beta^{\left(I_{p}\right)}| | \leq\left\{\begin{array}{l}
\log H \text { if } p \neq q_{0} \\
\log \frac{h-1}{h-2} \text { if } p=q_{0}
\end{array}\right.
$$

Consequently, for the Euclidean norm of the vector $\varphi_{q_{0}}(\mathbf{b})$ we have

$$
\begin{align*}
\| \varphi_{q_{0}}(\mathbf{a})+ & b_{1} \varphi_{q_{0}}\left(\mathbf{e}_{1}\right)+\cdots+b_{9} \varphi_{q_{0}}\left(\mathbf{e}_{q}\right) \|^{2} \\
& =\left\|\varphi_{q_{0}}(\mathbf{b})\right\|^{2}=\sum_{p=1}^{q} \lambda_{p}^{2} \log ^{2}\left|\beta^{\left(I_{p}\right)}\right| \leq q . \tag{7.1.36}
\end{align*}
$$

Thus we have shown that for any $\left(b_{1}, \ldots, b_{9}\right) \in \mathscr{H}_{q_{0}}$ the inequality 7.1.36 holds. This inequality defines an ellipsoid. The lattice points contained in this ellipsoid can be enumerated by using the "improved" version of the algorithm of [Fincke and Pohst (1983)] which is usually very fast.

We note that if the vector $\mathbf{a}$ is linearly dependent on $\mathbf{e}_{1}, \ldots, \mathbf{e}_{9}$ over $\mathbb{R}$, that is if

$$
\mathbf{a}=d_{1} \mathbf{e}_{1}+\cdots+d_{9} \mathbf{e}_{9}
$$

for certain real numbers $d_{1}, \ldots, d_{9}$, then in view of 7.1.36 we have to enumerate the solutions of the form $y_{r}=b_{r}+d_{r}(1 \leq r \leq 9)$ in the ellipsoid

$$
\left\|y_{1} \varphi_{q_{0}}\left(\mathbf{e}_{1}\right)+\cdots+y_{9} \varphi_{q_{0}}\left(\mathbf{e}_{9}\right)\right\|^{2} \leq q,
$$

and from the values of $y_{r}$ the $b_{r}$ can be determined. This makes a bit more complicated some process involved in the Fincke-Pohst algorithm.
Applying the above procedure we choose suitable constants $H_{0}>H_{1}>$ $\ldots>H_{k}$. In each step we take $H=H_{i}, h=H_{i+1}$ and enumerate the lattice points in the corresponding ellipsoids. The initial constant is given by the reduced bound 7.1.32). The last constant $H_{k}$ should be made as small as possible, so that the exponents with

$$
\begin{equation*}
1 / H_{k} \leq\left|\beta^{(I)}\right| \leq H_{k} \text { for all } I \in \mathscr{I} \tag{7.1.37}
\end{equation*}
$$

can be easily enumerated. Observe that the set defined by 7.1.37) is also contained in an ellipsoid, namely, by 7.1.31) we have in $\mathbb{R}^{q}$

$$
\begin{equation*}
\left\|\mathbf{a}+b_{1} \mathbf{e}_{1}+\cdots+b_{9} \mathbf{e}_{9}\right\|^{2}=\|\mathbf{b}\|^{2} \leq q\left(\log H_{k}\right)^{2} . \tag{7.1.38}
\end{equation*}
$$

In applications $H_{0}$ is usually very large, it is about $10^{1000}$. By experience in the first step $H_{1}$ can be much smaller than $H_{0}$; see also our Example 7.1.1

Sieving and test. As we shall see in the next section, in our example the number of exponent vectors $\left(b_{1}, \ldots, b_{9}\right)$ we have to enumerate is still very large.

Hence it seems to be economical to insert a very simple modular test to eliminate almost all of these vectors.

First a prime $p$, relatively prime to $I$ and $D_{L / Q}(\xi)$ can be calculated such that the defining polynomial $f(X)$ of the generator $\xi$ of $L$ splits completely $\bmod p$, that is

$$
f(X)=\left(X-t_{1}\right)\left(X-t_{2}\right)\left(X-t_{3}\right)\left(X-t_{4}\right)\left(X-t_{5}\right)(\bmod p)
$$

with rational integers $t_{1}, \ldots, t_{5}$. Hence $t_{1}, \ldots, t_{5}$ can be indexed so that for some prime ideal $\mathfrak{p}$ above $p$ of the ring of integers of $N$, the normal closure of $L$ over $\mathbb{Q}$, the congruence

$$
\xi^{(i)} \equiv t_{i}(\bmod \mathfrak{p})
$$

holds for each conjugate $\xi^{(i)}$ of $\xi(1 \leq i \leq 5)$. Then one can calculate rational integers $m^{(i j k)}, n_{r}^{(i j k)}(r=1, \ldots, 9)$ for each triple $(i, j, k)$ of distinct indices $1 \leq i, j, k \leq 5$ such that

$$
\alpha^{(i j k)} \equiv m^{(i j k)}(\bmod \mathfrak{p})
$$

and

$$
v_{r}^{(i j k)} \equiv n_{r}^{(i j k)}(\bmod \mathfrak{p})(1 \leq r \leq 9) .
$$

Now equation 7.1.12 implies

$$
m^{(i j k)} \prod_{r=1}^{9}\left(n_{r}^{(i j k)}\right)^{b_{r}}+m^{(k j i)} \prod_{r=1}^{9}\left(n_{r}^{(k j i)}\right)^{b_{r}} \equiv 1(\bmod \mathfrak{p}),
$$

a congruence which is easy and fast to test even for large exponents. In our example only very few exponent vectors survived this test, and usually they were solutions of (7.1.12).

Finding the solutions of 7.1.3). In our case the Galois group is doubly transitive. Hence it is enough to solve a single unit equation (7.1.12), say for $i=1$, $j=2, k=3$. Indeed, if 7.1.12 is already solved in $b_{1}, \ldots, b_{9}$ for this choice of $i, j, k$, then we consider the system of linear equations

$$
\begin{equation*}
\widetilde{l}_{1 j}(\mathbf{y})= \pm\left(\xi^{(1)}-\xi^{(j)}\right) \gamma^{(1, j)} \prod_{r=1}^{9}\left(\varepsilon_{r}^{(1, j)}\right)^{b_{r}} \tag{7.1.39}
\end{equation*}
$$

in $\mathbf{y}=\left(y_{2}, \ldots, y_{5}\right)$ for $j=2,3,4$ and 5 . These linear equations are conjugate to each other over $\mathbb{Q}$. The linear forms $\widetilde{l}_{1 j}(\mathbf{Y}), j=2, \ldots, 5$, being linearly independent, 7.1.39) enables us to determine the unknowns $\mathbf{y}=\left(y_{2}, \ldots, y_{5}\right)$ from the exponent vectors $\left(b_{1}, \ldots, b_{9}\right)$ obtained, and hence equation 7.1.3) can be completely solved via (7.1.5) and its conjugates over $\mathbb{Q}$.

### 7.1.2 Examples

Using the algorithm presented above, in [Gaál and Győry (1999)] the authors solved equation 7.1 .3 for $I=1$, that is, they computed all power integral bases in two totally real quintic fields with Galois group $S_{5}$. The method was implemented in MAPLE. The defining polynomials, integral bases and fundamental units were computed by the KANT package; see [Daberkow et al. (1997)]. In this section we first present one of these examples and reproduce the computational experiences.

Example 7.1.1[Gaál and Győry (1999)]. Consider the totally real quintic field $L=\mathbb{Q}(\xi)$ where $\xi$ is defined by the polynomial

$$
f(x)=x^{5}-5 x^{3}+x^{2}+3 x-1 .
$$

This field has discriminant $D_{L}=24217=61 \cdot 397$, Galois group $S_{5}$, and

$$
\begin{equation*}
\omega_{1}=1, \omega_{2}=\xi, \omega_{3}=\xi^{2}, \omega_{4}=\xi^{3}, \omega_{5}=\xi^{4} \tag{7.1.40}
\end{equation*}
$$

is an integral basis. The element $\xi^{(1)}+\xi^{(2)}$ is defined by the polynomial

$$
g(x)=x^{10}-15 x^{8}+x^{7}+66 x^{6}+x^{5}-96 x^{4}-7 x^{3}+37 x^{2}+12 x+1 .
$$

The field $L_{1,2}=\mathbb{Q}\left(\xi^{(1)}+\xi^{(2)}, \xi^{(1)} \xi^{(2)}\right)$ is generated by $\varrho=\xi^{(1)}+\xi^{(2)}$ only. An integral basis of $L_{1,2}$ is

$$
\begin{aligned}
& \left\{1, \varrho, \varrho^{2}, \varrho^{3}, \varrho^{4}, \varrho^{5}, \varrho^{6}, \varrho^{7}, \varrho^{8},\right. \\
& \left.\left(9+27 \varrho+43 \varrho^{2}+20 \varrho^{3}+37 \varrho^{4}+5 \varrho^{5}+32 \varrho^{6}+3 \varrho^{7}+26 \varrho^{8}+\varrho^{9}\right) / 47\right\}
\end{aligned}
$$

and the discriminant of $L_{1,2}$ is $D_{L_{1,2}}=61^{3} \cdot 397^{3}$. The coefficients of the fundamental units of $L_{1,2}$ with respect to the above integral basis are

| $(21$, | 107, | 192, | -5, | -120, | -40, | 84, | 20, | 30, | $-60)$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $(16$, | 99, | 139, | -56, | -113, | -7, | 56, | 9, | 14, | $-30)$ |
| $(10$, | 4, | 65, | 197, | 85, | -110, | 56, | 34, | 50, | $-90)$ |
| $(21$, | 35, | 196, | 346, | 94, | -206, | 129, | 66, | 97, | $-177)$ |
| $(0$, | -53, | -31, | 200, | 145, | -90, | 14, | 24, | 35, | $-60)$ |
| $(8$, | 24, | 40, | 33, | -1, | -27, | 25, | 10, | 15, | $-28)$ |
| $(15$, | 13, | 118, | 248, | 78, | -143, | 84, | 45, | 66, | $-120)$ |
| $(0$, | 1, | 0, | 0, | 0, | 0, | 0, | 0, | 0, | $0)$ |
| $(4$, | 19, | 42, | 0, | -26, | -8, | 17, | 4, | 6, | $-12)$ |

Note that the element $\xi^{(1)} \xi^{(2)}$ has coefficients

$$
(-26,-26,-197,-410,-130,238,-140,-75,-110,200)
$$

in the above integral basis of $L_{1,2}$.
Baker's method gave the bound $B_{0}=10^{82}$ for $B$. This bound was reduced according to the following table:

| Step | $B_{0}$ | C | New bound |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| I | $10^{82}$ | $10^{900}$ | 3196 |
| II | 3196 | $10^{55}$ | 205 |
| III | 205 | $10^{43}$ | 163 |
| IV | 163 | $2 \cdot 10^{40}$ | 153 |
| V | 153 | $2 \cdot 10^{35}$ | 133 |

In the first reduction step 1300 digits accuracy was used, in the following steps 100 digits were enough. As mentioned before, it was needed to perform the reduction in 30 possible cases for the indices ( $k, j, i$ ). The CPU time for the first step was about 10 hours. The following steps took only some minutes. The final reduced bound 133 gave $H_{0}=10^{691}$ (cf. 7.1.32) to start the final enumeration.

For the final enumeration the set of 15 ellipsoids defined by

$$
\begin{aligned}
I^{*}= & \{(1,2,3),(2,1,3),(3,1,2),(1,2,4),(2,1,4),(4,1,2),(1,2,5), \\
& (2,1,5),(5,1,2),(1,3,4),(3,1,4),(4,1,3),(3,4,5),(4,5,3),(5,3,4)\}
\end{aligned}
$$

was used. Parallel to the enumeration, sieving modulo $p=3329$ was carried out, which was suitable since

$$
f(x) \equiv(x+1752)(x+1067)(x+1695)(x+379)(x+1765)(\bmod 3329) .
$$

In the following table we summarize the final enumeration using the ellipsoid method. In the table we display $H, h$, the approximate number of exponent vectors $\left(b_{1}, \ldots, b_{9}\right)$ enumerated in the 15 ellipsoids, and the number of the exponent vectors that survived the modular test. The last line represents the enumeration of the single ellipsoid (7.1.38)

| Step | H | h | Enumerated | Survived |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| I | $10^{691}$ | $10^{50}$ | 0 | 0 |
| II | $10^{50}$ | $10^{20}$ | 0 | 0 |
| III | $10^{20}$ | $10^{10}$ | $15 \cdot 5000$ | 94 |
| IV | $10^{10}$ | $10^{8}$ | $15 \cdot 1900$ | 39 |


| Step | H | h | Enumerated | Survived |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| V | $10^{8}$ | $10^{6}$ | $15 \cdot 30000$ | 532 |
| VI | $10^{6}$ | $10^{5}$ | $15 \cdot 30000$ | 563 |
| VII | $10^{5}$ | $10^{4}$ | $15 \cdot 72000$ | 1413 |
| VIII | 10000 | 2500 | $15 \cdot 50000$ | 946 |
| IX | 2500 | 500 | $15 \cdot 66000$ | 1300 |
| X | 500 | 100 | $15 \cdot 53000$ | 1032 |
| XI | 100 | 0 | 1792512 | 2135 |

Steps I-II were very fast, then III-IV took about one hour, V-X about two hours each. The last step XI was again very time consuming, taking about 8 hours CPU time. It is likely that using a finer splitting of the interval the CPU time can be slightly improved, but at least 8 hours of CPU time is necessary.

From the surviving exponent vectors all the solutions of the index form equation corresponding to the basis (7.1.40) were calculated:

$$
\begin{aligned}
& \left(x_{2}, x_{3}, x_{4}, x_{5}\right)=(0,1,0,0),(0,2,1,-1),(0,4,0,-1),(0,5,0,-1), \\
& (1,-5,0,1),(1,-4,0,1),(1,-1,0,0),(1,0,0,0), \\
& (1,1,-2,-1),(1,4,0,-1),(2,-1,-1,0),(2,4,-1,-1), \\
& (2,9,-1,-2),(2,15,-1,-3),(2,10,-1,-2),(3,4,-1,-1), \\
& (3,5,-1,-1),(3,9,-1,-2),(3,10,-1,-2),(3,14,-1,-3), \\
& (3,18,-2,-4),(4,-1,-1,0),(4,0,-1,0),(4,5,-1,-1), \\
& (4,24,-2,-5),(4,29,-2,-6),(5,-4,-1,1),(5,8,-2,-2), \\
& (5,33,-2,-7),(7,5,-2,-1),(7,9,-2,-2),(7,14,-2,-3), \\
& (9,18,-3,-4),(11,-13,-2,3),(12,27,-4,-6),(17,28,-6,-6), \\
& (33,30,-51,-26),(83,170,-25,-39),(124,246,-40,-55) .
\end{aligned}
$$

Note that if $\left(x_{2}, x_{3}, x_{4}, x_{5}\right)$ is a solution, then so also is $\left(-x_{2},-x_{3},-x_{4},-x_{5}\right)$ but we list only one of them.

Example 7.1.2 [Wildanger (2000)]. Using the general approach involving unit equations of the form $\overline{7.1 .2}$ in normal number fields, Wildanger [Wildanger (2000)] solved equation (712) for $I=1$ in a number of cyclotomic fields as well as in their maximal real subfields. His algorithm was implemented in KANT, [cf. Daberkow et al. (1997)].

Denote by $L_{m}$ the $m$-th cyclotomic field and by $L_{m}^{+}$its maximal real subfield.

It suffices to consider the case when $m \not \equiv 2(\bmod 4)$. It is known that for these number fields equation (7,2) is solvable when $I=1$. Moreover, the rings of integers of $L_{m}$ and $L_{m}^{+}$are generated over $\mathbb{Z}$ by $\zeta=e^{2 \pi i / m}$ and $\zeta+\zeta^{-1}$, respectively. When $m$ is an odd prime, each of $\alpha=\zeta, \zeta+\zeta^{2}+\cdots+\zeta^{(m-1) / 2}$ and their conjugates generates the ring of integers of $L_{m}$ over $\mathbb{Z}$. Bremner [Bremner (1988)] conjectured that up to $\mathbb{Z}$-equivalence, there are no further integers $\alpha$ in $L_{m}$ having this property. Further, he showed that this is indeed the case when $m=7$. The conjecture is trivial for $m=3$, and is proved in [Nagell (1967)] for $m=5$. Robertson [Robertson (1998)] established a criterion for verifying Bremner's conjecture for a regular prime $m$ and used it to prove the conjecture for odd primes $m \leq 23, m \neq 17$. In [Robertson and Russel (2015)] the conjecture was verified for the primes $m=29,31$ and 41.

Further, Robertson [Robertson (2001)] proved that the conjecture is true if $m$ is a power of 2 . This provided the first example of number fields of arbitrarily large degree for which all power integral bases are known. For a survey of other partial results, we refer to [Ranieri (2010)] and [Robertson (2010)].

Combining the method of proof of Theorem 6.1.1 and a variant of the algorithm described in [Evertse and Győry (2015), chap. 5], Wildanger [Wildanger (2000)] confirmed Bremner's conjecture, independently of Robertson, for each prime $m \leq 23$. Further, in case of $L_{m}$ and $L_{m}^{+}$he determined all the solutions of (7,2) for $I=1$ and for the below values of $m$. In all these cases the unit rank $r$ involved in the arising unit equations of the form 7.1.2 is at most 10.

For $L_{m}$ and $L_{m}^{+}$, denote by $\mathfrak{I}_{L_{m}}(1)$ and $\mathfrak{I}_{L_{m}^{+}}(1)$, respectively, the set of solutions of (7,2] when $I=1$, and let $\left|\mathfrak{I}_{L_{m}}(1)\right|$ and $\left|\mathfrak{I}_{L_{m}^{+}}(1)\right|$ be their cardinalities. The following table given by Wildanger contains the values of $\left|\Im_{L_{m}}(1)\right|$ and $\left|\mathfrak{I}_{L_{m}^{+}}(1)\right|$ for those $m$ with $m \not \equiv 2(\bmod 4)$ for which $\left[L_{m}: \mathbb{Q}\right] \leq 12$.

| $m$ | $\left[L_{m}^{+}: \mathbb{Q}\right]$ | $\left\|\mathfrak{J}_{L_{m}^{+}(1)}\right\|$ | $\left[L_{m}: \mathbb{Q}\right]$ | $\left\|\mathfrak{J}_{L_{m}(1)}\right\|$ |
| ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |
| 1 | 1 | 1 | 1 | 1 |
| 3 | 1 | 1 | 2 | 1 |
| 4 | 1 | 1 | 2 | 1 |
| 5 | 2 | 1 | 4 | 6 |
| 7 | 3 | 9 | 6 | 9 |
| 8 | 2 | 1 | 4 | 2 |
| 9 | 3 | 6 | 6 | 9 |
| 11 | 5 | 25 | 10 | 15 |
| 12 | 2 | 1 | 4 | 4 |
| 13 | 6 | 36 | 12 | 18 |
| 15 | 4 | 12 | 8 | 16 |



| 16 | 4 | 6 | 8 | 4 |
| ---: | ---: | ---: | ---: | ---: |
| 20 | 4 | 10 | 8 | 8 |
| 21 | 6 | 30 | 12 | 24 |
| 24 | 4 | 6 | 8 | 8 |
| 28 | 6 | 15 | 12 | 12 |
| 36 | 6 | 15 | 12 | 12 |

### 7.2 Solving discriminant form and index form equations via Thue equations

In this section we deal with the resolution of equations (7,1) and (7,2) in cubic and quartic number fields. We recall that these equations are equivalent. As will be seen, in the cubic case equation (711) resp. 772) can be reduced to a cubic Thue equation while, in the quartic case, to a cubic and some quartic Thue equations, that is to equations of the form

$$
\begin{equation*}
F(x, y)=m \text { in } x, y \in \mathbb{Z}, \tag{7.2.1}
\end{equation*}
$$

where $m$ is a non-zero integer and $F \in \mathbb{Z}[X, Y]$ is a binary form of degree 3 or 4 with pairwise non-proportional linear factors over $\overline{\mathbb{Q}}$. For solving concrete Thue equations, general practical methods were developed in [Pethő and Schulenberg (1987)] for $m=1$, and in [Tzanakis and de Weger (1989)] for arbitrary $m$. Later, these methods were made even more efficient in [Bilu and Hanrot (1996, 1999)] and [Hanrot (1997)]. Their algorithms are based on Baker's method and certain reduction techniques. They have been implemented in certain subroutines of MAGMA (cf. [Bosma, Cannon and Playoust (1997)]) and PARI (cf. [The PARI Group (2004)]). Nowadays it is a routine matter to solve cubic and quartic Thue equations. Hence we possess an efficient algorithm for solving discriminant form and index form equations in cubic and quartic number fields. As was remarked earlier, this algorithm cannot be applied in general to number fields $L$ of degree $n>4$, except for $n=6,8,9$ when $L$ has a quadratic or cubic subfield; then (7,1) resp. (7/2) leads to relative cubic or relative quartic Thue equations.

### 7.2.1 Cubic number fields

For cubic fields $L$, the index form equation (7/2) takes the form

$$
\begin{equation*}
I\left(x_{2}, x_{3}\right)= \pm I \text { in } x_{2}, x_{3} \in \mathbb{Z}, \tag{7.2.2}
\end{equation*}
$$

which is just a cubic Thue equation.
Gaál and Schulte [Gaál and Schulte (1989)] were the first to solve equation (7.2.2) for $I=1$ and for a great number of cubic fields. They determined all power integral bases of cubic fields $L$ with discriminants $-300 \leq D_{L} \leq 3137$. Their computations were later extended in [Schulte $(1989,1991)]$. For further numerical results, generalizations (e.g. to arbitrary $I$ and the relative case) and references, we refer to [Gaál (2002)].

### 7.2.2 Quartic number fields

For quartic fields an efficient and simple algorithm has been developed in [Gaál, Pethő and Pohst $(1993,1996)$ ]. They first reduced the problem to a cubic Thue equation and a pair of ternary quadratic equations. Then the quadratic equations were themselves reduced to quartic Thue equations. As was mentioned above, the arising Thue equations can be solved without difficulties.

Let $L=\mathbb{Q}(\xi)$ be a quartic number field, $\xi$ an integral element of $L$, and $\left\{1, \omega_{2}, \omega_{3}, \omega_{4}\right\}$ an integral basis of $L$. Consider the index form equation

$$
\begin{equation*}
I\left(x_{2}, x_{3}, x_{4}\right)= \pm I \text { in } x_{2}, x_{3}, x_{4} \in \mathbb{Z} \tag{7.2.3}
\end{equation*}
$$

where $I$ is a positive integer and $I\left(X_{2}, X_{3}, X_{4}\right)$ is the index form corresponding to the integral basis under consideration. Denote by $I_{0}$ the index of $\xi$. Then

$$
I_{0}\left(\omega_{2}, \omega_{3}, \omega_{4}\right)^{T}=A\left(1, \xi, \xi^{2}, \xi^{3}\right)^{T}
$$

for some $3 \times 4$ matrix $A$ with rational integer entries. For any solution $\left(x_{2}, x_{3}, x_{4}\right)$ of (7.2.3) put

$$
\left(\begin{array}{c}
a  \tag{7.2.4}\\
x \\
y \\
z
\end{array}\right)=A^{T}\left(\begin{array}{l}
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)
$$

Then, by Lemma 6.3.1 and (7.2.4) we infer that equation (7.2.3) and the index equation

$$
\begin{equation*}
I\left(x \xi+y \xi^{2}+z \xi^{3}\right)= \pm I^{\prime} \text { in } x, y, z \in \mathbb{Z} \tag{7.2.5}
\end{equation*}
$$

are equivalent, where $I^{\prime}=I_{0}^{6} I$.
It suffices to give an algorithm for solving equation 7.2.5). Then 7.2.4 enables one to determine the solutions $\left(x_{2}, x_{3}, x_{4}\right)$ of (7.2.3). Further, if $(x, y, z)$ is a solution of (7.2.5) and $g=\operatorname{gcd}(x, y, z)$, then $(x, y, z)=g\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ with relatively prime integers $x^{\prime}, y^{\prime}, z^{\prime}$ and $g^{6}$ divides $I^{\prime}$. In this case ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) is a solution of (7.2.5) with $I^{\prime} / g^{6}$ instead of $I^{\prime}$. Hence we may restrict ourselves to
give an algorithm for solving (7.2.5) in relatively prime integers $x, y, z$, where $I^{\prime}$ is a given positive integer.

The resolvent equation. Let $f(X)=X^{4}+a_{1} X^{3}+a_{2} X^{2}+a_{3} X+a_{4} \in \mathbb{Z}[X]$ be the minimal polynomial of $\xi$, and let

$$
m_{I^{\prime}}=I_{0}^{5} \cdot I^{\prime}
$$

Set

$$
\begin{equation*}
F(U, V):=U^{3}-a_{2} U^{2} V+\left(a_{1} a_{3}-4 a_{4}\right) U V^{2}+\left(4 a_{2} a_{4}-a_{3}^{2}-a_{1}^{2} a_{4}\right) V^{3} \tag{7.2.6}
\end{equation*}
$$

We remark that $F(U, 1)$ is the cubic resolvent of the polynomial $f(X)$. The discriminants of $F(U, 1)$ and $f(X)$ coincide, hence $F(U, V)$ has three pairwise non-proportional linear factors over $\overline{\mathbb{Q}}$. Consider further the ternary quadratic forms

$$
\begin{aligned}
Q_{1}(X, Y, Z)=X^{2}-a_{1} X Y+a_{2} Y^{2} & +\left(a_{1}^{2}-2 a_{2}\right) X Z+ \\
& +\left(a_{3}-a_{1} a_{2}\right) Y Z+\left(-a_{1} a_{3}+a_{2}^{2}+a_{4}\right) Z^{2}
\end{aligned}
$$

and

$$
Q_{2}(X, Y, Z)=Y^{2}-X Z-a_{1} Y Z+a_{2} Z^{2}
$$

The following result was proved in [Gaál, Pethő and Pohst (1993)].
Proposition 7.2.1 The triple $(x, y, z) \in \mathbb{Z}^{3}$ with $\operatorname{gcd}(x, y, z)=1$ is a solution of (7.2.5) if and only if there is a solution $(u, v) \in \mathbb{Z}^{2}$ of the cubic Thue equation

$$
\begin{equation*}
F(u, v)= \pm m_{I^{\prime}} \tag{7.2.7}
\end{equation*}
$$

such that $(x, y, z)$ satisfies

$$
\begin{equation*}
Q_{1}(x, y, z)=u, \quad Q_{2}(x, y, z)=v . \tag{7.2.8}
\end{equation*}
$$

We note that $F(U, V)$ is irreducible over $\mathbb{Q}$ when the Galois group of $L$ is $A_{4}$ or $S_{4}$; see [Kappe and Warren (1989)].

Proof Let $(x, y, z)$ be a solution of 7.2 .5 with $\operatorname{gcd}(x, y, z)=1$ and put

$$
\alpha=x \xi+y \xi^{2}+z \xi^{3} .
$$

Denote by $\xi^{(i)}$ and $\alpha^{(i)}$ the corresponding conjugates of $\xi$ and $\alpha$ over $\mathbb{Q}$, for $i=1,2,3,4$. Dividing 7.2 .5 by $I(\xi)$, the equation can be written in the form

$$
\begin{equation*}
\prod_{(i, j, k, l)}\left(\frac{\alpha^{(i)}-\alpha^{(j)}}{\xi^{(i)}-\xi^{(j)}}\right)\left(\frac{\alpha^{(k)}-\alpha^{(l)}}{\xi^{(k)}-\xi^{(l)}}\right)= \pm m_{I^{\prime}} \tag{7.2.9}
\end{equation*}
$$

where the product is taken for $(i, j, k, l)=(1,2,3,4),(1,3,2,4)$ and $(1,4,2,3)$. Let

$$
\xi_{i j k l}=\xi^{(i)} \xi^{(j)}+\xi^{(k)} \xi^{(l)}
$$

It follows that

$$
\begin{equation*}
\frac{\alpha^{(i)}-\alpha^{(j)}}{\xi^{(i)}-\xi^{(j)}} \cdot \frac{\alpha^{(k)}-\alpha^{(l)}}{\xi^{(k)}-\xi^{(l)}}=Q_{1}(x, y, z)-\xi_{i j k l} Q_{2}(x, y, z) \tag{7.2.10}
\end{equation*}
$$

for each $(i, j, k, l)$ under consideration. Multiplying these relations, we infer that (7.2.9) takes the form

$$
\begin{equation*}
\left(u-\xi_{1234} v\right)\left(u-\xi_{1324} v\right)\left(u-\xi_{1423} v\right)= \pm i_{I}, \tag{7.2.11}
\end{equation*}
$$

where $u=Q_{1}(x, y, z), v=Q_{2}(x, y, z)$. In 7.2 .11 the left hand side is a cubic binary form in $u, v$ whose coefficients are symmetric polynomials of $\xi^{(1)}, \ldots, \xi^{(4)}$. Expressing them by the coefficients of $f(X)$, it follows that (7.2.11) is just the equation 7.2.7). This completes the proof.

Solving the system of equations 7.2.8. The solutions $(u, v)$ of the cubic Thue equation 7.2.7 can be found by means of MAGMA or PARI. It remains to solve, for each solution $(u, v)$ of (7.2.7), the system of equations $\sqrt{7.2 .8}$ in relatively prime integers $x, y, z$.

We present the algorithm of [Gaál, Pethő and Pohst (1996)] for solving (7.2.8). Fix a solution $(u, v) \in \mathbb{Z}^{2}$ of 7.2.7). Any relatively prime solution $(x, y, z)$ of 7.2 .8 satisfies the equation

$$
\begin{equation*}
Q(x, y, z)=0 \tag{7.2.12}
\end{equation*}
$$

where

$$
Q(X, Y, Z)=u Q_{2}(X, Y, Z)-v Q_{1}(X, Y, Z)
$$

is a quadratic form with integral coefficients. It can be easily decided whether (7.2.12) has a non-trivial solution, and if so a non-trivial relatively prime solution $\left(x_{0}, y_{0}, z_{0}\right)$ of 7.2 .12$)$ can be found by rewriting the form $Q(X, Y, Z)$ as a sum of three squares and using Theorems 3 and 5 of [Mordell (1969), chap. 7]. We assume that $z_{0} \neq 0$. If $x_{0} \neq 0$ or $y_{0} \neq 0$ we can proceed in a similar manner.
Following [Mordell (1969)], for every relatively prime solution $(x, y, z)$ of 7.2.12) we can write

$$
\begin{equation*}
x=r x_{0}+p, y=r y_{0}+q, z=r z_{0}, \tag{7.2.13}
\end{equation*}
$$

where $p, q, r$ are rational parameters. If $p=q=0$, then $r$ and $x, y, z$ can be easily determined from 7.2.8) and 7.2.13. Hence it suffices to consider the
case when at least one of $p, q$ is not zero. Substituting the expressions 7.2.13) into (7.2.12) we get

$$
\begin{equation*}
r L(p, q)=Q(p, q, 0) \tag{7.2.14}
\end{equation*}
$$

where $L(p, q)$ is a linear form and $Q(p, q, 0)$ is a quadratic form in $p, q$ with integral coefficients which can be easily computed.

Multiply (7.2.13) by $L(p, q)$ and by the square of the common denominator of $p$ and $q$. Calling the resulting new variables $p$ and $q$, we obtain

$$
\left.\begin{array}{l}
t x=f_{x}(p, q)=b_{11} p^{2}+b_{12} p q+b_{13} q^{2} \\
t y=f_{y}(p, q)=b_{21} p^{2}+b_{22} p q+b_{23} q^{2}  \tag{7.2.15}\\
t z=f_{z}(p, q)=b_{31} p^{2}+b_{32} p q+b_{33} q^{2}
\end{array}\right\}
$$

where $p, q, t$ and the coefficients $b_{i j}$ are rational integers, and the $b_{i j}$ are easily calculable. In view of $\operatorname{gcd}(x, y, z)=1$ we may assume that both the coefficients $b_{i j}$ and $p$ and $q$ are relatively prime.

We now substitute the expressions occurring in (7.2.15) into (7.2.8) to obtain

$$
\begin{align*}
& F_{1}(p, q)=Q_{1}\left(f_{x}(p, q), f_{y}(p, q), f_{z}(p, q)\right)=t^{2} u  \tag{7.2.16}\\
& F_{2}(p, q)=Q_{2}\left(f_{x}(p, q), f_{y}(p, q), f_{z}(p, q)\right)=t^{2} v \tag{7.2.17}
\end{align*}
$$

Here $F_{1}$ and $F_{2}$ are quartic binary forms with integral coefficients which can be easily calculated.

Next we prove that $t$ may assume only finitely many values which can be easily determined. We write $B=\left(b_{i j}\right)$ where $b_{i j}$ are the integers from 7.2.15). Using a computer algebra system, e.g. MAPLE [Char et al. (1988)], one can show that

$$
\left|z_{0}\right|^{-3} \cdot|\operatorname{det}(B)|=4|\operatorname{det}(Q)|=|F(u, v)|=m_{I^{\prime}} \neq 0
$$

where $Q$ denotes the matrix of the coefficients of the quadratic form $Q(X, Y, Z)$; see [Gaál, Pethő and Pohst (1996)].

Consider (7.2.15) as a system of equations in $p^{2}, p q, q^{2}$. Using Cramer's rule, it follows from (7.2.15) that $t$ must divide $p^{2} \operatorname{det}(B), p q \operatorname{det}(B)$ and $q^{2} \operatorname{det}(B)$. But $\operatorname{gcd}(p, q)=1$, thus $t \operatorname{divides} \operatorname{det}(B)$. Hence $t \neq 0$. However, the number of such possibilities for $t$ could still be large. The number of possible values can be diminished further by checking whether the system of equations 7.2.15 is solvable $(\bmod t)$ such that the greatest common divisor of the residue classes of $p$ and $q$ is relatively prime to $t$.
We have to solve at least one of the equations 7.2.16 and 7.2.17) for all possible values of $u, v$ and $t$. The following result makes it possible to apply MAGMA or PARI to solve these equations.

We recall a result from [Gaál, Pethő and Pohst (1996)].

Proposition 7.2.2 If $v=0$, then the binary form $F_{1}$, in case $v \neq 0$ the binary form $F_{2}$ is irreducible over $\mathbb{Q}$.

In fact Gaál, Pethő and Pohst proved more, they showed that under the above assumptions the corresponding binary form is, up to a non-zero constant factor, a norm form of $L$ over $\mathbb{Q}$ in $p, q$. Hence to solve the corresponding Thue equation (7.2.16 resp. 7.2.17) it is enough to know the basic data (integral basis, fundamental units) in a single number field, namely in the field $L=\mathbb{Q}(\xi)$.

Finally, if the potential values of $p$ and $q$ are already known, the values of the unknowns $x, y$ and $z$ can be obtained from 7.2.15. Then we can test whether $x, y, z$ satisfy (7.2.5).

### 7.2.3 Examples.

In a previous series of papers Gaál, Pethő and Pohst [Gaál, Pethő and Pohst (1991a, 1991b, 1991c, 1993, 1995)] have developed computational algorithms for solving equation 7.2 .3 in various quartic number fields and have made extensive computations. In particular, they determined in [Gaál, Pethő and Pohst (1995)] the minimal index in all 196 totally real bicyclic biquadratic number fields with discriminant $<10^{6}$, and listed all integral elements with minimal index. Further, in [Gaál, Pethő and Pohst (1991c, 1993, 1995)] they elaborated an efficient algorithm for determining in any quartic number field the minimal value of $I$ for which the index form equation (7.2.3) has a solution $x_{2}, x_{3}, x_{4}$ with $\left|x_{2}\right|,\left|x_{3}\right|,\left|x_{4}\right|<10^{10}$. They computed this value of $I$ in totally real quartic fields with discriminant $<10^{6}$ and Galois group $C_{4}$ (59 fields), $D_{8}$ (4486 fields), $V_{4}$ ( 196 fields) or $A_{4}$ ( 31 fields) and in totally complex quartic fields with discriminant $<10^{6}$ and Galois group $A_{4}$ ( 90 fields) or $S_{4}$ ( 44122 fields). The values they obtained for $I$ are very likely the exact minimal indices of the number fields under consideration. The enormous amount of numerical data enabled the authors to make some interesting observations on the distribution and the average behaviour of the minimal indices, and in particular on quartic number fields having power integral bases.
The algorithms mentioned above do not make it possible to solve equation (7.2.3) in case of totally real quartic number fields with Galois group $S_{4}$. By means of the latter algorithm described in Section7.2.2, equation (7.2.3) can be solved in any quartic number field (whose discriminant is not too large in absolute value). We illustrate this process by computing the minimal index $m(L)$ and all integral elements of minimal index in two totally real quartic number fields $L$ having Galois group $S_{4}$ resp. $A_{4}$. We recall that if $\xi$ is a primitive integral element of $L$ with index $I(\xi)$, then each integer $I$ with $1 \leq I \leq I(\xi)$ is a
candidate for the minimal index $m(L)$. Considering these values $I$ in increasing order until we obtain a solution of $(7.2 .3)$ we get the value of $m(L)$.
To give an impression of the use of this algorithm, we present in the case $I=m(L)$ the cubic equation (7.2.7) and all corresponding quartic equations 7.2.16, 7.2.17) with all occurring right hand sides. Then we list up to sign all the solutions of the index form equation in question.

We note that the input data required in the below examples were taken from the tables of [Buchmann and Ford (1989)].

Example 7.2.1 [Gaál, Pethő and Pohst (1996)]. Let $L=\mathbb{Q}(\xi)$, where

$$
f(X)=X^{4}-4 X^{2}-X+1
$$

is the minimal polynomial of $\xi$. Then $L$ is a totally real quartic number field with discriminant $D_{L}=1957$ and Galois group $S_{4}$. Further,

$$
\omega_{1}=1, \omega_{2}=\xi, \omega_{3}=\xi^{2}, \omega_{4}=\xi^{3}
$$

is an integral basis in $L$. Then $I(\xi)=1$ and hence $m(L)=1$ is the minimal index in $L$. Applying now the algorithm to equation (7.2.3) with $I=1$, the equations (7.2.7) resp. 7.2.16, (7.2.17) take the form

$$
F(u, v)=u^{3}+4 u^{2} v-4 u v^{2}-17 v^{3}= \pm 1
$$

and

$$
\begin{aligned}
& F_{1}(p, q)=p^{4}-4 p^{2} q^{2}-p q^{3}+q^{4}= \pm 1 \\
& F_{2}(p, q)=p^{4}+8 p^{3} q+18 p^{2} q^{2}+7 p q^{3}-3 q^{4}= \pm 1 \\
& F_{2}(p, q)=p^{4}+15 p^{3} q+76 p^{2} q^{2}+154 p q^{3}+101 q^{4}= \pm 1 \\
& F_{2}(p, q)=p^{4}-p^{3} q-12 p^{2} q^{2}+6 p q^{3}+37 q^{4}= \pm 1
\end{aligned}
$$

Solving the corresponding equations for $p, q$ we obtain up to sign all the solutions of (7.2.3):

$$
\begin{aligned}
& (-12,1,3),(-8,1,2),(-5,0,1),(-4,0,1),(-4,1,1),(-3,0,1),(0,1,0), \\
& (0,2,1),(1,0,0),(1,2,-1),(2,1,-1),(3,1,-1),(4,1,-1),(4,9,-5), \\
& (4,33,16),(8,1,-2),(14,3,-4)
\end{aligned}
$$

These provide all integral elements of minimal index in $L$, that is all power integral bases.

Example 7.2.2[Gaál, Pethő and Pohst (1996)]. Let $L=\mathbb{Q}(\xi)$, where now

$$
f(X)=X^{4}-13 X^{2}-2 X+19
$$

### 7.3 The solvability of index equations in various special number fields 141

is the minimal polynomial of $\xi$. Then $L$ is again a totally real quartic number field with discriminant $D_{L}=157609$ and Galois group $A_{4}$. Further,

$$
\omega_{1}=1, \omega_{2}=\xi, \omega_{3}=\left(\xi^{2}+\xi+1\right) / 2, \omega_{4}=\left(\xi^{3}+1\right) / 2
$$

is an integral basis of $L$ and $I(\xi)=4$. Using the algorithm presented in Section 7.2 .2 we can see that equation 7.2 .3 has no solution for $I=1,2$ and 3 . Then in view of $m(L) \leq I(\xi)$ we get that $m(L)=4$. Then solving (7.2.3) with $I=4$, the corresponding equations (7.2.7, , 7.2.16, ,7.2.17) take the form

$$
F(u, v)=u^{3}+13 u^{2} v-76 u v^{2}-992 v^{3}= \pm 64
$$

and

$$
\begin{aligned}
F_{1}(p, q)= & p^{4}-13 p^{2} q^{2}-2 p q^{3}+19 q^{4}= \pm 1, \pm 4 \\
F_{2}(p, q)= & p^{4}+26 p^{3} q+188 p^{2} q^{2}+96 p q^{3}-1792 q^{4}= \pm 1, \pm 4, \pm 16, \\
& \pm 64, \pm 256 \\
F_{2}(p, q)= & 11 p^{4}+100 p^{3} q+262 p^{2} q^{2}+172 p q^{3}-81 q^{4}= \pm 1, \pm 4, \pm 16 .
\end{aligned}
$$

Then solving the corresponding equations for $p, q$ we get up to sign all solutions of (7.2.3) for $I=4$ :

$$
(-6,1,1),(-1,1,0),(0,-3,1),(0,1,0),(1,0,0),(5,1,-1),(24,7,-5) .
$$

These give all integral elements of minimal index of $L$.

### 7.3 The solvability of index equations in various special number fields

In this section we give a survey on various special number fields $L$ and integers $I$ for which equation (7,2) is solvable. We recall that for $I=1,(7,2)$ is equivalent to the equation

$$
\left.\begin{array}{l}
I(\alpha)=1 \quad\left(\alpha \in O_{L}\right) \Leftrightarrow O_{L}=\mathbb{Z}[\alpha] \Leftrightarrow  \tag{7.3.1}\\
\left\{1, \alpha, \ldots, \alpha^{n-1}\right\} \text { is an integral basis in } L,
\end{array}\right\} .
$$

where $n$ denotes the degree and $O_{L}$ the ring of integers of $L$. We make here a mention to the most important results only. For generalizations and other results we refer the reader to the books [Hensel (1908)], [Hasse (1980)], [Narkiewicz (1974)] as well as to the original papers quoted below and the references given there.
As before, $m(L)$ denotes the minimal index of $L$. Further, $i(L)$ denotes the field index of $L$, i.e., the greatest common divisor of the indices of the integers
of $L$. As was mentioned in Section 6.8 the divisibility of $I$ by $i(L)$ is a necessary but not sufficient condition for the solvability of (712).

Equation (7.3.1) is solvable precisely if $m(L)=1$. Hasse proposed the following problem: give an arithmetic characterization of those number fields that have a power integral basis.

In various special number fields $L$, several interesting results have been established on the solvability of (7/2) and (7.3.1). Set $\zeta_{N}:=\exp \{2 \pi i / N\}$.

Case $n=3$. In [Hall (1937)] it was shown that there are infinitely many pure cubic extensions $L$ of $\mathbb{Q}$ with $i(L)=1$ and $m(L)>1$. In the cyclic case, various conditions for the solvability of (7.3.1) were given in [Gras (1973)] and [Archinard (1974)]. Dummit and Kisilevsky [Dummit and Kisilevsky (1977)] proved that there are infinitely many cyclic cubic fields $L$ for which $m(L)=1$. This was generalized by Huard [Huard (1979)] who showed that for any given positive integer $I$ there are infinitely many cyclic cubic fields $L$ for which (7,2) is solvable. Later, it was shown in [Spearman and Williams (2001)] that there are infinitely many non-cyclic cubic number fields having a power integral basis.

Case $n=4$. Nakahara [Nakahara $(1982,1987)]$ proved that $m(L)$ is unbounded as $L$ runs through cyclic quartic fields with $i(L)=1$. In [Nakahara (1983)] he proved the same assertion for non-cyclic but abelian quartic fields. Further, he showed that there exist infinitely many biquadratic number fields $L$ with $m(L)=1$. The same has been shown for pure quartic fields and dihedral quartic fields in [Funakura (1984)]. It is not known whether there exist infinitely many cyclic quartic fields $L$ with $m(L)=1$. These fields were characterized in [Gras (1980)]. Only two of them are non-real, namely $\mathbb{Q}\left(\zeta_{5}\right)$ and $\mathbb{Q}\left(\zeta_{16}-\zeta_{16}^{-1}\right)$. For a characterization of non-real biquadratic fields $L$ with $m(L)=1$, see [Gras and Tanoe (1995)]. In [Jadrijević (2009a,2009b)] the author determined the minimal index and all integral elements with minimal index in an explicitly given infinite families of biquadratic fields. [Pethő and Ziegler (2011)] gives a criterion to decide whether a biquadratic field has a power integral basis consisting of units.

Case $n \geq 5$. Cyclotomic fields and their maximal real subfields are monogenic; see [Liang (1976)]. In contrast with the case $n \leq 4$, it is rare for an abelian number field of degree $n \geq 5$ to have a power integral basis. M. N. Gras [Gras (1983-84, 1986)] showed that if $n$ is relatively prime to 6 then there are only finitely many abelian number fields $L$ of degree $n$ with $m(L)=1$. In particular, if $n$ is a prime then $m(L)>1$, except in the case when $2 n+1$ is also a prime and $L$ is the maximal real subfield of the cyclotomic field $\mathbb{Q}\left(\zeta_{2 n+1}\right)$. Ranieri
[Ranieri (2010)] proved that if $n>1$ and $n$ is relatively prime to 6 then there are only finitely many imaginary abelian number fields $L$ of degree $2 n$ with $m(L)=1$. In [Motoda and Nakahara (2004)], the authors characterized those Galois extensions $L$ of $\mathbb{Q}$ of degree $\geq 8$ whose Galois group is 2-elementary abelian and $m(L)=1$. It is shown in [Bardestani (2012)] that for a prime $n$, the density of primes $p$ such that $L=\mathbb{Q}(\sqrt[n]{p})$ and $m(L)=1$ is at least $(n-1) / n$.
When $n+1$ is a prime, Pleasants [Pleasants (1974)] constructed an infinite family of pure extensions $L$ over $\mathbb{Q}$ with degree $n$ and $i(L)=1$ for which the minimal indices $m(L)$ are unbounded. As was seen in 6.8.2), in [Thunder and Wolfskill (1996)] it was proved in a quantitative form that for every $n \geq 4$, $m(L)$ is unbounded if $L$ runs through the number fields of degree $n$.
Pethő and Pohst [Pethő and Pohst (2012)] studied the field index of multiquadratic number fields. For octic fields, they calculated all potential field indices and characterized the corresponding fields. They also showed that any prime power $p^{k}$ divides the field index if the degree of the number field is sufficiently large compared with $p$ and $k$.

### 7.4 Notes

- The algorithms for solving equation (72) or, equivalently, (71) can be extended to the equations (62) $D(\alpha)=D$ in algebraic integers $\alpha$ of degree $n$, and (61) $D(f)=D$ in monic polynomials $f \in \mathbb{Z}[X]$ of degree $n$ as well. Indeed, if $\alpha$ is a solution of (62) and $\mathbb{Q}(\alpha)=: L$, then the discriminant $D_{L}$ of $L$ divides $D$. But there are only finitely many number fields $L$ of degree $n$ with given discriminant, and there is an algorithm to find all such fields; see [Pohst (1982)]. Hence, considering appropriate integral bases in these fields $L$, equation (62) leads to a finite number of equations of the type (771) resp. (772). Further, equation (61) can be reduced to the irreducible case, i.e., to equations (62). For suppose $f \in \mathbb{Z}[X]$ is a monic polynomial of degree $n$ satisfying (61), and that $f=$ $f_{1} \cdots f_{q}$ with distinct irreducible monic factors $f_{i} \in \mathbb{Z}[X]$ and with $\operatorname{deg} f_{i}=: n_{i}, D\left(f_{i}\right)=$ : $D_{i}$ for $i=1, \ldots, q$. Then $\sum_{i=1}^{q} n_{i}=n$ and, by (1.4.6, $\prod_{i=1}^{q} D_{i}$ divides $D$ in $\mathbb{Z}$. For fixed $q, n_{1}, \ldots, n_{q}, D_{1}, \ldots, D_{q}$ we have $q$ equations of the form (61) with irreducible $f_{i}$, i.e., $q$ equations of the form (62). Having already a full system of pairwise $\mathbb{Z}$-inequivalent representatives $f_{i}$ for the solutions of these equations for each $i$, the general solution of (61) can be looked for in the form $f(X)=\prod_{i=1}^{r} f_{i}\left(X+a_{i}\right)$ with rational integers $a_{i}$. We may take $a_{1}=0$, and then the other, finitely many possible $a_{i}$ can be determined by means of (1.4.6). See [Merriman and Smart (1993a, 1993b)] for examples of finding monic polynomials with given discriminant.


# Effective results over the $S$-integers of a number field 

In this chapter we deal with generalizations, with less precise bounds and algorithms, of the results of Chapter 6 to the number field case when the ground ring is the ring of integers of a number field $K$ or, more generally, the ring of $S$-integers of $K$, where $S$ is any finite set of places in $K$ containing all infinite ones. The first such generalizations were obtained in [Győry (1978a, 1978b)] to polynomials and algebraic numbers, in [Győry and Papp (1977, 1978)] to discriminant form and index form equations, and in [Trelina (1977a, 1977b)] to algebraic numbers and index form equations over $\mathbb{Q}$. Improvements and further generalizations were later established in [Győry (1980a, 1980b, 1981b, 1981c, 1984, 1998, 2006)]. We present here the most important generalizations and their applications, with much better and completely explicit bounds for the heights of the solutions. Our main results are about discriminants of monic polynomials and, equivalently, of integral elements in finite étale $K$-algebras. In contrast with the rational case considered in Chapter 6, in this generality no upper bound exists for the degrees of polynomials and integral elements in question. The results concerning étale algebras are new. Our proofs are based on some effective results from Chapter 4 on $S$-unit equations.

In Section 8.1, our most important results and some of their applications are presented in a classical situation, for monic polynomials and algebraic integers over rings of $S$-integers of $\mathbb{Q}$. The general results over rings of $S$-integers of an arbitrary number field are formulated for monic polynomials in Section 8.2, and for elements of étale algebras in Section 8.4 In Section 8.4 we give some applications to integral elements in a number field and to algebraic numbers of given degree. Some other applications are also established to index equations, monogenic orders and about the arithmetical properties of discriminants and indices of integral elements. The proofs can be found in Section 8.3 and Section 8.5

In Section 18.2, a further application will be given in an effective proof of Shafarevich' conjecture for hyperelliptic curves.

### 8.1 Results over $\mathbb{Z}_{S}$

Let $\left\{p_{1}, \ldots, p_{t}\right\}$ be a finite, possibly empty set of primes, $S=\left\{\infty, p_{1}, \ldots, p_{t}\right\}$, $\mathbb{Z}_{S}=\mathbb{Z}\left[\left(p_{1} \cdots p_{t}\right)^{-1}\right]$ the ring of $S$-integers and $\mathbb{Z}_{S}^{*}$ the group of $S$-units in $\mathbb{Q}$. Recall that two monic polynomials $f, f^{*} \in \mathbb{Z}_{S}[X]$ of degree $n$ are called $\mathbb{Z}_{S^{-}}$ equivalent if $f^{*}(X)=\varepsilon^{-n} f(\varepsilon X+a)$ for some $\varepsilon \in \mathbb{Z}_{S}^{*}$ and $a \in \mathbb{Z}_{S}$. Then, apart from an $S$-unit factor, $f$ and $f^{*}$ have the same discriminant.

Let $s=t+1$, and put

$$
\begin{aligned}
& P_{S}:=\max _{1 \leq i \leq t} p_{i}, \quad Q_{S}:=p_{1} \cdots p_{t} \text { if } t>0 \\
& P_{S}=Q_{S}:=1 \text { if } t=0
\end{aligned}
$$

We define the height of a polynomial $f(X)=X^{n}+a_{1} X^{n-1}+\cdots+a_{n} \in \mathbb{Z}_{S}[X]$ by

$$
H(f):=\prod_{v \in M_{\mathrm{Q}}} \max \left(1,\left|a_{1}\right|_{v}, \ldots,\left|a_{n}\right|_{v}\right),
$$

where $M_{\mathbb{Q}}$ denotes the set of places of $\mathbb{Q}$. If in particular $S=\{\infty\}$, then $f(X) \in$ $\mathbb{Z}[X]$ and $H(f)$ is just the maximum of the absolute values of the coefficients of $f$.

Let

$$
n_{3}:=n(n-1)(n-2) \text { if } n>3, n_{3}:=0 \text { if } n=2
$$

Theorem 8.1.1 Let $D \in \mathbb{Z} \backslash\{0\}$, and let $f \in \mathbb{Z}_{S}[X]$ be a monic polynomial of degree $n \geq 2$ with discriminant $D(f) \in D \mathbb{Z}_{S}^{*}$. Then $f$ is $\mathbb{Z}_{S}$-equivalent to a monic polynomial $f^{*} \in \mathbb{Z}_{S}[X]$ for which

$$
\begin{equation*}
H\left(f^{*}\right) \leq \exp \left\{n^{3 n^{2} t}\left(10 n^{3} s\right)^{16 n^{2} s} P_{S}^{n_{3}+1}\left(Q_{S}^{n}|D|\right)^{3 n-1}\right\} \tag{8.1.1}
\end{equation*}
$$

This is a special case of Theorem 8.2.3 from Section 8.2. For $S=\{\infty\}$, Theorem 8.1.1 gives that if $f \in \mathbb{Z}[X]$ is monic with degree $n \geq 2$ and discriminant $D \neq 0$, then there exists $a \in \mathbb{Z}$ such that the polynomial $f^{*}(X)=f(X+a)$ has height

$$
\begin{equation*}
H\left(f^{*}\right) \leq \exp \left\{\left(10 n^{3}\right)^{16 n^{2}}|D|^{3 n-1}\right\} \tag{8.1.2}
\end{equation*}
$$

Theorem 8.1.1 has several consequences. For example, it implies that there are only finitely many $\mathbb{Z}_{S}$-equivalence classes of monic polynomials $f \in \mathbb{Z}_{S}[X]$ of degree $n$ with $D(f) \in D \mathbb{Z}_{S}$, and a full set of representatives of these classes can be effectively determined.

For an algebraic number $\alpha$, we denote by $D(\alpha)$ the discriminant of $\alpha$ relative to the extension $\mathbb{Q}(\alpha) / \mathbb{Q}$. If $L$ is an algebraic number field and $\alpha \in L$ with $L=\mathbb{Q}(\alpha)$, then obviously $D(\alpha)$ is just $D_{L / \mathbb{Q}}(\alpha)$.
Two algebraic numbers $\alpha, \beta$, integral over $\mathbb{Z}_{S}$, are called $\mathbb{Z}_{S}$-equivalent if $\beta=\varepsilon \alpha+a$ with some $\varepsilon \in \mathbb{Z}_{S}^{*}$ and $a \in \mathbb{Z}_{S}$. In this case $D(\beta) \in D(\alpha) \mathbb{Z}_{S}^{*}$. Then Theorem 8.1.1 implies that for given $n \geq 2$ and $D \in \mathbb{Z} \backslash\{0\}$, there are only finitely many and effectively determinable $\mathbb{Z}_{S}$-equivalence classes of algebraic numbers $\alpha$, integral over $\mathbb{Z}_{S}$, with degree $n$ and discriminant $D(\alpha) \in D \mathbb{Z}_{S}^{*}$. This follows from Theorem 8.1.1 in the following explicit form. We recall that $H(\cdot)$ denotes the (absolute) height of an algebraic number.

Corollary 8.1.2 Let $D \in \mathbb{Z} \backslash\{0\}$, and let $\alpha$ be an algebraic number with degree $n \geq 2$ and discriminant $D(\alpha) \in D \mathbb{Z}_{S}^{*}$ which is integral over $\mathbb{Z}_{S}$. Then $\alpha$ is $\mathbb{Z}_{S}$-equivalent to an algebraic number $\alpha^{*}$ such that

$$
H\left(\alpha^{*}\right) \leq \exp \left\{2 n^{3 n^{2} t+1}\left(10 n^{3} s\right)^{16 n^{2} s}\left(P_{S}^{n(n+t)}|D|\right)^{3 n}\right\} .
$$

In terms of $D$, a much better bound can be obtained if we restrict ourselves to the elements of a fixed number field. Let $L$ be an algebraic number field of degree $n \geq 2$ with discriminant $D_{L}$.

Theorem 8.1.3 Let $D \in \mathbb{Z} \backslash\{0\}$, and let $\alpha$ be a primitive element of $L$, integral over $\mathbb{Z}_{S}$, such that $D_{L / \mathbb{Q}}(\alpha) \in D \mathbb{Z}_{S}^{*}$. Then $\alpha$ is $\mathbb{Z}_{S}$-equivalent to an $\alpha^{*}$ for which

$$
H\left(\alpha^{*}\right) \leq \exp \left\{\left(10 n^{3} s\right)^{16 n^{2} s} P_{S}^{n_{3}+1}\left|D_{L}\right|^{2 n-1}\left(\left|D_{L}\right|^{n}+\log ^{*}|D|\right)\right\} .
$$

This is a special case of Theorem 8.4.1.
Denote by $O_{S, L}$ the integral closure of $\mathbb{Z}_{S}$ in $L$. There exist a $\mathbb{Z}_{S}$-basis of the form $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$ of $O_{S, L}$. Then every $\mathbb{Z}_{S}$-equivalence class of elements of $O_{S, L}$ contains a representative of the shape $x_{2} \omega_{2}+\cdots+x_{n} \omega_{n}$ with $x_{2}, \ldots, x_{n} \in$ $\mathbb{Z}_{S}$, and $D_{L / Q}(\alpha) \in D \mathbb{Z}_{S}^{*}$ can be rewritten as the discriminant form equation

$$
\begin{equation*}
D_{L / \mathbb{Q}}\left(x_{2} \omega_{2}+\cdots+x_{n} \omega_{n}\right) \in D \mathbb{Z}_{S}^{*} \text { in } x_{2}, \ldots, x_{n} \in \mathbb{Z}_{S} \tag{8.1.3}
\end{equation*}
$$

Clearly, if $\mathbf{x}=\left(x_{2}, \ldots, x_{n}\right)$ is a solution of 8.1.3) then so is $\varepsilon \mathbf{x}$ for every $\varepsilon \in \mathbb{Z}_{S}^{*}$. Suppose that

$$
H\left(\omega_{i}\right) \leq H \text { for } i=2, \ldots, n .
$$

The next corollary is in fact a special case of Corollary 8.4.4 with explicit absolute constants. It can be deduced from Theorem8.1.3

Corollary 8.1.4 For every solution $\mathbf{x}=\left(x_{2}, \ldots, x_{n}\right)$ of 8.1.3) there is an $\varepsilon \in \mathbb{Z}_{S}^{*}$ such that

$$
\max _{2 \leq i \leq n} H\left(\varepsilon x_{i}\right) \leq \exp \left\{2 n\left(10 n^{3} s\right)^{16 n^{2} s} P_{S}^{n_{3}+1}\left|D_{L}\right|^{2 n-1}\left(\left|D_{L}\right|^{n}+\log ^{*}(|D| H)\right)\right\} .
$$

We note that similar results follow for the corresponding index equations and index form equations.

Recall that $O_{S, L}$ is called monogenic if $O_{S, L}=\mathbb{Z}_{S}[\alpha]$ for some $\alpha \in O_{S, L}$. Then we have also $O_{S, L}=\mathbb{Z}_{S}\left[\alpha^{*}\right]$ for every $\alpha^{*} \in O_{S, L}$ which is $\mathbb{Z}_{S}$-equivalent to $\alpha$. In this case $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is a power basis of $O_{S, L}$ over $\mathbb{Z}_{S}$.

The following corollary is an immediate consequence of Corollary 8.1.4
Corollary 8.1.5 If $O_{S, L}$ is monogenic, then every $\alpha$ with $O_{S, L}=\mathbb{Z}_{S}[\alpha]$ is $\mathbb{Z}_{S}$-equivalent to an element $\alpha^{*}$ such that

$$
\alpha^{*}=x_{2} \omega_{2}+\cdots+x_{n} \omega_{n} \text { with } x_{2}, \ldots, x_{n} \in \mathbb{Z}_{S}
$$

and

$$
\max _{2 \leq i \leq n} H\left(x_{i}\right) \leq \exp \left\{2 n\left(10 n^{3} s\right)^{16 n^{2} s} P_{S}^{n_{3}+1}\left|D_{L}\right|^{2 n-1}\left(\left|D_{L}\right|^{n}+\log ^{*} H\right)\right\} .
$$

Corollary 8.1.4 implies that apart from a proportional factor $\varepsilon \in \mathbb{Z}_{S}^{*}$, equation 8.1.3 has only finitely many solutions. Further, if $L$ and $\omega_{2}, \ldots, \omega_{n}$ are effectively given, all the solutions can be effectively determined. Similarly, it follows form Corollary 8.1 .5 that there are only finitely many $\mathbb{Z}_{S}$-equivalence classes of $\alpha \in O_{S, L}$ with $O_{S, L}=\mathbb{Z}_{S}[\alpha]$, and a full set of representatives of these classes can be found.
Corollaries 8.1.2 8.1.5 are more general versions of the corresponding results of Chapter 6 but with less precise bounds.

Let $O_{L}$ denote the ring of integers of $L$. Theorem 8.1 .6 below enables us to get some information about the arithmetical properties of those non-zero rational integers that are discriminants of elements of $O_{L}$. In particular, we are interested in the problem whether such discriminants can be estimated from above in terms of their largest prime divisor. This is in general not true. For instance, if $\alpha=a \beta$ with $\alpha, \beta \in O_{L}$ and $a$ a rational integer different from $\pm 1$ then, in general, $\left|D_{L / \mathbb{Q}}(\alpha)\right|$ cannot be estimated from above in terms of its largest prime factor. We say that $D \in \mathbb{Z} \backslash\{0\}$ is a reduced element discriminant with respect to $L / \mathbb{Q}$, if it is the discriminant of some $\alpha \in O_{L}$, but is not the discriminant of any $a \beta$ with $\beta \in O_{L}$ and rational integer $a \neq \pm 1$.

We denote by $P(m)$ the greatest prime factor of a non-zero rational integer $m$. As a special case of Corollary 8.4.9 we get the following.

Theorem 8.1.6 Let $D \in \mathbb{Z} \backslash\{0\}$ be a reduced element discriminant with respect to $L / \mathbb{Q}$. Then

$$
P(D)>C\left(\log _{2}|D|\right)\left(\log _{3}|D|\right) /\left(\log _{4}|D|\right)
$$

provided that $|D| \geq D_{0}$, where $C, D_{0}$ are effectively computable positive numbers which depend only on $n$ and $D_{L}$.

Roughly speaking this means that if $D$ is a reduced element discriminant with respect to $L / \mathbb{Q}$ and $|D|$ is large enough, then $D$ must have a large prime factor.

### 8.2 Monic polynomials with $S$-integral coefficients

In case of monic polynomials of given degree we generalize in this section the results of Section 6.6 to monic polynomials with $S$-integral coefficients in algebraic number fields. In terms of certain parameters, the upper bounds in the theorems below improve upon the corresponding bounds from [Győry (1981c, 1984, 1998, 2006)].

Let $K$ be an algebraic number field, $S$ a finite set of places of $K$ containing the infinite places, $O_{S}$ the ring of $S$-integers and $O_{S}^{*}$ the group of $S$-units in $K$. For a square-free monic polynomial $f(X) \in K[X]$ of degree $n$, the $K$-algebra

$$
\begin{equation*}
\Omega(f):=K[X] /(f) \tag{8.2.1}
\end{equation*}
$$

is a finite étale $K$-algebra of degree $n$ over $K$, called étale $K$-algebra associated with $f$. We know from Proposition 1.3.1, that $\Omega(f)$ is the direct product of the finite extensions $L_{i}:=K[X] /\left(f_{i}\right)(i=1, \ldots, q)$ of $K$, where $f_{1}, \ldots, f_{q}$ denote the monic irreducible factors of $F$ over $K$. We denote by $D_{\Omega(f)}$ the discriminant of $\Omega(f)$ viewed as a finite étale $\mathbb{Q}$-algebra. In view of (2.10.2),

$$
\begin{equation*}
D_{\Omega(f)}=D_{L_{1}} \cdots D_{L_{q}}, \tag{8.2.2}
\end{equation*}
$$

where $D_{L_{i}}$ denotes the discriminant of the number field $L_{i}$. If in particular $f$ has its coefficients in $\mathbb{Z}$, then by 5 5.3.4, $D_{\Omega(f)}$ divides $D(f)$ in $\mathbb{Z}$.

We recall that two monic polynomials $f, f^{*} \in O_{S}[X]$ of degree $n$ are called $O_{S}$-equivalent if

$$
f^{*}(X)=\varepsilon^{-n} f(\varepsilon X+a) \text { for some } \varepsilon \in O_{S}^{*} \text { and } a \in O_{S} .
$$

In this case $D\left(f^{*}\right)=\varepsilon^{n(n-1)} D(f)$, and if $f, f^{*}$ are separable then $D_{\Omega(f)}=D_{\Omega\left(f^{*}\right)}$. We prove in an effective and explicit form that there are at most finitely many $O_{S}$-equivalence classes of monic polynomials in $O_{S}[X]$ with degree $n \geq 2$ and with discriminant contained in $\delta O_{S}^{*}$, where $\delta \in O_{S} \backslash\{0\}$.

We introduce some parameters. Let $s$ denote the cardinality of $S$ and $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ the prime ideals of $O_{K}$ corresponding to the finite places in $S$. Put

$$
P_{S}:=\left\{\begin{array}{l}
\max _{1 \leq i \leq t} N_{K}\left(\mathfrak{p}_{i}\right) \text { if } t>0 \\
1 \text { if } t=0,
\end{array}\right.
$$

and

$$
W_{S}:=\left\{\begin{array}{l}
\prod_{i=1}^{t} \log N_{K}\left(\mathfrak{p}_{i}\right) \text { if } t>0 \\
1 \text { if } t=0 .
\end{array}\right.
$$

In our results we shall use the (inhomogeneous) height of a polynomial $f=$ $a_{0} X^{n}+\cdots+a_{n} \in K[X]$ defined by

$$
H(f):=\left(\prod_{v \in M_{K}} \max \left(1,\left|a_{0}\right|_{v}, \ldots,\left|a_{n}\right|_{v}\right)\right)^{1 /[K: Q]}
$$

Notice that $H\left(a_{i}\right) \leq H(f)$ for $i=0, \ldots, n$. In the proofs it will be more convenient to work with the logarithmic height of $f$ given by $h(f):=\log H(f)$.

Let

$$
n_{3}:=n(n-1)(n-2) \text { if } n \geq 3, n_{3}:=0 \text { if } n=2 .
$$

The following theorem is the main result of this chapter.
Theorem 8.2.1 Let $\delta \in O_{S} \backslash\{0\}$, and let $f \in O_{S}[X]$ be a monic polynomial of degree $n \geq 2$ with discriminant $D(f) \in \delta O_{S}^{*}$. Then $f$ is $O_{S}$-equivalent to a monic polynomial $f^{*} \in O_{S}[X]$ for which

$$
\begin{equation*}
H\left(f^{*}\right) \leq \exp \left\{C_{1} P_{S}^{n_{3}+1}\left|D_{\Omega(f)}\right|^{2 n-1}\left(\left|D_{\Omega(f)}\right|^{n}+\log N_{S}(\delta)\right)\right\} \tag{8.2.3}
\end{equation*}
$$

where $C_{1}=\left(10 n^{3} s\right)^{16 n^{2} s}$. Further, if $t>0$ and $n \geq 3$, then there is a monic polynomial $f^{*} \in O_{S}[X], O_{S}$-equivalent to $f$, such that

$$
\begin{equation*}
H\left(f^{*}\right) \leq \exp \left\{C_{2}^{t+1} P_{S}^{n_{3}+1} W_{S}^{n_{3}} \log ^{*} N_{S}(\delta)\right\} \tag{8.2.4}
\end{equation*}
$$

where $C_{2}$ is an effectively computable positive number which depends only on $d$, $n$ and $D_{\Omega(f)}$.

If $t>\log P_{S}$, then $s^{s}$ is greater than $P_{S}$ and $W_{S}$. Hence, in terms of $S$, 8.2.4 provides a better bound than 8.2.3).

Theorem 8.2.1 has an immediate consequence for the equation

$$
\begin{equation*}
D\left(x_{1}, \ldots, x_{n}\right) \in \delta O_{S}^{*} \text { in } \mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in O_{S}^{n} \tag{8.2.5}
\end{equation*}
$$

where $D\left(X_{1}, \ldots, X_{n}\right)=\prod_{1 \leq i<j \leq n}\left(X_{i}-X_{j}\right)^{2}$ denotes the decomposable form of discriminant type defined in Subsection 5.4.1 We recall that the solutions $\mathbf{x}$, $\mathbf{x}^{\prime} \in O_{S}^{n}$ are called $O_{S}$-equivalent if $\mathbf{x}^{\prime}=\varepsilon \mathbf{x}+(a, \ldots, a)$ with some $\varepsilon \in O_{S}^{*}$, $a \in O_{S}$. By applying Theorem 8.2.1 to the monic polynomials $f=\prod_{i=1}^{n}\left(X-x_{i}\right)$ with $x_{1}, \ldots, x_{n} \in O_{S}$ and combining this with 3.5.5 and Corollary 3.5.5, we get the following.

Corollary 8.2.2 Every solution $\mathbf{x}$ of 8.2.5 is $O_{S}$-equivalent to a solution $\mathbf{x}^{\prime}$ for which

$$
H\left(\mathbf{x}^{\prime}\right) \leq \exp \left\{2 n C_{1} P_{S}^{n_{3}+1}\left(1+\log N_{S}(\delta)\right)\right\} .
$$

Let $f$ be as in Theorem 8.2.1. $M$ the splitting field of $f$ over $K, m$ the degree of $M$ over $K$, and $D_{M}$ the discriminant of $M$ over $\mathbb{Q}$. Then it follows from (3.1.10, , 3.1.11) and 2.10.2) that

$$
D_{\Omega(f)}^{m} \mid D_{M}^{n} \text { and } D_{M} \mid D_{\Omega(f)}^{m} \text { in } \mathbb{Z}
$$

This implies that $D_{\Omega(f)}$ and $D_{M}$ have the same prime factors and

$$
\begin{equation*}
\left|D_{\Omega(f)}\right|^{m / n} \leq\left|D_{M}\right| \leq\left|D_{\Omega(f)}\right|^{m} . \tag{8.2.6}
\end{equation*}
$$

Hence, in $(8.2 .3), ~(8.2 .4)$ and throughout this chapter, $\left|D_{\Omega(f)}\right|$ can be estimated from above in terms of $\left|D_{M}\right|$ and $n$. Further, it will be clear from the proofs that $n_{3}$ can be replaced everywhere by $m$. This makes it easier to compare Theorem 8.2 .1 and its consequences below with their earlier versions in which $m$ and $D_{M}$ were used in place of $n_{3}$ and $D_{\Omega(f)}$, respectively; cf. [Győry (1981c, 1984, 1998, 2006)]. Together with 8.2.6, each of Theorem 8.2.1 and Corollaries 8.2.6 8.2.8 gives Theorem 6.6.1 in the special case $K=\mathbb{Q}, O_{S}=\mathbb{Z}$.

Let $d$ and $D_{K}$ denote the degree and discriminant of $K$, and let

$$
Q_{S}:=\left\{\begin{array}{l}
N_{K}\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{t}\right) \text { if } t>0 \\
1 \text { if } t=0
\end{array}\right.
$$

In the next theorem we give an upper bound for $H\left(f^{*}\right)$ which, in contrast with 88.2 .3 and 8.2.4, does not depend on $D_{\Omega(f)}$ or $D_{M}$.

Theorem 8.2.3 Let $\delta \in O_{S} \backslash\{0\}$, and let $f \in O_{S}[X]$ be a monic polynomial of degree $n \geq 2$ with discriminant $D(f) \in \delta O_{S}^{*}$. Then $f$ is $O_{S}$-equivalent to a monic polynomial $f^{*}$ in $O_{S}[X]$ such that

$$
\begin{equation*}
H\left(f^{*}\right) \leq \exp \left\{C_{3} P_{S}^{n_{3}+1}\left(Q_{S}^{n}\left|D_{K}\right|^{n} N_{S}(\delta)\right)^{3 n-1}\right\} \tag{8.2.7}
\end{equation*}
$$

where $C_{3}=n^{3 n^{2} d t}\left(10 n^{3} s\right)^{16 n^{2}} s$.
Theorem 8.2.3 will be deduced from Theorem 8.2.1 An application of Theorem 8.2.3 is given in Section 18.2 .
Let $\overline{\mathbb{Q}}$ be an effectively given algebraic closure of $\mathbb{Q}$; see Section 3.7 An element $\alpha \in \overline{\mathbb{Q}}$ is said to be given/effectively computable if a representation of $\alpha$ of the type 3.7.1 is given/can be computed. We recall that $K$ is said to be effectively given if $\alpha_{1}, \ldots, \alpha_{r} \in \overline{\mathbb{Q}}$ are given such that $K=\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{r}\right)$. Further, we say that $S$ is effectively given if the prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ are given in the way described in Section 3.7.

Theorem 8.2.3 implies the following.
Corollary 8.2.4 Let $n \geq 2$ be an integer, and $\delta \in O_{S} \backslash\{0\}$. Then there are only finitely many $O_{S}$-equivalence classes of monic polynomials $f$ in $O_{S}[X]$ of degree $n$ with $D(f) \in \delta O_{S}^{*}$. Further, there exists an algorithm that for any $n \geq 2$ and any effectively given $K, S$ and $\delta$ computes a full set of representatives of these classes.

Corollary 6.6.3 shows that in the case $K=\mathbb{Q}, S=\{\infty\}$, Corollary 8.2.4 is valid without fixing the degree $n$. In the general case such a finiteness assertion is not true. For instance, suppose that $S$ contains all prime ideals lying above a given rational prime number $p$ and consider the polynomials $X^{p^{k}}-\varepsilon$ with $k=$ $1,2, \ldots$ and $\varepsilon \in O_{S}^{*}$. The polynomial $X^{p^{k}}-u$ has discriminant $p^{k p^{k}} \varepsilon^{p^{k}-1} \in O_{S}^{*}$. Hence there are monic polynomials in $O_{S}[X]$ of arbitrarily large degree having discriminant in $O_{S}^{*}$. However, it follows from Theorem 10.1 .2 in Chapter 10 and in a more precise form from Theorem 9.2.1 of Chapter 9, that we can bound the degree of $f$ if we assume that its zeros lie in a prescribed finite extension of $K$. The following is an immediate consequence of Theorem 9.2.1.

Theorem 8.2.5 Let $G$ be a finite extension of $K$ of degree $g$, suppose that the set $S$ has cardinality $s$, and let $\delta$ be a non-zero $S$-integer in $K$ such that there are at most $\omega$ prime ideals corresponding to places outside $S$ in the factorization of $(\delta)$. If $f \in O_{S}[X]$ is a monic polynomial with $D(f) \in \delta O_{S}^{*}$ all whose zeros lie in $G$, then

$$
\operatorname{deg} f \leq 2^{16 g(s+\omega)}
$$

We state a further corollary of Theorem 8.2.1
Corollary 8.2.6 Let $\delta \in O_{S} \backslash\{0\}$, and let $f \in O_{S}[X]$ be a monic polynomial of degree $n \geq 2$ with discriminant $D(f)=\delta$. Then $f(X)=f^{*}(X+a)$ for some $a \in O_{S}$ and monic polynomial $f^{*} \in O_{S}[X]$ such that

$$
\begin{equation*}
H\left(f^{*}\right) \leq \exp \left\{C_{4}^{s} P_{S}^{n_{3}+1} W_{S}^{n_{3}} \max (h(\delta), 1)\right\}, \tag{8.2.8}
\end{equation*}
$$

where $C_{4}$ is an effectively computable positive number which depends only on $d$, $n$ and $D_{\Omega(f)}$.

In some applications it happens that $D(f) \in O_{S}^{*}$, but the coefficients of $f$ belong to a subring of $O_{S}$. We state now a result for this situation. Let $T$ be a subset of $S$ containing the infinite places, and denote by $O_{T}$ the ring of $T$ integers in $K$. Then obviously $O_{T} \subseteq O_{S}$.

Theorem 8.2.7 Let $\delta \in O_{T} \backslash\{0\}$, and let $f \in O_{T}[X]$ be a monic polynomial of
degree $n \geq 2$ with discriminant $D(f)=\delta$. Then there are $a \in O_{T}$ and a monic polynomial $f^{*} \in O_{T}[X]$ such that $f(X)=f^{*}(X+a)$ and

$$
H\left(f^{*}\right) \leq H(\delta) \exp \left\{C_{5} P_{S}^{n_{3}+1}\left(Q_{S}^{n}\left|D_{K}\right|^{n} N_{S}(\delta)\right)^{3 n-1}\right\}
$$

where $C_{5}=n^{3 n^{2} d t}\left(10 n^{3} s\right)^{16 n^{2} s}$.
In the special case $D(f) \in O_{S}^{*}$, i.e. if $\delta \in O_{T} \cap O_{S}^{*}$, von Känel [von Känel (2014a), Prop. 5.2, (i)], following the method of Győry, established a slightly weaker version of Theorem 8.2.7 He used it to prove a former version of Theorem 18.2.1 (i) of Chapter 18

Let $\mathscr{S}=O_{S}^{*} \cap O_{K}$. The following corollary will be deduced from Corollary 8.2.6

Corollary 8.2.8 Let $\delta \in O_{K} \backslash\{0\}$, and let $f \in O_{K}[X]$ be a monic polynomial of degree $n \geq 2$ with discriminant $D(f) \in \delta O_{S}^{*}$. Then there are $a \in O_{K}, \eta \in \mathscr{S}$ and $f^{*} \in O_{K}[X]$ such that $f(X)=\eta^{n} f^{*}\left(\eta^{-1}(X+a)\right)$ and

$$
\begin{equation*}
H\left(f^{*}\right) \leq \exp \left\{C_{6}^{s}\left(P_{S} W_{S}\right)^{n_{3}+1} \log ^{*} N_{S}(\delta)\right\}, \tag{8.2.9}
\end{equation*}
$$

where $C_{6}$ is an effectively computable positive number which depends only on $n, d$ and $D_{\Omega(f)}$.

From Theorem 8.2.3 one can deduce another version of Corollary 8.2.8 in which the upper bound for $H\left(f^{*}\right)$ depends neither on $D_{\Omega(f)}$ nor on the splitting field of $f$; for a version of this kind see [Győry (1981c)].

For $\delta \in O_{K} \backslash\{0\}$, we denote by $\omega_{K}(\delta)$ and $P_{K}(\delta)$ the number of distinct prime ideal divisors of $\delta$ in $O_{K}$ and the greatest norm of these prime ideals, respectively.
Corollary 8.2 .8 enables us to get some information about the arithmetical structure of those non-zero integers in $K$ which are discriminants of some monic polynomials with coefficients in $O_{K}$. For a square-free monic $f \in O_{K}[X]$, $\left|N_{K / \mathbb{Q}}(D(f))\right|$ cannot be estimated from above in general in terms of $K$ and $P_{K}(D(f))$. This is the case if $f(X)=\eta^{n} g\left(\eta^{-1} X\right)$ such that $g \in O_{K}[X]$ is monic, $n=\operatorname{deg} f, \eta \in O_{K}$ and $\left|N_{K / Q}(\eta)\right|$ is sufficiently large compared with $P_{K}(\eta D(G))$.

Corollary 8.2.9 Let $f \in O_{K}[X]$ be a square-free monic polynomial of degree $n \geq 2$. Suppose that there are no monic $g \in O_{K}[X]$ and non unit $\eta \in O_{K} \backslash\{0\}$
for which $f(X)=\eta^{-n} g(\eta X)$. Then there are effectively computable positive constants $C_{7}, C_{8}, C_{9}, N_{0}$ which depend only on $d, n$ and $D_{\Omega(f)}$ such that

$$
P>\left\{\begin{array}{l}
C_{7}(\log N)^{C_{8}} \quad \text { if } t \leq \log P / \log _{2} P,  \tag{8.2.10}\\
C_{9}\left(\log _{2} N\right)\left(\log _{3} N\right) / \log _{4} N \text { otherwise },
\end{array}\right.
$$

provided that $N \geq N_{0}$, where

$$
P=P_{K}(D(f)), \quad t=\omega_{K}(D(f)), \quad N=\left|N_{K / \mathbb{Q}}(D(f))\right| .
$$

Corollary 8.2.9 motivates the following
Conjecture 8.2.10 Under the assumptions of Corollary 8.2.9

$$
P_{K}(D(f))>C_{10}\left(\log \left|N_{K / \mathbb{Q}}(D(f))\right|\right)^{C_{11}}
$$

where $C_{10}, C_{11}$ are effectively computable positive numbers which depend only on $K, n$ and $D_{\Omega(f)}$.

The next theorem will be deduced from Theorem 8.2.1 and Corollary 4.1.5
Theorem 8.2.11 Let $\delta$ and $\mu$ be non-zero elements of $O_{S}$, and let $f \in O_{S}[X]$ be a monic polynomial of degree $n \geq 2$ with $D(f) \in \delta O_{S}^{*}$ and $f(0) \in \mu O_{S}^{*}$. Then $f(X)=\varepsilon^{n} f^{*}\left(\varepsilon^{-1} X\right)$, where $\varepsilon \in O_{S}^{*}$ and $f^{*}$ is a monic polynomial in $O_{S}[X]$ such that

$$
\begin{equation*}
H\left(f^{*}\right) \leq \exp \left\{\left(c_{1} n^{d} s\right)^{c_{2} n^{2} s}\left(P_{S}^{n(n+t)}\left|D_{K}\right|^{n} N_{S}(\delta)\right)^{4 n-1} \log ^{*} N_{S}(\mu)\right\} \tag{8.2.11}
\end{equation*}
$$

where $c_{1}, c_{2}$ are effectively computable positive absolute constants.
For $f$ and $f^{*}$ the theorem implies that

$$
\begin{equation*}
D(f)=\varepsilon^{n(n-1)} D\left(f^{*}\right) \text { and } f(0)=\varepsilon^{n} f^{*}(0) . \tag{8.2.12}
\end{equation*}
$$

If in particular $D(f)=\delta$ or $f(0)=\mu$, then, using 8.2.11 and 8.2.12, it is easy to deduce an upper bound for $h(\varepsilon)$ and hence for $h(f)$.

We note that in the special case $K=\mathbb{Q}, S=\{\infty\}$, that is for $O_{S}=\mathbb{Z}$, Theorem 8.2 .3 and Theorem 8.2.11 imply slightly weaker and less explicit versions of (6.4.1) in Theorem 6.4.1 and Corollary 6.4.3. Further, Corollary 8.2.4 gives Corollary 6.6.3, but only for polynomials of bounded degree.

### 8.3 Proofs

We shall generalize the basic ideas of the proof of Theorem6.1.1. Our main tools are the effective results on equations in two unknowns from a finitely generated multiplicative group from Section4.1.2, in particular Theorem4.1.3 and

Theorem 4.1.7 Further, we need effective estimates for $S$-units from Section 3.6. in particular Propositions 3.6.3 and 3.6.1, estimates for discriminants, class numbers and regulators from Subsection 3.1.3 and the upper bound (3.4.8) for the $S$-regulator.

We recall that the absolute height of an algebraic number $\beta$ is defined by

$$
H(\beta):=\prod_{v \in M_{G}} \max \left(1,|\beta|_{v}\right)^{1 /[G: Q]}
$$

and the absolute logarithmic height by $h(\beta):=\log H(\beta)$, where $G$ is any number field containing $\beta$. Sometimes, in the proofs, it will be more convenient to use the absolute logarithmic height. Further, we put $n_{3}=n(n-1)(n-2)$ if $n \geq 3$.

Let $f \in O_{S}[X]$ be a monic polynomial of degree $n \geq 2$ with discriminant $D(f) \in \delta O_{S}^{*}$ and with zeros $\alpha_{1}, \ldots, \alpha_{n}$. Putting $\Delta_{i j}:=\alpha_{i}-\alpha_{j}$, we have

$$
\begin{equation*}
\prod_{1 \leq i<j \leq n} \Delta_{i j}^{2} \in \delta O_{S}^{*} \tag{8.3.1}
\end{equation*}
$$

Further, if $n \geq 3$, then the identity

$$
\begin{equation*}
\Delta_{i j}+\Delta_{j k}+\Delta_{k i}=0 \text { for } i, j, k \in\{1, \ldots, n\} \tag{8.3.2}
\end{equation*}
$$

holds.
The proof of Theorem 8.2.1 is based on the following lemma.
Lemma 8.3.1 Assume that $n \geq 3$. For each triple of distinct indices $i, j$, $k \in\{1, \ldots, n\}$ we have

$$
\begin{equation*}
H\left(\Delta_{i j} / \Delta_{i k}\right) \leq C_{12} \tag{8.3.3}
\end{equation*}
$$

where

$$
C_{12}=\exp \left\{C_{13} P_{S}^{n_{3}+1}\left|D_{\Omega(f)}\right|^{2 n-1}\left(\left|D_{\Omega(f)}\right|^{n}+\frac{1}{2 d} \log N_{S}(\delta)\right)\right\}
$$

and

$$
C_{13}=\left(2^{51} n^{48} s^{14}\right)^{n^{2} s}
$$

Further, if $t>0$,

$$
\begin{equation*}
H\left(\Delta_{i j} / \Delta_{i k}\right) \leq \exp \left\{C_{14}^{t+1} P_{S}^{n_{3}+1} W_{S}^{n_{3}} \log ^{*} N_{S}(\delta)\right\} \tag{8.3.4}
\end{equation*}
$$

where $C_{14}$ is an effectively computable positive number depending only on $d$, $n$ and $D_{\Omega(f)}$.

Proof Using 8.3.1, we reduce 8.3.2 to a two term $S$-unit equation, and then we apply Theorem 4.1.3 and Theorem 4.1.7 to prove 8.3.3) and 8.3.4, respectively.

Put $L_{i}=K\left(\alpha_{i}\right)$ for $i=1, \ldots, n$. Let $D_{i}$ denote the discriminant of $L_{i}$ over $\mathbb{Q}$. For distinct $i, j=1, \ldots, n$, denote by $L_{i j}$ the compositum of $L_{i}$ and $L_{j}$, by $d_{i j}, D_{i j}, h_{i j}$ and $R_{i j}$ the degree, discriminant, class number and regulator of $L_{i j}$, by $T_{i j}$ the set of places of $L_{i j}$ lying above those in $S$, and by $O_{T_{i j}}$ the ring of $T_{i j}$-integers in $L_{i j}$, i.e. the integral closure of $O_{S}$ in $L_{i j}$. Then $d_{i j} \leq n_{2} d$ where $n_{2}:=n(n-1)$.

Let $i, j \in\{1, \ldots, n\}$ be distinct indices. The numbers $\Delta_{i j}$ and $D(f) / \Delta_{i j}$ are contained in $L_{i j}$ and are integral over $O_{S}$. Hence $\Delta_{i j} \in O_{T_{i j}}$ and, by 8.3.1, $\Delta_{i j}^{2}$ divides $\delta$ in $O_{T_{i j}}$. Proposition 3.6.3 yields a decomposition $\Delta_{i j}=\beta_{i j} \varepsilon_{i j}$ with $\beta_{i j} \in O_{T_{i j}}, \varepsilon_{i j} \in O_{T_{i j}}^{*}$ and with an effective upper bound for the height of $\beta_{i j}$. The first step of our proof is to compute such an upper bound. Denote by $N_{T_{i j}}$ the $T_{i j}$-norm in $L_{i j}$. Using the fact that $N_{T_{i j}}(\delta)=N_{S}(\delta)^{d_{i j} / d}$, we deduce from 8.3.1) that

$$
\begin{equation*}
N_{T_{i j}}\left(\Delta_{i j}\right) \leq N_{S}(\delta)^{d_{i j} / 2 d} \tag{8.3.5}
\end{equation*}
$$

We can estimate $\left|D_{i j}\right|$ from above in terms of $\left|D_{i}\right|,\left|D_{j}\right|$ by means of 3.1.10| and then in terms of $\left|D_{\Omega(f)}\right|$ and $n$, using $(8.2 .2)$ and $\left[L_{i j}: L_{i}\right],\left[L_{i j}: L_{j}\right] \leq n-1$. This gives

$$
\begin{equation*}
\left|D_{i j}\right| \leq\left|D_{i}\right|^{\left[L_{i j}: L_{i}\right]}\left|D_{j}\right|^{\left[L_{i j}: L_{j}\right]} \leq\left|D_{\Omega(f)}\right|^{2 n-2} . \tag{8.3.6}
\end{equation*}
$$

By inserting this into 3.1.8 we obtain for the class number and regulator of $L_{i j}$ the estimates

$$
\begin{gather*}
\max \left(h_{i j}, R_{i j}, h_{i j} R_{i j}\right) \leq 5\left|D_{\Omega(f)}\right|^{n-1}\left(2 n \log ^{*}\left|D_{\Omega(f)}\right|\right)^{d n_{2}-1}  \tag{8.3.7}\\
\quad<(2 n)^{n_{2} d}\left|D_{\Omega(f)}\right|^{n-1}\left(\log ^{*}\left|D_{\Omega(f)}\right|\right)^{n_{2} d-1}=: C_{15} .
\end{gather*}
$$

Further, we have

$$
\begin{equation*}
C_{15} \leq\left(n^{3} d\right)^{n^{2}} d\left|D_{\Omega(f)}\right|^{n}=: C_{16} . \tag{8.3.8}
\end{equation*}
$$

Here we have used the inequality $(\log X)^{B} \leq(B / 2 \epsilon)^{B} X^{\epsilon}$ for $X, B, \epsilon>0$.
Lastly, we have the following bound for absolute norms of ideals

$$
\begin{equation*}
Q_{i j}:=\prod_{\mathfrak{F}} N_{L_{i j}}(\mathfrak{P}) \leq\left(\prod_{\mathfrak{p}} N_{K}(\mathfrak{p})\right)^{\left[L_{i j}: K\right]} \leq P_{S}^{n_{2} t} \tag{8.3.9}
\end{equation*}
$$

where the products are taken for all prime ideals $\mathfrak{B}$ corresponding to the finite places in $T_{i j}$ and $\mathfrak{p}$ corresponding to the finite places in $S$, respectively. Applying now Proposition 3.6.3 to $\Delta_{i j}$ (with $L_{i j}, T_{i j}$ instead of $K, S$ ) and using
8.3.5), 8.3.7), 8.3.8, 8.3.9, we infer that there are $\beta_{i j} \in O_{T_{i j}}$ and $\varepsilon_{i j} \in O_{T_{i j}}^{*}$ such that

$$
\begin{equation*}
\Delta_{i j}=\beta_{i j} \varepsilon_{i j}, \quad h\left(\beta_{i j}\right) \leq C_{17} \tag{8.3.10}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{17} & :=\frac{1}{2 d} \log N_{S}(\delta)+29 e\left(n_{2} d\right)^{n_{2} d}(t+1)\left(\log ^{*} P_{S}\right) C_{16} \\
& \leq \frac{1}{2 d} \log N_{S}(\delta)+\left(n^{5} d^{2}\right)^{n^{2} d}(t+1)\left(\log ^{*} P_{S}\right)\left|D_{\Omega(f)}\right|^{n} .
\end{aligned}
$$

For convenience, we assume that $\beta_{j i}=-\beta_{i j}$ and $\varepsilon_{j i}=\varepsilon_{i j}$ for $i \neq j$.
Let now $i, j, k$ be any three distinct indices from $\{1, \ldots, n\}$. Denote by $L_{i j k}$ the compositum of $L_{i}, L_{j}$ and $L_{k}$, and by $d_{i j k}, D_{i j k}, h_{i j k}$ ad $R_{i j k}$ the degree, discriminant, class number and regulator of $L_{i j k}$ over $\mathbb{Q}$. Let $T_{i j k}$ denote the set of places of $L_{i j k}$ lying above those in $S$ and $O_{T_{i j k}}$ the ring of $T_{i j k}$-integers in $L_{i j k}$. Then $O_{T_{i j k}}^{*}$, the unit group of $O_{T_{i j k}}$ has rank at most $n_{3} s-1$ where $n_{3}=n(n-1)(n-2)$. Denote by $\Gamma$ the multiplicative subgroup of $L_{i j k}^{*}$ generated by $O_{T_{i j}}^{*}$ and $O_{T_{i k}}^{*}$. Obviously, $\Gamma$ is a subgroup of $O_{T_{i j k}}^{*}$.

We get from 8.3.2 and 8.3.9 that

$$
\beta_{i j} \varepsilon_{i j}+\beta_{j k} \varepsilon_{j k}=\beta_{i k} \varepsilon_{i k}
$$

whence

$$
\begin{equation*}
\left(\beta_{i j} / \beta_{i k}\right)\left(\varepsilon_{i j} / \varepsilon_{i k}\right)+\left(\beta_{j k} / \beta_{i k}\right)\left(\varepsilon_{j k} / \varepsilon_{i k}\right)=1 \tag{8.3.11}
\end{equation*}
$$

This is an equation in $L_{i j k}$. Here $\varepsilon_{i j} / \varepsilon_{i k}, \varepsilon_{j k} / \varepsilon_{i k}$ are unknowns from $\Gamma$ and $O_{T_{i j k}}^{*}$, respectively, while the coefficients $\beta_{i j} / \beta_{i k}, \beta_{j k} / \beta_{i k}$ have heights not exceeding $2 C_{17}$.

We shall first prove 8.3.3). We apply Theorem4.1.3 to the equation 8.3.11) with unknowns from $\Gamma$. We first choose a system of generators $\left\{\xi_{1}, \ldots, \xi_{m}\right\}$ for $\Gamma / \Gamma_{\text {tors }}$ and give a bound for

$$
\Theta:=h\left(\xi_{1}\right) \cdots h\left(\xi_{m}\right)
$$

We apply Proposition 3.6 .1 to the group $O_{T_{p q}}^{*}$, where $p, q$ are any two indices from $i, j, k$. The cardinality $t_{p q}$ of $T_{p q}$ does not exceed $n_{2} s$. Then we infer that there is an fundamental system $\left\{\eta_{1}, \ldots, \eta_{t_{p q}-1}\right\}$ of $T_{p q}$-units in $L_{p q}$ such that

$$
\begin{equation*}
\prod_{i=1}^{t_{p q}-1} h\left(\eta_{i}\right) \leq C_{18} R_{T_{p q}}, \tag{8.3.12}
\end{equation*}
$$

where $C_{18}=\left(\left(t_{p q}-1\right)!\right)^{2} / 2^{t_{p q}-2} d_{p q}^{t_{p q}-1}$ and $R_{T_{p q}}$ denotes the $T_{p q}$-regulator. By Stirling's inequality $m!\leq e^{1 / 12}(2 \pi m)^{1 / 2}(m / e)^{m}$ for $m \geq 1$ and $t_{p q} \leq n_{2} s$, we
have $C_{18} \leq(n s)^{2 n_{2} s}$. Using the upper bound (3.4.8) for the $S$-regulator, applied with $T_{i j}$ instead of $S$, and 8.3.7), we get the upper bound

$$
R_{T_{p q}} \leq h_{p q} R_{p q} \prod \log N_{L_{p q}}(\mathfrak{P}) \leq C_{15} \prod \log N_{L_{p q}}(\mathfrak{P}),
$$

where the product is taken over all prime ideals $\mathfrak{P}$ corresponding to the finite places in $T_{p q}$. Since each of these prime ideals has norm at most $P_{S}^{\left[L_{p q}: K\right]} \leq P_{S}^{n_{2}}$ and since $T_{p q}$ contains altogether at most $n_{2} t$ prime ideals, we have

$$
\begin{equation*}
R_{T_{p q}} \leq C_{15}\left(n^{2} \log ^{*} P_{S}\right)^{n_{2} t} \tag{8.3.13}
\end{equation*}
$$

We choose as set of generators for $\Gamma$ the union of the fundamental systems of units for $O_{T_{i j}}$ and $O_{T_{i k}}$ considered above. Then from 8.3.12 and 8.3.13) it follows that

$$
\begin{align*}
& \Theta \leq\left(C_{15}(n s)^{2 n_{2} s}\left(n^{2} \log ^{*} P_{S}\right)^{n_{2} t}\right)^{2} \\
&\left.\leq(2 n)^{2 n_{2} d}(n s)^{4 n_{2} s} n^{4 n_{2} t} \mid D_{\Omega(f)}\right)^{2(n-1)} \times \\
& \quad \times\left(\log ^{*}\left|D_{\Omega(f)}\right|\right)^{2\left(n_{2} d-1\right)}\left(\log ^{*} P_{S}\right)^{2 n_{2} t}=: C_{19} \tag{8.3.14}
\end{align*}
$$

We now apply Theorem 4.1.3 to the equation 8.3.11 with $H, m, d, s$ replaced by $2 C_{17}, 2\left(n_{2} s-1\right), n_{3} d$ and $n_{3} s$, respectively. Then we get

$$
\begin{aligned}
h\left(\varepsilon_{i j} / \varepsilon_{i k}\right) \leq 13 C_{20} & \frac{P_{S}^{n_{3}}}{\log ^{*} P_{S}} C_{19} C_{17} \times \\
& \times \max \left(\log \left(C_{20} n_{3} s P_{S}^{n_{3}}\right), \log C_{19}\right)=: C_{21}
\end{aligned}
$$

where $C_{20}=s^{2}\left(16 e n_{3} d\right)^{6 n_{2} s}$. By 8.3.9 this implies

$$
h\left(\Delta_{i j} / \Delta_{i k}\right) \leq 2 C_{17}+C_{21}<2 C_{21} .
$$

To estimate $C_{21}$, we insert the expressions for $C_{17}, C_{19}$, use $d \leq 2 s, t+1 \leq s$ for terms $d, t$ occurring in the basis and $\frac{1}{2} d+t \leq s$ for terms $d, t$ in the exponent. Further, we estimate $P_{S}^{n_{3}}\left(\log ^{*} P_{S}\right)^{2 n_{2} t+1}$ from above by $\left(n_{2} s\right)^{2 n_{2} t+1} P_{S}^{n_{3}+1}$ and the quantity $\left|D_{\Omega(f)}\right|^{2 n-2}\left(\log ^{*}\left|D_{\Omega(f)}\right|\right)^{2 n_{2} d-2}$ by $\left(n_{2} d\right)^{2 n_{2} d}\left|D_{\Omega(f)}\right|^{2 n-1}$ using $(\log X)^{B} \leq$ $(B / 2 \epsilon)^{B} X^{\epsilon}$ for $X, B, \epsilon>0$. Then after some simplifications we get 8.3.3).
Suppose now $t>0$ and consider 8.3.11) as an equation in the $T_{i j k}$-units $\varepsilon_{i j} / \varepsilon_{i k}, \varepsilon_{j k} / \varepsilon_{i k}$. Applying Theorem 4.1.7 to 8.3.11 we shall get an upper bound for the heights of these $T_{i j k}$-units. First we have to estimate from above some parameters in terms of those involved in our lemma. We have $d_{i j k} \leq n_{3} d$. This gives the same upper bound for the unit rank of $L_{i j k}$. By a similar computation as in 8.3.6, we get an effective upper bound for $\left|D_{i j k}\right|$ in terms of $n$ and $D_{\Omega(f)}$. By susbstituting the latter in (3.1.8) we obtain effective upper bounds for $h_{i j k}, R_{i j k}$ in terms of $n, d$ and $D_{\Omega(f)}$. The number of prime ideals corresponding to the finite places in $T_{i j k}$ is at most $n_{3} t$ and the maximum of the norms of
these prime ideals is at most $P_{S}^{n_{3}}$. Together with 3.4.8, this implies that the $T_{i j k}$-regulator in $L_{i j k}$ has an upper bound

$$
h_{i j k} R_{i j k} \prod_{\mathfrak{P}} \log N_{L_{i j k}}(\mathfrak{P}) \leq h_{i j k} R_{i j k}\left(n^{3 t} W_{S}\right)^{n_{3}}
$$

where the product is taken over all prime ideals $\mathfrak{P}$ corresponding to the finite places in $T_{i j k}$. Further, in view of 8.3.10 and 8.3.8) we have

$$
\begin{equation*}
h\left(\beta_{i j} / \beta_{i k}\right), h\left(\beta_{j k} / \beta_{i k}\right) \leq C_{22}(t+1) P_{S} \log N_{S}(\delta) \tag{8.3.15}
\end{equation*}
$$

where $C_{22}$ and $C_{23}$ below are effectively computable numbers which depend only on $d$, $n$, and $D_{\Omega(f)}$. Applying Theorem 4.1.7 to 8.3.11, we obtain for each distinct $i, j$ and $k$, that

$$
\begin{equation*}
h\left(\varepsilon_{i j} / \varepsilon_{i k}\right) \leq C_{23}^{t+1} P_{S}^{n_{3}+1} W_{S}^{n_{3}} \log ^{*} N_{S}(\delta) . \tag{8.3.16}
\end{equation*}
$$

Together with 8.3.10) and 8.3.15) this gives 8.3.4.
Proof of Theorem 8.2.1 Let again $f \in O_{S}[X]$ be a monic polynomial of degree $n \geq 2$ with discriminant $D(f) \in \delta O_{S}^{*}$ and with zeros $\alpha_{1}, \ldots, \alpha_{n}$. We recall that 8.3.1 holds, where $\Delta_{i j}=\alpha_{i}-\alpha_{j}$. Using Proposition 3.6.3 and combining it with the effective upper bound (3.1.8) for the class number and regulator of $K$, we infer from 8.3.1) that there are $\varepsilon \in O_{S}^{*}$ and $\delta^{\prime} \in \delta O_{S}^{*}$ such that

$$
\begin{equation*}
\delta^{\prime}=\varepsilon^{n(n-1)} \prod_{1 \leq i<j \leq n} \Delta_{i j}^{2}, \quad h\left(\delta^{\prime}\right) \leq C_{24}, \tag{8.3.17}
\end{equation*}
$$

where

$$
C_{24}:=\frac{1}{d} \log N_{S}(\delta)+29 e n^{2} d^{d}\left|D_{K}\right|^{1 / 2}\left(\log ^{*}\left|D_{K}\right|\right)^{d-1}(t+1) \log ^{*} P_{S}
$$

So we have

$$
\begin{equation*}
\prod_{1 \leq i<j \leq n}\left(\varepsilon \Delta_{i j}\right)^{2}=\delta^{\prime} \tag{8.3.18}
\end{equation*}
$$

First consider the case when $n \geq 3$. We apply Lemma 8.3.1 It follows that if at least one of distinct $i, j \in\{1, \ldots, n\}$ is 1 or 2 then

$$
h\left(\Delta_{i j} / \Delta_{12}\right) \leq C_{25},
$$

while if $i$ and $j$ are different from 1 and 2 then

$$
h\left(\Delta_{i j} / \Delta_{12}\right) \leq h\left(\Delta_{i j} / \Delta_{i 2}\right)+h\left(\Delta_{i 2} / \Delta_{12}\right) \leq 2 C_{25}
$$

Here $C_{25}$ denotes the logarithm of the bound $C_{12}$ in 8.3.3 or, if $t>0$, the logarithm of the bound occurring in 8.3.4. This implies that

$$
\begin{equation*}
h\left(\varepsilon \Delta_{i j} / \varepsilon \Delta_{12}\right) \leq 2 C_{25} \text { for distinct } i, j \in\{1, \ldots, n\} . \tag{8.3.19}
\end{equation*}
$$

Further, it follows that

$$
\prod_{1 \leq i<j \leq n}\left(\varepsilon \Delta_{i j} / \varepsilon \Delta_{12}\right)=\delta^{\prime} /\left(\varepsilon \Delta_{12}\right)^{n(n-1)}
$$

whence, by 8.3.17) and 8.3.19) we get

$$
h\left(\varepsilon \Delta_{12}\right) \leq 2 C_{25}+C_{24} / n(n-1) .
$$

Together with 8.3.19 this gives

$$
\begin{equation*}
h\left(\varepsilon \Delta_{i j}\right) \leq 4 C_{25}+C_{24}=: C_{26} \tag{8.3.20}
\end{equation*}
$$

for distinct $i, j \in\{1, \ldots, n\}$.
Putting $\alpha_{i}^{\prime}:=\varepsilon \alpha_{i}$, we have $\varepsilon \Delta_{i j}=\alpha_{i}^{\prime}-\alpha_{j}^{\prime}$ for each distinct $i, j$ with $1 \leq i, j \leq$ $n$. Further, we obtain for $i=1, \ldots, n$ that

$$
\alpha_{i}^{\prime}-\frac{1}{n} a=\frac{1}{n} \sum_{j=1}^{n}\left(\alpha_{i}^{\prime}-\alpha_{j}^{\prime}\right),
$$

where $a=\alpha_{1}^{\prime}+\cdots+\alpha_{n}^{\prime}$. Since $a \in O_{S}$, by Proposition 3.5.7 and 3.5.11 there is a $\rho \in O_{K}$ such that

$$
\begin{equation*}
h(\rho) \leq \log ^{*}\left(d n\left|D_{K}\right|^{1 / 2}\right)=: C_{27} \tag{8.3.21}
\end{equation*}
$$

and $a-\rho \in n O_{S}$, that is,

$$
a=n b+\rho \text { with } b \in O_{S} .
$$

Put $\alpha_{i}^{*}:=\alpha_{i}^{\prime}-b$ for $i=1, \ldots, n$. Then $\alpha_{i}^{*}=\varepsilon \alpha_{i}-b$. Further, we have

$$
\alpha_{i}^{*}=\frac{1}{n} \sum_{j=1}^{n}\left(\alpha_{i}^{\prime}-\alpha_{j}^{\prime}\right)+\frac{1}{n} \rho \text { for } i=1, \ldots, n,
$$

and together with 8.3.20 and 8.3.21 this implies

$$
\max _{1 \leq i \leq n} h\left(\alpha_{i}^{*}\right) \leq(n-1) C_{26}+C_{27}+4 \log n .
$$

Putting

$$
f^{*}(X):=\left(X-\alpha_{1}^{*}\right) \cdots\left(X-\alpha_{n}^{*}\right),
$$

$f^{*}$ has its coefficients in $O_{S}$, and is $O_{S}$-equivalent to $f$. Further, in view of Corollary 3.5.5 we infer that

$$
h\left(f^{*}\right) \leq \sum_{i=1}^{n} h\left(\alpha_{i}^{*}\right)+n \log 2 .
$$

By 3.1.11 and 8.2.2), we have $\left|D_{K}\right| \leq\left|D_{\Omega(f)}\right|$. Thus, if in 8.3.4) $C_{14}$ is large enough, we get

$$
h\left(f^{*}\right) \leq 4 n^{2} C_{25} .
$$

Substituting now the logarithms of the bounds in 8.3.3 and 8.3.4 into $C_{25}$, we obtain 8.2.3) and 8.2.4.

Finally, for $n=2$ we infer from 8.3.18 and 8.3.17) the estimate 8.3.20 with $\frac{1}{2} C_{24}$ in place of $C_{26}$, and 8.2.3 and 8.2.4 follow as above, with $P_{S}^{n_{3}+1} W_{S}^{n_{3}}$ replaced by $\log ^{*} P_{S}$ in 8.2.4.

To deduce Theorem 8.2.3 from Theorem 8.2.1, it will be enough to estimate $D_{\Omega(f)}$ from above in 8.2 .3 in terms of the parameters involved. We shall need the lemma below.

Let $K$ be a number field of degree $d$ and of discriminant $D_{K}$, and let $S$ be a finite set of places of $K$ consisting infinite places and of the finite places corresponding to the prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ of $O_{K}$. Put

$$
Q_{S}:=N_{K}\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{t}\right) \text { with } Q_{S}:=1 \text { if } t=0 .
$$

Further, let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=n$ and let $D_{\Omega}$ be the discriminant of $\Omega$, viewed as étale $\mathbb{Q}$-algebra, and $D_{\Omega / K}=D_{D_{\Omega} / O_{K}}$ the relative discriminant of $\Omega / K$.

Lemma 8.3.2 With the above notation we have

$$
\begin{equation*}
\left|D_{\Omega}\right| \leq\left(n^{d t}\left|D_{K}\right| \cdot Q_{S}\right)^{n} N_{S}\left(\mathrm{D}_{\Omega / K} O_{S}\right) \tag{8.3.22}
\end{equation*}
$$

Proof We first consider the case that $\Omega=L$ is a finite extension of $K$ of relative degree $n=[L: K]$. By (3.1.4) we have

$$
\left|D_{L}\right|=N_{K}\left(\mathrm{D}_{L / K}\right)\left|D_{K}\right|^{n} .
$$

Write

$$
\mathfrak{D}_{L / K}=\mathfrak{p}_{1}^{k_{1}} \cdots \mathfrak{p}_{t}^{k_{t}} \mathfrak{a}
$$

where $k_{1}, \ldots, k_{t}$ are non-negative rational integers and $\mathfrak{a}$ is an ideal of $O_{K}$ composed of prime ideals different from $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$. Then $\mathfrak{a}$ has absolute norm $N_{K}(\mathfrak{a})=N_{S}\left(\mathfrak{b}_{L / K} O_{S}\right)$. It suffices to estimate from above the absolute norm $N_{K}\left(\mathfrak{p}_{1}^{k_{1}} \cdots \mathfrak{p}_{t}^{k_{t}}\right)$. For $i=1, \ldots, t$, put $e_{i}:=e\left(\mathfrak{p}_{i} \mid p_{i}\right), f_{i}:=f\left(\mathfrak{p}_{i} \mid p_{i}\right)$ where $p_{i}$ is the prime number below $\mathfrak{p}_{i}$. Then according to Proposition 2.8.3 (iii) we have for

$$
i=1, \ldots, t,
$$

$$
\begin{aligned}
k_{i} & =\operatorname{ord}_{\mathfrak{p}_{i}}\left(\mathrm{D}_{L / K}\right) \leq n\left(1+e_{i} \frac{\log n}{\log p_{i}}\right)=n\left(1+e_{i} f_{i} \frac{\log n}{\log N_{K}\left(\mathfrak{p}_{i}\right)}\right) \\
& \leq n\left(1+\frac{d \log n}{\log N_{K}\left(\mathfrak{p}_{i}\right)}\right) .
\end{aligned}
$$

This implies

$$
N_{K}\left(\mathfrak{p}_{1}^{k_{1}} \cdots \mathfrak{p}_{t}^{k_{t}}\right) \leq N_{K}\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{t}\right)^{n} n^{n d t}=Q_{S}^{n} n^{n d t} .
$$

Now 8.3.22 easily follows in the case $\Omega=L$.
We now consider the general case. We may assume that $\Omega=L_{1} \times \cdots \times L_{q}$ where $L_{1}, \ldots, L_{q}$ are finite extensions of $K$. Let $n_{i}:=\left[L_{i}: K\right]$ for $i=1, \ldots, q$. Then $n=n_{1}+\cdots+n_{q}$. Further, from 2.10.2) and from Proposition 2.10.2 with $A=O_{K}$, we get

$$
D_{\Omega}=\prod_{i=1}^{q} D_{L_{i}}, \quad \mathrm{D}_{\Omega / K}=\prod_{i=1}^{q} \mathrm{D}_{L_{i} / K} .
$$

We now obtain 8.3.22 in general by applying 8.3.22 with $L_{1}, \ldots, L_{q}$ instead of $\Omega$, using $n_{i}^{n_{i} d t} \leq n^{n_{i} d t}$ and taking the product.

Let $K, S$ and $Q_{S}$ be as above. Let $f \in O_{S}[X]$ be a monic polynomial of degree $n \geq 2$ with non-zero discriminant $D(f)$, and let $D_{\Omega(f)}$ be as in 8.2.2.

Lemma 8.3.3 Under the above assumptions and notation we have

$$
\begin{equation*}
\left|D_{\Omega(f)}\right| \leq\left(n^{d t}\left|D_{K}\right| \cdot Q_{S}\right)^{n} N_{S}(D(f)) . \tag{8.3.23}
\end{equation*}
$$

Proof From 5 5.3.8 it follows that $D(f) \in D_{\Omega(f) / K} O_{S}$. Hence

$$
N_{S}\left(\mathrm{D}_{\Omega / K} O_{S}\right) \leq N_{S}(D(f))
$$

By combining this with Lemma 8.3.2, inequality 8.3.23) easily follows.
Theorem 8.2.3 follows from Theorem 8.2.1 by means of Lemma 8.3.3
Proof of Theorem 8.2.3 Since by assumption $D(f) \in \delta O_{S}^{*}$, we have $N_{S}(D(f))=N_{S}(\delta)$. Now 8.2.3) and 8.3.23) give 8.2.7.

Proof of Corollary 8.2.4 The finiteness assertion of Corollary 8.2.4 follows immediately from Theorem 8.2.3 and Theorem 3.5 .2

Suppose now that $K, S$ and $\delta \in K^{*}$ are effectively given. We shall use several algebraic number-theoretic algorithms collected in Section3.7. We can decide whether $\delta \in O_{S}$; if $\delta \notin O_{S}$ there is nothing to prove. So assume $\delta \in O_{S}$ and let $f \in O_{S}[X]$ be a polynomial of degree $n \geq 2$ with $D(f) \in \delta O_{S}^{*}$. Then by Theorem 8.2.3 $f$ is $O_{S}$-equivalent to a monic polynomial $f^{*} \in O_{S}[X]$ for which
8.2.7) holds. Here in the upper bound every parameter and hence the bound itself can be computed. Indeed, $d$ and $D_{K}$ can be determined. Further, $S$ being effectively given, $t, s$ and $P_{S}$ can also be computed. Finally, in view of 3.5.1 one can give an effective bound for $N_{S}(\delta)$. Thus the heights of the coefficients of $f^{*}$ are bounded by an effectively computable constant, say $C$. All elements of $K$ of height $\leq C$ belong to a finite and effectively computable subset of $K$, and by selecting the $S$-integers among them, one gets a finite and effectively computable subset of $O_{S}$. Considering the polynomials $f^{*} \in O_{S}[X]$ of degree $n$ with coefficients contained in this finite subset, one can determine their discriminants $D\left(f^{*}\right)$, and then can determine those $f^{*}$ for which $D\left(f^{*}\right) / \delta \in O_{S}^{*}$. Finally, it can be decided for any two remaining polynomials $f^{*}, f^{* *}$ whether they are $O_{S}$-equivalent or not, i.e. whether $f^{* *}(X)=\varepsilon^{-n} f^{*}(\varepsilon X+a)$ for some $\varepsilon \in O_{S}^{*}$ and $a \in O_{S}$. Indeed, denoting by $a_{1}^{*}$ and $a_{1}^{* *}$ the coefficients of $X^{n-1}$ in $f^{*}$ and $f^{* *}$, respectively, we have $a_{1}^{* *}=\varepsilon\left(a_{1}^{*}+n a\right), f^{* *}(0)=\varepsilon^{n} f^{*}(a)$. We may assume without loss of generality that $a_{1}^{* *} \neq 0$. It follows that

$$
f^{*}(a)=\frac{n^{n} f^{* *}(0)}{\left(a_{1}^{* *}\right)^{n}}\left(a+a_{1}^{*} / n\right)^{n} .
$$

Then one has a polynomial equation for $a$ with coefficients in $K$ from which one can determine $a$ and can decide whether $a \in O_{S}$, except for the case when $f^{*}(X)=\left(X+a_{1}^{*} / n\right)^{n}$ which case is however excluded. From $\varepsilon=a_{1}^{* *} /\left(a_{1}^{*}+n a\right)$ one can decide whether $\varepsilon \in O_{S}^{*}$ which completes the proof.

Proof of Corollary 8.2.6 Let $f(X)$ be a polynomial with properties specified in Corollary 8.2.6. According to Theorem 8.2.1 we have $f(X)=\varepsilon^{n} \widetilde{f}\left(\varepsilon^{-1} X+\widetilde{a}\right)$ with some $\varepsilon \in O_{S}^{*}, \widetilde{a} \in O_{S}$ and $\widetilde{f} \in O_{S}[X]$ for which $H(\widetilde{f})$ does not exceed the upper bound occurring in 8.2.4. This bound will be denoted by $C_{28}$.

We have

$$
\begin{equation*}
\delta=D(f)=\varepsilon^{n(n-1)} D(\widetilde{f}) . \tag{8.3.24}
\end{equation*}
$$

Further, $h(D(\widetilde{f})) \leq 2 n(n-1) \log C_{28}$. Together with 8.3.24 this implies that $h(\varepsilon) \leq 2 \log C_{28}+h(\delta)$. Putting

$$
f^{*}(X)=\varepsilon^{n} \widetilde{f}\left(\varepsilon^{-1} X\right),
$$

we have $f(X)=f^{*}(X+a)$ with $a=\varepsilon \widetilde{a} \in O_{S}$ and $f^{*} \in O_{S}[X]$ such that $h\left(f^{*}\right) \leq(2 n+1) \log C_{28}+n h(\delta)$. Finally, by 3.5.1) we have $\log N_{S}(\delta) \leq d h(\delta)$, hence our assertion follows.

Proof of Theorem 8.2.7 Let $f \in O_{T}[X]$ be a monic polynomial of degree $n \geq$ 2 with discriminant $D(f)=\delta \neq 0$ and with zeros $\alpha_{1}, \ldots, \alpha_{n}$. Using the notation and following the arguments of the proof of Theorem 8.2.1, we infer that there
is an $\varepsilon \in O_{S}^{*}$ such that for $\Delta_{i j}=\alpha_{i}-\alpha_{j}, \delta^{\prime}=\varepsilon^{n(n-1)} \delta$, 8.3.17) and 8.3.20 hold. From 8.3.17) we deduce that

$$
h(\varepsilon) \leq \frac{1}{n(n-1)} h(\delta)+C_{24},
$$

and so 8.3.20 implies that

$$
\begin{equation*}
h\left(\alpha_{i}-\alpha_{j}\right) \leq \frac{1}{n(n-1)} h(\delta)+4 C_{25}+2 C_{24}=: C_{29} \tag{8.3.25}
\end{equation*}
$$

for each distinct $i$ and $j$.
We obtain for $i=1, \ldots, n$, that

$$
\begin{equation*}
\alpha_{i}-\frac{1}{n} a=\frac{1}{n} \sum_{j=1}^{n}\left(\alpha_{i}-\alpha_{j}\right), \tag{8.3.26}
\end{equation*}
$$

where $a \in O_{T}$. We can now proceed in the same way as in the proof of Theorem 8.2.1 There are $b \in O_{T}$ and $\rho \in O_{K}$ such that $a=n b+\rho$ and $h(\rho) \leq C_{27}$. Then $f(X)=f^{*}(X-b)$ where $f^{*}$ is a monic polynomial in $O_{T}[X]$ with zeros $\alpha_{i}^{*}:=\alpha_{i}-b, i=1, \ldots, n$. Further, we deduce from 8.3.26 and 8.3.25 that

$$
h\left(\alpha_{i}^{*}\right) \leq(n-1) C_{29}+C_{27}+2 \log n=: C_{30} .
$$

Finally, since $f^{*}$ is monic we get by Corollary 3.5.5, that

$$
h\left(f^{*}\right) \leq \sum_{i=1}^{n} h\left(\alpha_{i}^{*}\right)+n \log 2 \leq n C_{30}+n \log 2,
$$

whence, substituting the upper bound form 8.2.3 into $C_{25}$ and using Lemma 8.3.3 the upper bound occurring in Theorem 8.2.7 easily follows.

Proof of Corollary 8.2.8 Let $h$ and $R$ denote the class number and regulator of $K$, and $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ the prime ideals corresponding to the finite places in $S$. There are $\pi_{j} \in O_{K}$ such that $\left(\pi_{j}\right)=\mathfrak{p}_{j}^{h}$ and that, by Proposition 3.6.3 and (3.1.8),

$$
\begin{equation*}
h\left(\pi_{j}\right) \leq C_{31} t \log ^{*} P_{S} \text { for } j=1, \ldots, t, \tag{8.3.27}
\end{equation*}
$$

where $C_{31}$ is an effectively computable number which depends only on $d$ and $D_{K}$, the discriminant of $K$. Suppose that $f \in O_{K}[X]$ is a monic polynomial of degree $n \geq 2$ with discriminant $D(f) \in \delta O_{S}^{*}$. We may write

$$
(D(f))=\mathfrak{a} p_{1}^{r_{1}} \cdots \mathfrak{p}_{t}^{r_{t}}\left(\pi_{1}^{z_{1}} \cdots \pi_{t}^{z_{t}}\right)^{n(n-1)}=\left(\delta_{1}\right)\left(\pi_{1}^{z_{1}} \cdots \pi_{t}^{z_{t}}\right)^{n(n-1)}
$$

where $\mathfrak{a}$ is an ideal of $O_{K}$ composed of prime ideals corresponding to places outside $S$ and $r_{i}, z_{i}$ are non-negative rational integers, with $0 \leq r_{i}<h n(n-$

1) for $i=1, \ldots, t$. Clearly, $\left|N_{K / \mathbb{Q}}\left(\delta_{1}\right)\right| \leq N_{S}(\delta) P_{S}^{t h K n(n-1)}$. Then, using again Proposition 3.6.3 and 3.1.8), we can write

$$
D(f)=\delta_{0}\left(\varepsilon \pi_{1}^{z_{1}} \cdots \pi_{t}^{z_{t}}\right)^{n(n-1)}
$$

where $\varepsilon \in O_{K}^{*}$ and $\delta_{0}$ is a non-zero element of $O_{K}$ such that

$$
\begin{equation*}
h\left(\delta_{0}\right) \leq \log N_{S}(\delta)+C_{32} n^{2} t \log P_{S} \tag{8.3.28}
\end{equation*}
$$

with an effectively computable positive number $C_{32}$ depending only on $d$ and $D_{K}$. But we have $\left|D_{K}\right| \leq\left|D_{\Omega(f)}\right|$. Hence the dependence on $D_{K}$ in $C_{32}$ can be replaced by that on $D_{\Omega(f)}$.

Let $\alpha_{1}, \ldots, \alpha_{n}$ denote the zeros of $f$. Putting

$$
\alpha_{i}^{\prime}:=\alpha_{i} /\left(\varepsilon \pi_{1}^{z_{1}} \cdots \pi_{t}^{z_{t}}\right), i=1, \ldots, n
$$

and $f^{\prime}(X)=\left(X-\alpha_{1}^{\prime}\right) \cdots\left(X-\alpha_{n}^{\prime}\right)$ we infer that $f^{\prime} \in O_{S}[X]$ and $D\left(f^{\prime}\right)=\delta_{0}$. Applying now Corollary 8.2.6 to $f^{\prime}$, we obtain that $f^{\prime}(X)=f^{\prime \prime}(X+b)$ with some $b \in O_{S}$ and $f^{\prime \prime} \in O_{S}[X]$ such that

$$
\begin{equation*}
h\left(f^{\prime \prime}\right) \leq C_{33}^{s} P_{S}^{n_{3}+1} W_{S}^{n_{3}} \max \left\{h\left(\delta_{0}\right), 1\right\}=: C_{34}, \tag{8.3.29}
\end{equation*}
$$

where $C_{33}>1$ and $C_{35}, C_{36}$ and $C_{38} \ldots, C_{41}$ below are effectively computable positive numbers which depend at most on $d, n$ and $D_{\Omega(f)}$. Further, $\alpha_{i}^{\prime \prime}:=\alpha_{i}^{\prime}+b$ are the zeros of $f^{\prime \prime}, i=1, \ldots, n$.

Since $b \in O_{S}$, we can write $b=b^{\prime} /\left(\pi_{1}^{u_{1}} \cdots \pi_{t}^{u_{t}}\right)$, where $b^{\prime} \in O_{K}, u_{1}, \ldots, u_{t}$ are non-negative rational integers and none of the $\pi_{j}$ divides $b^{\prime}$ in $O_{K}$. Since $\alpha_{i}^{\prime \prime}$ is integral over $O_{S}$, there are non-negative rational integers $k_{1}, \ldots, k_{t}$ such that with the notation $\kappa=\pi_{1}^{k_{1}} \cdots \pi_{t}^{k_{t}}$, the number $\kappa \alpha_{i}^{\prime \prime}$ is an algebraic integer for $i=$ $1, \ldots, n$. Suppose that $k_{1}, \ldots, k_{t}$ are minimal with this property. Considering the $\alpha_{i}^{\prime \prime}$ for which $\kappa \alpha_{i}^{\prime \prime}$ is not divisible by $\pi_{j}$ and using the definition of the height, we get

$$
\left(k_{j}-1\right) h \log N_{K}\left(\mathfrak{p}_{j}\right) \leq \operatorname{dnh}\left(\alpha_{i}^{\prime \prime}\right) .
$$

But by Corollary 3.5 .5

$$
h\left(\alpha_{i}^{\prime \prime}\right) \leq n \log 2+h\left(f^{\prime \prime}\right)
$$

whence, using 8.3.29, $k_{j} \leq C_{35} C_{34}$. Together with 8.3.27) this gives

$$
h(\kappa) \leq C_{36} t^{2}\left(\log ^{*} P_{S}\right) C_{34}=: C_{37}
$$

Then $\gamma_{i}=\kappa \alpha_{i}^{\prime \prime}$ is an algebraic integer and $h\left(\gamma_{i}\right) \leq C_{38} C_{37}$ for $i=1, \ldots, n$.
It follows from $\alpha_{i}^{\prime}=\alpha_{i}^{\prime \prime}-b$ that

$$
\frac{\alpha_{i}}{\varepsilon \pi_{1}^{z_{1}} \cdots \pi_{t}^{z_{t}}}=\frac{\gamma_{i}}{\pi_{1}^{k_{1}} \cdots \pi_{t}^{k_{t}}}-\frac{b^{\prime}}{\pi_{1}^{u_{1}} \cdots \pi_{t}^{u_{t}}}
$$

where $u_{j} \leq \max \left\{z_{j}, k_{j}\right\}$ for each $j$. Consequently, there are non-negative rational integers $k_{1}^{\prime}, \ldots, k_{t}^{\prime}$ and $z_{1}^{\prime}, \ldots, z_{t}^{\prime}$ with the following properties: $k_{j}^{\prime}=0$ or $z_{j}^{\prime}=0$ and $k_{j}^{\prime} \leq k_{j}$ for each $j$, for $\lambda:=\pi_{1}^{k_{1}^{\prime}} \cdots \pi_{t}^{k_{t}^{\prime}}, \rho:=\pi_{1}^{z_{1}^{\prime}} \cdots \pi_{t}^{z_{t}^{\prime}}$ and for some $\tau \in O_{K}$

$$
\alpha_{i} \varepsilon^{-1} \lambda=\rho \gamma_{i}+\tau, i=1, \ldots, n
$$

holds, and $h(\lambda) \leq C_{37}$. Since $\lambda$ and $\rho$ are relatively prime in $O_{K}$, there exists a $\tau^{\prime} \in O_{K}$ such that $\tau \equiv \rho \tau^{\prime}(\bmod \lambda)$. Further, by Proposition 3.5.7 $\tau^{\prime}$ can be chosen so that $h\left(\tau^{\prime}\right) \leq C_{39}+\log \left|N_{K / \mathbb{Q}}(\lambda)\right| \leq C_{40} C_{37}$. Then $\alpha_{i}^{*}=\left(\tau^{\prime}+\gamma_{i}\right) / \lambda$ is an algebraic integer and

$$
\begin{equation*}
h\left(\alpha_{i}^{*}\right) \leq C_{41} C_{37} \text { for } i=1, \ldots, n \tag{8.3.30}
\end{equation*}
$$

Further, with the notation $\eta=\varepsilon \rho$ we have $\eta \in \mathscr{S}$ and $\alpha_{i}=\eta \alpha_{i}^{*}+a$ with some $a \in O_{K}, i=1, \ldots, n$. Putting $f^{*}(X)=\left(X-\alpha_{1}^{*}\right) \cdots\left(X-\alpha_{n}^{*}\right)$, we infer that

$$
f(X)=\eta^{n} f^{*}\left(\eta^{-1}(X+a)\right)
$$

and $f^{*} \in O_{K}[X]$. Further, in view of 8.3.28-8.3.30, 8.2.9 follows.
Proof of Corollary 8.2.9 Let $f \in O_{K}[X]$ be a separable monic polynomial of degree $n \geq 2$ for which there are no monic $g \in O_{K}[X]$ and $\eta \in O_{K} \backslash O_{K}^{*} \cup\{0\}$ such that $f(X)=\eta^{n} g\left(\eta^{-1} X\right)$. Let $S$ denote the minimal set of places of $K$, containing the infinite places, for which $D(f) \in \mathscr{S}:=O_{S}^{*} \cap O_{K}$. Then it follows from Corollary 8.2.8 that $f(X)=\eta^{n} f^{*}\left(\eta^{-1}(X+a)\right)$ with some $a \in O_{K}, \eta \in \mathscr{S}$ and monic $f^{*} \in O_{K}[X]$ such that, with the notation of Corollary 8.2.8 and Corollary 8.2.9

$$
\begin{equation*}
h\left(f^{*}\right) \leq C_{42}^{t+1}\left(P_{S} W_{S}\right)^{n_{3}+1} \tag{8.3.31}
\end{equation*}
$$

Here $C_{42}$ is an effectively computable positive number which depends only on $n, d$ and $D_{\Omega(f)}$. But by the assumption made on $f$, the number $\eta$ must be a unit of $O_{K}$. Thus

$$
N=\left|N_{K / \mathbb{Q}}(D(f))\right|=\left|N_{K / \mathbb{Q}}\left(D\left(f^{*}\right)\right)\right|,
$$

whence it is easy to deduce that

$$
\begin{equation*}
\log N \leq C_{43} h\left(f^{*}\right) \tag{8.3.32}
\end{equation*}
$$

where $C_{43}$ and $C_{46}$ below are effectively computable positive numbers which depend at most on $d$ and $n$. Using $W_{S} \leq\left(\log ^{*} P_{S}\right)^{t}$ we deduce from 8.3.31) and 8.3.32) that

$$
\begin{equation*}
P_{S}\left(\log ^{*} P_{S}\right)^{t} \geq C_{44}(\log N)^{C_{45}} \tag{8.3.33}
\end{equation*}
$$

holds, provided that $N \geq N_{0}\left(d, n, D_{\Omega(f)}\right)$, where $N_{0}$ is effectively computable
and sufficiently large. Further, $C_{44}, C_{45}$ are effectively computable positive numbers depending only on $d, n$ and $D_{\Omega(f)}$. For $t \leq \log P_{S} / \log _{2} P_{S}$, the first inequality of 8.2.10 is an immediate consequence of 8.3.33). In the remaining case we use the inequality $t \leq C_{46} P_{S} / \log P_{S}$ to derive from 8.3.33) the second inequality of 8.2.10).

Proof of Theorem 8.2.11 By Theorem 8.2.1 we can write

$$
f(X)=\varepsilon^{n} \widetilde{f}\left(\varepsilon^{-1} X+a\right)
$$

with some $\varepsilon \in O_{S}^{*}, a \in O_{S}$ and some monic $\tilde{f} \in O_{S}[X]$ such that $h(\tilde{f}) \leq C_{47}$, where $C_{47}$ denotes the bound occurring in 8.2.3.

It follows from the assumption $f(0) \in \mu O_{S}^{*}$ that

$$
\begin{equation*}
\widetilde{f}(a) \in \mu O_{S}^{*} \tag{8.3.34}
\end{equation*}
$$

Denote by $\alpha_{1}, \ldots, \alpha_{n}$ the zeros of $\bar{f}[X]$ in $\overline{\mathbb{Q}}$. Then, by Corollary 3.5.5.

$$
\begin{equation*}
h\left(\alpha_{i}\right) \leq n \log 2+n C_{47}=: C_{48} . \tag{8.3.35}
\end{equation*}
$$

Let $L_{i}=K\left(\alpha_{i}\right), T_{i}$ the set of places of $L_{i}$ lying above those in $S, O_{T_{i}}$ the ring of $T_{i}$-integers, $O_{T_{i}}^{*}$ the group of $T_{i}$-units and $N_{T_{i}}$ the $T_{i}$-norm in $L_{i}, i=1, \ldots, n$. Since $\widetilde{f}$ is monic, we have $\alpha_{i} \in O_{T_{i}}$ for each $i$. Further, 8.3.34 implies that $N_{T_{i}}\left(a-\alpha_{i}\right)$ divides $N_{T_{i}}(\mu)$ in $\mathbb{Z}$ for each $i$. But $N_{T_{i}}(\mu)=N_{S}(\mu)^{\left[L_{i}: K\right]}$, hence

$$
\begin{equation*}
N_{T_{i}}\left(a-\alpha_{i}\right) \leq N_{S}(\mu)^{n} \text { for } i=1, \ldots, n . \tag{8.3.36}
\end{equation*}
$$

The degree of $L_{i}$ over $\mathbb{Q}$ is at most $d n$. Let $D_{L_{i}}$ denote the discriminant of $L_{i}$. We give now an upper bound for $\left|D_{L_{i}}\right|$. If $\widetilde{f}=f_{1} \cdots f_{q}$ is the factorization of $\widetilde{f}$ into monic irreducible polynomials $f_{1}, \ldots, f_{q}$ over $K$, then, for each $j$ with $1 \leq j \leq q, K[X] /\left(f_{j}\right)$ as a number field over $\mathbb{Q}$ is isomorphic to one of the number fields $L_{1}, \ldots, L_{n}$, say to $L_{j}$. But $\left\{L_{1}, \ldots, L_{n}\right\}$ consists of all conjugates of $L_{1}, \ldots, L_{q}$ over $K$. Hence, by 8.2 .2$\rangle,\left|D_{L_{i}}\right| \leq\left|D_{\Omega(f)}\right|$ for $i=1, \ldots, n$. Thus, in view of 3.1.8 the class number and the regulator of $L_{i}$ do not exceed

$$
5\left|D_{\Omega(f)}\right|^{1 / 2}\left(\log ^{*}\left|D_{\Omega(f)}\right|\right)^{d n-1}=: C_{49}
$$

We apply now Proposition 3.6.3 to $a-\alpha_{i}$ in $L_{i}$. Using 8.3.36 and the other above estimates we infer that

$$
\begin{equation*}
a-\alpha_{i}=\eta_{i} \beta_{i}, \quad i=1, \ldots, n \tag{8.3.37}
\end{equation*}
$$

where $\eta_{i} \in O_{T_{i}}^{*}$ and $\beta_{i} \in O_{T_{i}}$ such that

$$
\begin{equation*}
h\left(\beta_{i}\right) \leq n^{2} \log N_{S}(\mu)+c_{3}(d n)^{c_{4} d n^{2}}(t+1)\left(\log ^{*} P_{S}\right) C_{49}=: C_{50} . \tag{8.3.38}
\end{equation*}
$$

Here $c_{3}, c_{4}$ and $c_{5}, c_{6}$ below are effectively computable positive absolute constants.

We get from 8.3.37 that

$$
\begin{equation*}
\eta_{i} \beta_{i}-\eta_{1} \beta_{1}=\alpha_{1}-\alpha_{i} \text { for } i=2, \ldots, n . \tag{8.3.39}
\end{equation*}
$$

Let $L_{i 1}$ denote the number field $K\left(\alpha_{i}, \alpha_{1}\right), D_{L_{i 1}}$ its discriminant, $T_{i 1}$ the set of places of $L_{i 1}$ lying above those in $S$ and $O_{T_{i 1}}^{*}$ the group of $O_{T_{i 1}}$-units in $L_{i 1}$. Then 8.3.39 is a $T_{i 1}$-unit equation in the unknowns $\eta_{i}$ and $\eta_{1}$.

We are going to give an upper bound for the heights of $\eta_{i}$ and $\eta_{1}$. The degree of $L_{i 1}$ is at most $d n_{2}$ over $\mathbb{Q}$, where $n_{2}=n(n-1)$. Hence, in view of 3.1.10) we deduce that $\left|D_{L_{i}}\right| \leq\left|D_{\Omega(f)}\right|^{2(n-1)}$. By 3.1 .8 the product of the class number and regulator of $L_{i 1}$ is at most

$$
(2 n)^{d n_{2}-1}\left|D_{\Omega(f)}\right|^{n-1}\left(\log ^{*}\left|D_{\Omega(f)}\right|\right)^{d n_{2}-1}=: C_{51} .
$$

The unit group $O_{T_{i 1}}^{*}$ has rank at most $n_{2} s-1$. The maximum of the norms of the prime ideals corresponding to the finite places in $T_{i 1}$ is at most $P_{S}^{n_{2}}$. Further, the product of the logarithms of the norms of these prime ideals is at most $\left(n^{2 t} W_{S}\right)^{n_{2}}=: C_{52}$. Hence, by 3.4.8, the $R_{T_{i 1}}$-regulator is at most $C_{51} C_{52}$. Now applying Corollary 4.1.5 to 8.3.39, we obtain that

$$
\begin{align*}
h\left(\eta_{i}\right) & \leq\left(c_{5} n s\right)^{c_{6} n^{2} s} P_{S}^{n_{2}+1}\left(C_{50}+C_{48}\right) C_{51} C_{52}  \tag{8.3.40}\\
& =: C_{53} \text { for } i=1, \ldots, n
\end{align*}
$$

Putting $\alpha_{i}^{*}=\alpha_{i}-a$, we deduce from 8.3.37, 8.3.38 and 8.3.40 that

$$
h\left(\alpha_{i}^{*}\right) \leq C_{50}+C_{53}=: C_{54}, i=1, \ldots, n .
$$

Putting $f^{*}(X)=\left(X-\alpha_{1}^{*}\right) \cdots\left(X-\alpha_{n}^{*}\right)$, in view of Corollary 3.5.5 we infer that

$$
h\left(f^{*}\right) \leq n C_{54}+n \log 2
$$

Finally, using the fact that

$$
\left(\log ^{*}\left|D_{\Omega(f)}\right|\right)^{\kappa} \leq(n / 2 \epsilon)^{\kappa}\left|D_{\Omega(f)}\right|^{\epsilon}
$$

and

$$
W_{S} \leq\left(\log ^{*} P_{S}\right)^{t} \leq\left(t / 2 \epsilon^{\prime}\right)^{t} P_{S}^{\epsilon^{\prime}}
$$

for any $\kappa>0, \epsilon>0$ and $\epsilon^{\prime}>0$ and utilizing Lemma 8.3.3 to estimate from above $\left|D_{\Omega(f)}\right|$ in terms of the other parameters involved, after some straightforward computation 8.2.11 follows.

### 8.4 Integral elements over rings of $S$-integers

In this section we generalize the results of Sections 6.1 and 6.2 in three different directions. Namely, we consider the corresponding discriminant equations and index equations over a ring of $S$-integers of an arbitrary number field $K$ instead of $\mathbb{Z}$ and $\mathbb{Q}$. At the same time we extend our results to the case of $K$-algebras $\Omega$ in place of field extensions $L / K$, where $\Omega$ is a finite étale $K$-algebra, that is a $K$-algebra which is isomorphic to a direct product of finitely many finite field extensions of $K$. This latter extension has not yet been published. Finally, we establish some general effective finiteness results for algebraic integers of bounded degree.

### 8.4.1 Integral elements in étale algebras

Let $K$ be an algebraic number field, $S$ a finite set of places of $K$ containing the infinite places, $O_{S}$ the ring of $S$-integers and $O_{S}^{*}$ the group of $S$-units in $K$. Let $\Omega$ be a finite étale $K$-algebra, isomorphic to $L_{1} \times \cdots \times L_{q}$, say, where $L_{1}, \ldots, L_{q}$ are finite field extensions of $K$. We view $K$ as a $K$-subalgebra of $\Omega$. Let $O_{S, \Omega}$ denote the integral closure of $O_{S}$ in $\Omega$, and consider the equation

$$
\begin{equation*}
D_{\Omega / K}(\alpha) \in \delta O_{S}^{*} \text { in } \alpha \in O_{S, \Omega} \tag{8.4.1}
\end{equation*}
$$

where $\delta$ is a given non-zero element of $O_{S}$. If $\alpha$ is a solution of 8.4.1 then so is $\alpha^{*}=\varepsilon \alpha+a$ for every $\varepsilon \in O_{S}^{*}$ and $a \in O_{S}$. Such elements $\alpha, \alpha^{*}$ of $\Omega$ will be called $O_{S}$-equivalent and for $S=M_{K}^{\infty}$, i.e. for $O_{S}=O_{K}, O_{K}$-equivalent.

Keeping the notation of Section 8.2, let $d$ and $D_{K}$ denote the degree and discriminant of $K, s$ the cardinality of $S, \mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ the prime ideals of $O_{K}$ corresponding to the finite places in $S, P_{S}$ the maximum of the norms and $W_{S}$ the product of the logarithms of the norms of these prime ideals if $t>0$, and $P_{S}=W_{S}=1$ if $t=0$.

We denote by $n$ the dimension of $\Omega$ over $K$, and by $D_{\Omega}$ the discriminant of $\Omega$ viewed as finite étale $\mathbb{Q}$-algebra. Further, let

$$
n_{3}=n(n-1)(n-2)
$$

The absolute height of an element $\alpha$ of $\Omega$ is defined as

$$
H(\alpha):=\max \left(H\left(\alpha_{1}\right), \ldots, H\left(\alpha_{q}\right)\right),
$$

where $\varphi: \Omega \xrightarrow{\sim} L_{1} \times \cdots \times L_{q}$ denotes the $K$-algebra isomorphism and $\varphi(\alpha)=$ $\left(\alpha_{1}, \ldots, \alpha_{q}\right)$. We shall also use the absolute logarithmic height of $\alpha \in \Omega$ defined as

$$
h(\alpha):=\log H(\alpha)
$$

From Theorem 8.2.1 we deduce the following.
Theorem 8.4.1 Let $\delta \in O_{S} \backslash\{0\}$. Every solution $\alpha$ of (8.4.1 is $O_{S}$-equivalent to a solution $\alpha^{*}$ for which

$$
\begin{equation*}
H\left(\alpha^{*}\right) \leq \exp \left\{C_{1} P_{S}^{n_{3}+1}\left|D_{\Omega}\right|^{2 n-1}\left(\left|D_{\Omega}\right|^{n}+\log N_{S}(\delta)\right)\right\}, \tag{8.4.2}
\end{equation*}
$$

where $C_{1}=\left(10 n^{3} s\right)^{16 n^{2} s}$.
It will be clear from (8.2.1) and from the proofs of Theorem 8.4.1 and Theorem 8.2.1 that Theorem 8.4.1 and Theorem 8.2.1 with 8.2.3) are in fact equivalent. In view of the close connection between the elements of $\Omega$ and their characteristic polynomials, most results presented in Chapter 8 can be formulated both in terms of monic polynomials and in terms of integral elements.

If $G$ denotes the normal closure of the compositum of the number fields $L_{1}, \ldots, L_{q}$ over $K, m$ is the degree of $G$ over $K$ and $D_{G}$ is the discriminant of $M$ over $\mathbb{Q}$, then it follows from (3.1.10), (3.1.11) and (2.10.2) that $D_{\Omega}$ and $D_{G}$ have the same prime factors and

$$
\left|D_{\Omega}\right|^{m / n} \leq\left|D_{G}\right| \leq\left|D_{\Omega}\right|^{m} .
$$

Hence, in 8.4 .2 and throughout this chapter, $\left|D_{\Omega}\right|$ can be estimated from above in terms of $\left|D_{G}\right|$ and $n$. Further, it will be clear from the proofs that $n_{3}$ can be replaced everywhere by $m$.
Let $\mathfrak{D}$ be an $O_{S}$-order of $\Omega$. Then $\mathfrak{D \subseteq O _ { S , \Omega } \text { . As a consequence of Theorem } n \text { . } { } ^ { \text { . } } \text { . }}$ 8.4.1 we prove the following.

Corollary 8.4.2 Let $\delta \in O_{S} \backslash\{0\}$, and let $\alpha \in \mathfrak{D}$ with discriminant $D_{\Omega / K}(\alpha)=$ $\delta$. Then $\alpha=\alpha^{*}+$ a for some $a \in O_{S}$ and $\alpha^{*} \in \mathfrak{D}$ such that

$$
\begin{equation*}
H\left(\alpha^{*}\right) \leq \exp \left\{4 d C_{1} P_{S}^{n_{3}+1}\left|D_{\Omega}\right|^{2 n-1}\left(\left|D_{\Omega}\right|^{n}+h(\delta)\right)\right\}, \tag{8.4.3}
\end{equation*}
$$

where $C_{1}=\left(10 n^{3} s\right)^{16 n^{2} s}$.
Let $D_{\mathcal{D} / O_{S}}$ be the discriminant ideal of the $O_{S}$-order $\mathfrak{D}$ of $\Omega$. If $\alpha \in O_{S, \Omega}$ is contained in $\mathfrak{D}$ then the $O_{S}$-equivalence class of $\alpha$ in $O_{S, \Omega}$ also belongs to $\mathfrak{D}$. For $\alpha \in \mathfrak{D}$ with $\Omega=K[\alpha]$, denote by $\mathfrak{I}_{\mathfrak{D}}(\alpha)$ the index ideal $\left[\mathfrak{D}: O_{S}[\alpha]\right] o_{S}$ in $O_{S}$. Let $\mathfrak{I}$ be a non-zero ideal of $O_{S}$, and consider the index equation

$$
\begin{equation*}
\mathfrak{I}_{\mathfrak{D}}(\alpha)=\mathfrak{I} \text { in } \alpha \in \mathfrak{D} . \tag{8.4.4}
\end{equation*}
$$

In view of 5.3.7) this equation is equivalent to the discriminant equation

$$
\begin{equation*}
\left(D_{\Omega / K}(\alpha)\right)=\mathfrak{J}^{2} D_{\mathfrak{D} / O_{S}} \text { in } \alpha \in \mathfrak{D}, \tag{8.4.5}
\end{equation*}
$$

where the left-hand side is the ideal of $O_{S}$ generated by $D_{\Omega / K}(\alpha)$. For $\mathfrak{D}=$
$O_{S, \Omega}, 8.4 .5$ gives 8.4.1 with the choice $(\delta)=\mathfrak{J}^{2} \grave{D}_{O_{S, \Omega} / O_{S}}$, that is in 8.4.1 $\delta$ must be divisible by $\mathrm{D}_{O_{S, \Omega} / O_{S}}$.

If $\alpha$ is a solution of 8.4.4 or 8.4.5 then so is every element of its $O_{S}$ equivalence class in $\mathfrak{O}$. Taking $(\delta)=\mathfrak{J}^{2} \mathfrak{D}_{\mathcal{D} / O_{S}}$ in 8.4.1, we obtain immediately from Theorem 8.4.1 the following.

Corollary 8.4.3 Every solution of (8.4.4, , 8.4.5 is $O_{S}$-equivalent to a solution $\alpha^{*}$ for which

$$
\begin{equation*}
H\left(\alpha^{*}\right) \leq \exp \left\{2 C_{1} P_{S}^{n_{3}+1}\left|D_{\Omega}\right|^{2 n-1}\left(\left|D_{\Omega}\right|^{n}+\log N_{S}\left(\mathfrak{J D}_{\mathfrak{D} / O_{S}}\right)\right)\right\} \tag{8.4.6}
\end{equation*}
$$

where $C_{1}=\left(10 n^{3} s\right)^{16 n^{2} s}$.
We note that apart from the values of the numbers $C_{1}$ and $2 C_{1}$, Corollary 8.4 .3 and Theorem 8.4.1 are equivalent.

Corollary 8.4.3 does not yet imply that the $O_{S}$-equivalence classes of $\alpha$ with (8.4.4) or 8.4.5 can be determined effectively. In addition we need a method to determine whether an element $\alpha$ of $O_{S, \Omega}$ belongs to $\mathfrak{D}$. This is provided by the following result.

Corollary 8.4.4 Let $\left\{\omega_{1}, \ldots, \omega_{k}\right\}$ be a set of $O_{S}$-module generators for $\mathfrak{D}$. Put

$$
H:=\max \left(H\left(\omega_{1}\right), \ldots, H\left(\omega_{k}\right)\right)
$$

Then every solution of (8.4.4), 8.4.5) is $O_{S}$-equivalent to a solution $\alpha^{*}$ such that

$$
\left.\begin{array}{l}
\alpha^{*}=x_{1} \omega_{1}+\cdots+x_{k} \omega_{k} \text { with } x_{1}, \ldots, x_{k} \in O_{S},  \tag{8.4.7}\\
\max _{1 \leq i \leq k} H\left(x_{i}\right) \leq \exp \left\{\left(c_{7} k s\right)^{c_{8} n^{2} s} P_{S}^{n_{3}+1}\left|D_{\Omega}\right|^{2 n-1} \times\right. \\
\left.\times\left(\left|D_{\Omega}\right|^{n}+\log H+\log N_{S}(\Im)\right)\right\},
\end{array}\right\}
$$

where $c_{7}$ and $c_{8}$ are effectively computable absolute constants.
We fix again an effectively given algebraic closure $\overline{\mathbb{Q}}$ of $\mathbb{Q}$. All number fields below are subfields of $\overline{\mathbb{Q}}$. Following Section 3.7, we say that a finite étale $K$-algebra $\Omega$ is effectively given if $K$ is effectively given and if $\Omega$ is $K$ algebra isomorphic to $L_{1} \times \cdots \times L_{q}$, where $L_{1}, \ldots, L_{q}$ are effectively given as finite extensions of $K$. Further, an element $\alpha$ of $\Omega$ is said to be effectively given/determinable if in $\varphi(\alpha)=\left(\alpha_{1}, \ldots, \alpha_{q}\right)$ the element $\alpha_{i}$ of $L_{i}$ is effectively given/determinable for $i=1, \ldots, q$. Finally, we say that the non-zero ideal $\mathfrak{I}$ of $O_{S}$ is effectively given/determinable if a finite system of $O_{S}$-module generators of $\mathfrak{I}$ is effectively given/determinable.

From Corollary 8.4.4 we deduce the following.

Corollary 8.4.5 Suppose that $K, S, \Omega$, the ideal $\mathfrak{I}$ of $O_{S}$ and a finite system of $O_{S}$-module generators of the $O_{S}$-order $\mathfrak{D}$ of $\Omega$ are effectively given. Then it can be decided effectively whether (8.4.4], (8.4.5) are solvable. Moreover, if 8.4.4, 8.4.5) is solvable, then a full system of representatives for the $O_{S}$ equivalence classes of solutions can be determined effectively.

In view of Corollary 8.4.4 equation 8.4.5 can be reformulated as a discriminant form equation and Corollary 8.4.4 can be used to give all its solutions.

Let again $\mathfrak{D}$ be an $O_{S}$-order of $\Omega$, and suppose that $\mathfrak{D}$ is a free module over $O_{S}$ having a basis of the form $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$. Denote by $I\left(X_{2}, \ldots, X_{n}\right)$ the corresponding index form and let $I \in O_{S} \backslash\{0\}$. Then together with Proposition 5.2.1 Corollary 8.4.4 gives immediately an upper bound for the heights of the solutions of the index form equation $I\left(x_{2}, \ldots, x_{n}\right)=I$ in $x_{2}, \ldots, x_{n} \in O_{S}$. We recall that if $K=\mathbb{Q}$ and $\mathfrak{D}$ is an order of $\Omega$, then $\mathfrak{D}$ always has a $\mathbb{Z}$-basis of the form $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$ and Corollary 8.4.4 applies to the corresponding index form equation.

We recall that an $O_{S}$-order $\mathfrak{D}$ of $\Omega$ is called monogenic if $\mathfrak{D}=O_{S}[\alpha]$ for some $\alpha \in \mathfrak{D}$. Then we have also $\mathfrak{D}=O_{S}\left[\alpha^{*}\right]$ for every $\alpha^{*} \in \mathfrak{D}$ that is $O_{S^{-}}$ equivalent to $\alpha$. In this case $\mathfrak{D}$ is a free $O_{S}$-module having $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ as power basis over $O_{S}$. Obviously, $\mathfrak{D}=O_{S}[\alpha]$ holds for some $\alpha \in \mathfrak{D}$ if and only if $\mathfrak{I}_{\mathfrak{D}}(\alpha)=\left[\mathfrak{D}: O_{S}[\alpha]\right]_{O_{S}}=(1)$. Hence Corollary 8.4.3 gives immediately an effective result for monogenic orders.
The following theorem immediately follows from Corollary 8.4.4.
Theorem 8.4.6 Let $\mathfrak{D}$ be an $O_{S}$-order of $\Omega$, and $\left\{\omega_{1}, \ldots, \omega_{k}\right\}$ a system of $O_{S}$ module generators of $\mathfrak{D}$. If $\mathfrak{D}$ is monogenic, then every $\alpha$ with $\mathfrak{D}=O_{S}[\alpha]$ is $O_{S}$-equivalent to an element $\alpha^{*}$ such that

$$
\alpha^{*}=x_{1} \omega_{1}+\cdots+x_{k} \omega_{k} \text { with } x_{1}, \ldots, x_{k} \in O_{S}
$$

and

$$
\max _{1 \leq i \leq k} H\left(x_{i}\right) \leq \exp \left\{\left(c_{7} k s\right)^{c_{8} n^{2} s} P_{S}^{n_{3}+1}\left|D_{\Omega}\right|^{2 n-1}\left(\left|D_{\Omega}\right|^{n}+\log H\right)\right\}
$$

with the same effectively computable absolute constants $c_{7}, c_{8}$ as in Corollary 8.4.4

The next corollary is an immediate consequence of Corollary 8.4.5
Corollary 8.4.7 Let $\mathfrak{D}$ be an $O_{S}$-order of $\Omega$. Suppose that a system of $O_{S}{ }^{-}$ module generators of $\mathfrak{D}$ is given. Then it can be decided effectively whether $\mathfrak{D}$ is monogenic or not. Further, if $\mathfrak{D}$ is monogenic, then there are only finitely many $O_{S}$-equivalence classes of $\alpha \in \mathfrak{D}$ such that $\mathfrak{D}=O_{S}[\alpha]$, and a full set of representatives of these classes can be effectively determined.

Since $\mathfrak{D}=O_{S}[\alpha]$ for some $\alpha \in \mathfrak{D}$ if and only if $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is a power $O_{S}$-basis of $\mathfrak{D}$, Theorem 8.4.6 and Corollary 8.4.7 can be reformulated for power $O_{S}$-bases.

Theorem 8.4.8 and its Corollary 8.4.9 below will enable us to get some new information about the arithmetical properties of those non-zero integers of $K$ which are discriminants of integral elements of $\Omega$.

Let

$$
\mathscr{S}=O_{S}^{*} \bigcap O_{K}
$$

This is a multiplicative semigroup which consists of those non-zero integers of $K$ which are not divisible by prime ideals different from $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$. For $t=0$, $\mathscr{S}$ is just the unit group of $K$.

Denote by $O_{\Omega}$ the integral closure of $\mathbb{Z}$ in $\Omega$. It is at the same time the integral closure of $O_{K}$ in $\Omega$. Further, let $\mathfrak{D}$ be an $O_{K}$-order of $\Omega$ with index ideal $\Im_{\mathfrak{V}}:=\left[O_{\Omega}: \mathfrak{D}\right]_{O_{K}}$ in $O_{K}$. We show that up to multiplication by elements of $\mathscr{S}$ and translation by integers of $K$, there are only finitely many elements in $\mathfrak{D}$ with discriminants contained in $\mathscr{S}$. We prove this in the following, partly explicit form.

Theorem 8.4.8 Let $\delta \in O_{K} \backslash\{0\}$. If

$$
\begin{equation*}
D_{\Omega / K}(\alpha) \in \delta O_{S}^{*}, \text { with } \alpha \in \mathfrak{D} \tag{8.4.8}
\end{equation*}
$$

then there are $\eta \in \mathscr{S}, a \in O_{K}, \alpha^{*} \in \mathfrak{D}$ such that $\alpha=\eta \alpha^{*}+a$ and

$$
\begin{equation*}
H\left(\alpha^{*}\right) \leq \exp \left\{C_{55}^{s}\left(P_{S} W_{S}\right)^{n_{3}+1} \log ^{*}\left(N_{S}(\delta) N_{K}\left(\mathfrak{I}_{\mathfrak{D}}\right)\right)\right\} \tag{8.4.9}
\end{equation*}
$$

where $C_{55}$ denotes an effectively computable positive number which depends only on $d, n$ and $D_{\Omega}$.

Theorem 8.4.8 is a consequence of Corollary 8.2.8.
We recall that $P_{K}(\delta)$ denotes the greatest norm of the prime ideal divisors of $\delta$ in $O_{K}$. If $\alpha=\rho \beta$ with $\alpha, \beta \in O_{\Omega}$ and nonunit $\rho \in O_{K} \backslash\{0\}$ then, in general, $\left|N_{K / Q}\left(D_{\Omega / K}(\alpha)\right)\right|$ cannot be estimated from above in terms of $K, \Omega$ and $P_{K}\left(D_{\Omega / K}(\alpha)\right)$. We say that $\delta \in O_{K} \backslash\{0\}$ is a reduced element discriminant with respect to $\Omega / K$, if it is the discriminant of some $\alpha \in O_{\Omega}$, but is not the discriminant of any $\rho \beta$ with $\beta \in O_{\Omega}$ and nonunit $\rho \in O_{K} \backslash\{0\}$.

The next corollary is a consequence of Theorem 8.4.8.
Corollary 8.4.9 Let $\delta \in O_{K} \backslash\{0\}$ be a reduced element discriminant with respect to $\Omega / K$. Then

$$
P>C_{56}\left(\log _{2} N\right)\left(\log _{3} N\right) / \log _{4} N,
$$

provided that $N \geq N_{0}$, where $P=P_{K}(\delta), N=\left|N_{K / Q}(\delta)\right|$ and $C_{56}, N_{0}$ are effectively computable positive numbers which depend only on $d, n$ and $D_{\Omega}$.

Roughly speaking this says that if $\delta$ is a reduced element discriminant with respect to $\Omega / K$ then $\delta$ must be divisible by a prime ideal of large norm.

Let again $\mathfrak{D}$ be an $O_{K}$-order of $\Omega$ with index ideal $\Im_{\mathfrak{D}}:=\left[O_{\Omega}: \mathfrak{D}\right]_{O_{K}}$ in $O_{K}$. For $\alpha \in \mathfrak{D}$ with $K[\alpha]=\Omega$, denote by $\mathfrak{I}_{\mathfrak{D}}(\alpha)$ the index ideal $\left[\mathfrak{D}: O_{K}[\alpha]\right]_{O_{K}}$ in $O_{K}$. Then, by (5.3.7, we have

$$
\begin{equation*}
\left(D_{\Omega / K}(\alpha)\right)=\left(\mathfrak{I}_{\mathfrak{D}}(\alpha)\right)^{2} D_{\mathfrak{D} / O_{K}}, \tag{8.4.10}
\end{equation*}
$$

where $D_{\mathcal{D} / O_{K}}$ denotes the discriminant ideal of $\mathfrak{D}$ over $O_{K}$. Let $D_{\Omega / K}$ denote the relative discriminant of $\Omega$ over $K$, that is the discriminant ideal $\mathrm{D}_{O_{\Omega} / O_{K}}$. As a further consequence of Theorem 8.4.8 we prove the following.

Corollary 8.4.10 Let $\mathfrak{I}$ be a non-zero ideal in $O_{K}$, and let $\alpha \in \mathfrak{O} \backslash\{0\}$ with $\mathfrak{I}_{\mathfrak{D}}(\alpha)=\mathfrak{I}$. Then there are $\eta \in \mathscr{S}, a \in O_{K}$ and $\alpha^{*} \in \mathfrak{D}$ such that $\alpha=\eta \alpha^{*}+a$ and

$$
\begin{equation*}
H\left(\alpha^{*}\right) \leq \exp \left\{C_{57}^{s}\left(P_{S} W_{S}\right)^{n_{3}+1} \log ^{*}\left(N_{K}\left(\mathfrak{J}_{\mathfrak{D}}\right) \cdot N_{S}(\mathfrak{J})\right)\right\} \tag{8.4.11}
\end{equation*}
$$

where $C_{57}$ is an effective computable positive number which depends only on $d, n$ and $D_{\Omega}$.

From Corollary 8.4.10 we deduce a result, similar to Corollary 8.4.9, on arithmetical properties of indices of the $O_{K}$-order $\mathfrak{D}$ of $\Omega$ considered above. If an integral ideal $\mathfrak{I}$ of $K$ is the index of some $\alpha$ in $\mathfrak{D}$, then

$$
(\rho)^{n(n-1) / 2} \mathfrak{I}=\mathfrak{I}_{\mathfrak{O}}(\rho \alpha)
$$

for every non-zero $\rho \in O_{K}$. We say that $\mathfrak{I}$ is a reduced index with respect to $\mathfrak{D} / K$ if it is the index of some $\alpha \in \mathfrak{D}$, but is not the index of any $\rho \beta$ with $\beta \in \mathfrak{D}$ and nonunit $\rho \in O_{K} \backslash\{0\}$.

Corollary 8.4.11 Let $\mathfrak{I}$ be a non-zero ideal of $O_{K}$ which is reduced index with respect to $\mathfrak{D} / K$. Then

$$
\begin{equation*}
P>C_{58}\left(\log _{2} N\right)\left(\log _{3} N\right) / \log _{4} N \tag{8.4.12}
\end{equation*}
$$

provided that $N \geq N_{1}$, where $N=\mathscr{N}_{K}(\mathfrak{J})$, $P$ denotes the greatest prime factor of $N$ and $C_{58}, N_{1}$ are effectively computable positive numbers which depend only on $d, n, D_{\Omega}$ and $\mathscr{N}_{K}\left(I_{\mathcal{D}}\right)$.

Finally we note that in the special case when $K=\mathbb{Q}, O_{S}=\mathbb{Z}$ and $\Omega$ is a number field, Corollary 8.4.2. Corollary 8.4 .3 and Corollary 8.4.4 imply slightly
weaker and less explicit versions of Corollary 6.2.3. Corollary 6.2.1 and Theorems 6.1.1 and 6.1.2, respectively. Further, Corollary 6.2.4 and Corollary 6.2.6 are special cases of Corollary 8.4 .7 and Corollary 8.4 .13 below.

### 8.4.2 Integral elements in number fields

Of particular importance are the special cases of the results of Section 8.4.1 when $\Omega$ is a finite extension field, say $L$, of $K$ with $n=[L: K]$. Then it suffices to replace everywhere $\Omega$ by $L$ and $D_{\Omega}$ by $D_{L}$, the discriminant of $L$ over $\mathbb{Q}$. We present now some consequences in this important special case.

Keeping the notation of Section 8.4.1, let $L / K$ be a field extension of degree $n \geq 2$ with relative discriminant $\mathrm{D}_{L / K}$, and $O_{L}, D_{L}$ the ring of integers and discriminant of $L$, respectively. Let $\mathfrak{D}$ be an $O_{K}$-order of $L$ with index ideal $\mathfrak{I}_{\mathfrak{O}}=\left[O_{L}: \mathfrak{D}\right]_{O_{K}}$ in $O_{K}$. For $\alpha \in \mathfrak{D}$, denote by $\mathfrak{I}_{\mathfrak{D}}(\alpha)$ the index ideal [D : $\left.O_{K}[\alpha]\right]$ in $O_{K}$. Then in the special case $\Omega=L$ Corollary 8.4.10 gives the following.

Corollary 8.4.12 Let $\mathfrak{I}$ be a non-zero ideal in $O_{K}$, and let $\alpha \in \mathfrak{D} \backslash\{0\}$ with $\Im_{\mathfrak{D}}(\alpha)=\mathfrak{I}$. Then there are $\eta \in \mathscr{S}, a \in O_{K}$ and $\alpha^{*} \in \mathfrak{D}$ such that $\alpha=\eta \alpha^{*}+a$ and

$$
H\left(\alpha^{*}\right) \leq \exp \left\{C_{59}^{s}\left(P_{S} W_{S}\right)^{n_{3}+1} \log ^{*}\left(N_{K}\left(\mathfrak{I}_{\mathfrak{D}}\right) N_{S}(\mathfrak{I})\right)\right\},
$$

where $C_{59}$ is an effectively computable positive number which depends only on $d, n$ and $D_{L}$.

In the case $\mathfrak{D}=O_{L}$, a prime ideal $\mathfrak{p}$ of $O_{K}$ is called a common index divisor of $L / K$ if $\mathfrak{p}$ divides $\mathfrak{J}_{O_{L}}(\alpha)$ for every primitive integral element $\alpha$ of $L / K$. The number of common index divisors is finite and a theorem from [Hasse (1980)] gives a characterization of these divisors. It is interesting to apply Corollary 8.4 .12 to the case when $\mathfrak{I}$ is composed of the prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ which are just the common index divisors of $L / K$. There are relative extensions of arbitrarily high degree in which there exists no element $\alpha$ with index not divisible by prime ideals different from the common index divisors; see [Pleasants (1974)]. Corollary 8.4.12 provides an algorithm for deciding whether such an element $\alpha$ exists and for determining all $\alpha$ having this property.

For $t=0$, Corollary 8.4.12 provides a partly explicit result on monogenic $O_{K}$-orders $\mathfrak{D}$ of $L$. However, in this special case Corollary 8.4.3 implies a fully explicit version. In particular, for $t=0, \Omega=L$ and $\mathfrak{D}=O_{L}$ Corollary 8.4.3 immediately gives Corollary 8.4.13.

Corollary 8.4.13 If $O_{L}=O_{K}[\alpha]$ for some $\alpha \in O_{L}$, then there is an $\alpha^{*} \in O_{L}$
which is $O_{K}$-equivalent to $\alpha$ such that

$$
\begin{equation*}
H\left(\alpha^{*}\right) \leq \exp \left\{2 C_{60}\left|D_{L}\right|^{3 n} \log ^{*} N_{K}\left(D_{L / K}\right)\right\}, \tag{8.4.13}
\end{equation*}
$$

where $C_{60}=\left(10 n^{3} d\right)^{16 n^{2} d}$.
Equivalently, if, for $\alpha \in O_{L},\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is a relative power integral basis of $L$ over $K$, then $\alpha$ is $O_{K}$-equivalent to an $\alpha^{*}$ for which 8.4.13) holds. Thus Corollary 8.4.13 which is an improved version of [Győry (1978a), Cor. 3.3], makes it possible, at least in principle, to decide whether $L$ has a relative power integral basis and to determine all $\alpha \in O_{L}$ which generate relative integral bases.

Pleasants [Pleasants (1974)] gave an explicit formula which enables one to compute a positive integer $m\left(O_{L}, O_{K}\right)$ such that if $r\left(O_{L}, O_{K}\right)$ denotes the minimal number of generators of $O_{L}$ as $O_{K}$-algebra, then

$$
m\left(O_{L}, O_{K}\right) \leq r\left(O_{L}, O_{K}\right) \leq \max \left\{m\left(O_{L}, O_{K}\right), 2\right\} .
$$

Pleasants proved that if $K=\mathbb{Q}$, then $m\left(O_{L}, O_{K}\right)<[(\log n / \log 2)+1]$. Further, he showed that there are number fields $L$ of arbitrarily high degree over $\mathbb{Q}$ such that $m\left(O_{L}, O_{K}\right)=1$ and $O_{L}$ is not monogenic. Consequently, his theorem does not make it possible to decide whether the ring of integers of a number field is monogenic. Together with Pleasants' result, our Corollary 8.4.13 provides an algorithm for determining the least number of elements of $O_{L}$ that generate $O_{L}$ as an $O_{K}$-algebra.
In Chapter 11 we consider more generally $O_{S}$-orders of finite étale $K$-algebras, and give a method to determine a set of $O_{S}$-algebra generators of minimal cardinality of such an order.

### 8.4.3 Algebraic integers of given degree

In this subsection some general effective finiteness results are established on algebraic integers of given degree which, in contrast to the assumption made in Subsection 8.4.2, do not belong to a fixed number field. These are consequences of our results obtained in Section 8.2 on monic polynomials of given degree.

Keeping the notation of Subsection 8.4.2, let again $K$ be an algebraic number field and $S$ a finite set of places of $K$ containing the infinite places with the parameters introduced in Subsection 8.4.1 Let $O_{S}$ and $O_{S}^{*}$ denote the ring of $S$-integers and the group of $S$-units in $K$.

For an algebraic number $\alpha$ of degree $n \geq 2$ over $K$, we denote by $D_{K}(\alpha)$ the discriminant of $\alpha$ relative to the extension $K(\alpha) / K$. An immediate consequence
of Corollary 8.2.4 is that for given $n \geq 2$ and $\delta \in O_{S} \backslash\{0\}$, there are only finitely many and effectively determinable $O_{S}$-equivalence classes of algebraic numbers $\alpha$, integral over $O_{S}$, with degree $n$ and discriminant $D_{K}(\alpha) \in \delta O_{S}^{*}$ over $K$. We deduce this from Theorem8.2.3 in an explicit form.

Theorem 8.4.14 Let $\delta \in O_{S} \backslash\{0\}$, and let $\alpha$ be an algebraic number with degree $n \geq 2$ and discriminant $D_{K}(\alpha) \in \delta O_{S}^{*}$ over $K$ which is integral over $O_{S}$. Then $\alpha$ is $O_{S}$-equivalent to an algebraic number $\alpha^{*}$ such that

$$
H\left(\alpha^{*}\right) \leq \exp \left\{2 C_{61}\left(P_{S}^{n(n+t)}\left|D_{K}\right|^{n} N_{S}(\delta)\right)^{3 n}\right\}
$$

where $C_{61}=n^{3 n^{2} d t+1}\left(10 n^{3} s\right)^{16 n^{2} s}$.
Theorem 8.4.14 can be compared with Theorem 8.4 .1 which provides a similar result for algebraic numbers $\alpha$, but only in the case when the $\alpha$ under consideration belong to a fixed finite extension of $K$.

The next corollary is a consequence of Corollary 8.2.6. A partly explicit version can be deduced from 8.2.8. We choose again an effectively given algebraic closure $\overline{\mathbb{Q}}$ of $\mathbb{Q}$ and agree that all algebraic numbers and number fields considered below are contained in it. For definitions concerning effective representations/computability of algebraic numbers, number fields and sets of places we refer to Section 3.7

Corollary 8.4.15 Let $n \geq 2$ be an integer and let $\delta \in O_{S} \backslash\{0\}$. Then there are only finitely many strong $O_{S}$-equivalence classes of algebraic numbers in $\overline{\mathbb{Q}}$ with degree $n$ and discriminant $\delta$ over $K$ which are integral over $O_{S}$. Further, a full system of representatives for these equivalence classes can be effectively determined, provided that $K, S$ and $\delta$ are effectively given.

We recall that $\mathscr{S}=O_{S}^{*} \cap O_{K}$. The following corollary is a consequence of Corollary 8.2.8, for a quantitative version see [Győry (1978b)].

Corollary 8.4.16 There is a finite set $\mathscr{A}$ such that the set of algebraic integers $\alpha$ in $\overline{\mathbb{Q}}$ with $[K(\alpha): K]=n$ and $D_{K}(\alpha) \in \delta O_{S}^{*}$ is given by

$$
\left\{\eta \alpha^{*}+a: \alpha^{*} \in \mathscr{A}, \eta \in \mathscr{S}, a \in O_{K}\right\} .
$$

Such a set $\mathscr{A}$ can be effectively determined provided that $K, S$ and $\delta$ are effectively given.

We give now some consequences of Theorem8.2.11for algebraic numbers. For any algebraic number $\alpha$, we denote by $N_{K}(\alpha)$ the norm of $\alpha$ relative to the extension $K(\alpha) / K$. Further, we recall that the discriminant of $\alpha$ relative to
$K(\alpha) / K$ is denoted by $D_{K}(\alpha)$. Let $\delta$ and $\mu$ be non-zero $S$-integers in $K$. If an algebraic number $\alpha$ satisfies

$$
\begin{equation*}
D_{K}(\alpha) \in \delta O_{S}^{*} \text { and } N_{K}(\alpha) \in \mu O_{S}^{*} \tag{8.4.14}
\end{equation*}
$$

then so does every element of the coset $\alpha O_{S}^{*}$. It is a consequence of Theorem 8.2 .11 that there are only finitely many cosets $\alpha O_{S}^{*}$ with $\alpha$ integral over $O_{S}$ for which 8.4.14 holds. Further, a full set of representatives of these cosets can be, at least in principle, effectively determined. This can be deduced from Theorem 8.2.11 in the following partly explicit form.

Corollary 8.4.17 Let $\delta, \mu \in O_{S} \backslash\{0\}$. If $\alpha$ is an algebraic number of degree $n \geq 2$ over $K$ which is integral over $O_{S}$ and which satisfies (8.4.14), then

$$
\begin{equation*}
H(\varepsilon \alpha) \leq \exp \left\{C_{62}\left(N_{S}(\delta)\right)^{4 n} \log ^{*} N_{S}(\mu)\right\} \tag{8.4.15}
\end{equation*}
$$

with some $\varepsilon \in O_{S}^{*}$, where $C_{62}$ is an effectively computable number depending only on $n, s, P_{S}$ and $D_{K}$.

We note that from 8.2.11 one can derive 8.4.15 with the more explicit bound occurring in 8.2.11). Further, if in particular in 8.4.14) $D_{K}(\alpha)=\delta$ or $N_{K}(\alpha)=\mu$ then, as in the polynomial case, one can easily derive an upper bound for $h(\alpha)$, too, by means of (8.4.15).
We recall that for $K=\mathbb{Q}, O_{S}=\mathbb{Z}$, Theorem 6.4.1 and Corollary 6.4.3 are more precise versions of Theorem 8.4.14 and Corollary 8.4.17, respectively.
Denote by $O_{S, \overline{\mathbb{Q}}}$ the integral closure of $O_{S}$ in $\overline{\mathbb{Q}}$. It follows from Corollary 8.4.17 with the choice $\mu=1$ that if $\eta \in O_{S, \bar{Q}}^{*}$ with degree $n \geq 2$ and with $D_{K}(\eta) \in \delta O_{S}^{*}$ over $K$, then there is an $\varepsilon \in O_{S}^{*}$ such that

$$
N_{S}\left(D_{K}(\eta)\right)>C_{63}(\log H(\varepsilon \eta))^{1 /(4 n+1)} .
$$

Here $C_{63}$ is an effectively positive number which depends only on $n, s, P_{S}$ and $D_{K}$. From Theorem 8.2.11 we deduce the following

Corollary 8.4.18 Let $n \geq 2$. There is a finite subset $\mathscr{E}$ of $O_{S, \overline{\mathbb{Q}}}^{*}$ such that the set of $\eta \in O_{S, \bar{Q}}^{*}$ with $[K(\eta): K]=n$ and $D_{K}(\eta) \in \delta O_{S}^{*}$ is given by

$$
\left\{\varepsilon \eta^{*}: \varepsilon \in O_{S}^{*}, \eta^{*} \in \mathscr{E}\right\}
$$

Further, if $K, S$ and $\delta$ are effectively given, such a set $\mathscr{E}$ can be effectively determined.

Corollaries 6.4 .2 and 6.4 .4 show that in the special case $K=\mathbb{Q}, O_{S}=\mathbb{Z}$, Corollaries 8.4.15 and 8.4.18 are valid without fixing the degree of the elements in question. On the other hand, the example presented after Theorem
8.2 .4 implies that Corollary 8.4 .18 is not valid without fixing the degree of the elements under consideration.

Open problem. Does Corollary 8.4.15 remain valid without fixing the degree of the algebraic numbers under consideration?

### 8.5 Proofs

In the proofs, it will be more convenient to use the absolute logarithmic height.
Proof of Theorem 8.4.1 We deduce Theorem 8.4.1 from Theorem 8.2.1
Let $\alpha \in O_{S, \Omega}$ be a solution of 8.4.1), and let $\alpha \mapsto \alpha^{(i)}$ denote the $K$ homomorphisms from $\Omega$ to $\bar{K}, i=1, \ldots, n$. Then by Lemma 1.5.1 $f(X):=$ $\left(X-\alpha^{(1)}\right) \cdots\left(X-\alpha^{(n)}\right)$ is the monic minimal polynomial of $\alpha$ over $K$ and $\Omega \cong \Omega(f)$, where $\Omega(F)=K[X] /(f)$. Further, we have $f(X) \in O_{S}[X]$ (see Lemma 1.6.1 and, in view of Corollary 1.5 .2 we get $D_{\Omega / K}(\alpha)=D(f)$. It follows now from Theorem 8.2.1 that

$$
f(X)=\varepsilon^{n} f^{*}\left(\varepsilon^{-1} X+a\right)
$$

for some $f^{*} \in O_{S}[X], \varepsilon \in O_{S}^{*}$ and $a \in O_{S}$ such that 8.2.3 and 8.2.4 hold with $D_{\Omega(f)}$ replaced by $D_{\Omega}$. Then

$$
\alpha^{*}=\varepsilon^{-1} \alpha+a \in O_{S, \Omega}
$$

is $O_{S}$-equivalent to $\alpha$. Putting $\alpha^{*(i)}=\varepsilon^{-1} \alpha^{(i)}+a$, we have $f^{*}\left(\alpha^{*(i)}\right)=0$ for $i=1, \ldots, n$. Using Corollary 3.5.5, we infer that

$$
\begin{equation*}
\sum_{i=1}^{n} h\left(\alpha^{*(i)}\right) \leq n \log 2+h\left(f^{*}\right) \tag{8.5.1}
\end{equation*}
$$

Together with (8.5.1) and $h\left(\alpha^{*}\right) \leq h\left(\alpha^{*(1)}\right)+\cdots+h\left(\alpha^{*(n)}\right)$, Theorem 8.2.1 gives Theorem 8.4.1.

Remark The proof of Theorem 8.2.1 gives 8.2.3 in a slightly stronger form in terms of $s$, namely with $s^{14 n^{2} s}$ in place of $s^{16 n^{2} s}$. Using this stronger bound in (8.2.3), the term $n \log 2$ in 8.5.1) can be incorporated in the bound to get 8.4.2.

Proof of Corollary 8.4.2 Let $\alpha \in \mathfrak{D}$ with $D_{\Omega / K}(\alpha)=\delta$. Then it follows from Theorem 8.4.1 that $\alpha=\varepsilon \widetilde{\alpha}+a$ with some $\varepsilon \in O_{S}^{*}, a \in O_{S}$ and $\widetilde{\alpha} \in O_{S, \Omega}$ such that $h(\widetilde{\alpha})$ does not exceed the logarithm of the upper bound occurring in 8.4.2). By (3.5.1) we have

$$
\log N_{S}(\delta) \leq d h(\delta)
$$

Replace $\log N_{S}(\delta)$ in the bound in 8.4.2 by $d h(\delta)$. Denote by $C_{64}$ the upper bound so obtained for $h(\widetilde{\alpha})$.

We have

$$
\delta=D_{\Omega / K}(\alpha)=\varepsilon^{n(n-1)} D_{\Omega / K}(\widetilde{\alpha}) .
$$

Further, by 1.5.7) we have

$$
h\left(D_{\Omega / K}(\widetilde{\alpha})\right) \leq 2 n(n-1) C_{64} .
$$

Thus we obtain

$$
h(\varepsilon) \leq 2 C_{64}+h(\delta)
$$

whence, putting $\alpha^{*}=\varepsilon \widetilde{\alpha}$, it follows that

$$
h\left(\alpha^{*}\right) \leq 3 C_{64}+h(\delta)
$$

This gives 8.4.3.

To prove Corollary 8.4.4 we need some auxiliary results. We keep the notation of Sections 8.2 and 8.3 . Let $K$ be an algebraic number field of degree $d$ with discriminant $D_{K}$, and $\Omega$ a finite étale $K$-algebra with $[\Omega: K]=n$. Let $S$ be a finite set of places of $K$, containing all infinite places.

Our first tool is a result on inhomogeneous systems of linear equations over the $S$-integers, obtained in [O'Leary and Vaaler (1993)]. We state a weaker version, which is amply sufficient for our purposes.

We need some notation. For the moment, for a given set $R$ we denote by $R^{k}$ the set of $k$-dimensional column vectors with entries in $R$. Given an $n \times k$-matrix $A$ and a column vector a of dimension $n$, we denote by $A \mid \mathbf{a}$ the $n \times(k+1)$-matrix, obtained by putting the column a to the right of $A$.

For a vector $\mathbf{x}=\left(x_{1}, \ldots, x_{k}\right)^{T} \in \overline{\mathbb{Q}}^{k}$ we define

$$
H(\mathbf{x}):=\left(\prod_{V \in M_{L}} \max \left(1,\left|x_{1}\right|_{V}, \ldots,\left|x_{k}\right|_{V}\right)\right)^{1 /[L: Q]}
$$

where $L$ is any number field containing $x_{1}, \ldots, x_{k}$. Let $A$ be an $n \times k$ matrix of rank $n \leq k$ with entries in $\overline{\mathbb{Q}}$. Let $L$ be any number field containing the entries of $A$. Define

$$
H^{\wedge}(A):=\left(\prod_{V \in M_{L}} \max \left(\left|\Delta_{1}\right|_{V}, \ldots,\left|\Delta_{\left({ }_{n}^{k}\right)^{k}}\right|_{V}\right)\right)^{1 /[L: Q]}
$$

where $\Delta_{1}, \ldots, \Delta_{\binom{k}{n}}$ are the subdeterminants of $A$ of order $n$. This notion of
height does not depend on the choice of $L$. Clearly, $H^{\wedge}(A) \geq 1$. From the product formula, it follows that

$$
\begin{equation*}
H^{\wedge}(C A)=H^{\wedge}(A) \text { for } C \in \operatorname{GL}(n, \overline{\mathbb{Q}}) \tag{8.5.2}
\end{equation*}
$$

Moreover, if $A=\left(a_{i j}\right)_{i=1, \ldots, n, j=1, \ldots, k}$ has its entries in $L$, say, then for $V \in M_{L}$, $l=1, \ldots,\binom{k}{n}$, we have, by expanding the determinant and using (3.3.2),

$$
\left|\Delta_{l}\right|_{V} \leq(n!)^{s(V)} \prod_{i=1}^{n} \prod_{j=1}^{k} \max \left(1,\left|a_{i j}\right|_{V}\right)
$$

where $s(V)=1$ if $V$ is real, $s(V)=2$ if $V$ is complex, and $s(V)=0$ if $V$ is finite. By taking the product over $V \in M_{L}$ it follows that

$$
\begin{equation*}
H^{\wedge}(A) \leq n!\prod_{i=1}^{n} \prod_{j=1}^{k} H\left(a_{i j}\right) \tag{8.5.3}
\end{equation*}
$$

Lemma 8.5.1 Let A be an $n \times k$-matrix of rank $n$ with entries in $K$, and $\mathbf{a} \in K^{n}$.
Assume that

$$
\begin{equation*}
A \mathbf{x}=\mathbf{a} \text { in } \mathbf{x} \in O_{S}^{k} \tag{8.5.4}
\end{equation*}
$$

is solvable. Then 8.5.4 has a solution $\mathbf{x} \in O_{S}^{k}$ with

$$
\begin{equation*}
H(\mathbf{x}) \leq \Lambda(n, k, K) H^{\wedge}(A \mid \mathbf{a}), \tag{8.5.5}
\end{equation*}
$$

where

$$
\Lambda(n, k, K):=\frac{(k+1)!}{n!} 2^{(k-n+1) / 2}\left|D_{K}\right|^{1+(k-n) / 2 d} .
$$

Proof See [O'Leary and Vaaler (1993)].
We deduce the following.
Lemma 8.5.2 Let $\mathscr{M}$ be an $O_{S}$-lattice of $\Omega$, generated by $\omega_{1}, \ldots, \omega_{k}$ and let $\alpha \in \mathscr{M}$. Then there are $x_{1}, \ldots, x_{k} \in O_{S}$ such that

$$
\begin{align*}
& \alpha=x_{1} \omega_{1}+\cdots+x_{k} \omega_{k},  \tag{8.5.6}\\
& \max _{1 \leq i \leq k} h\left(x_{i}\right) \leq(k+1) \log \left((2 k+2)\left|D_{K}\right|\right)+n\left(\sum_{i=1}^{k} h\left(\omega_{i}\right)+h(\alpha)\right) . \tag{8.5.7}
\end{align*}
$$

Proof In matrices occurring below, we always denote the row index by $i$ and the column index by $j$. We assume without loss of generality that $\omega_{1}, \ldots, \omega_{k}$ are all non-zero. Let $n:=[\Omega: K]$ and denote by $x \mapsto x^{(i)}(i=1, \ldots, n)$ the $K$-homomorphisms from $\Omega$ to $\overline{\mathbb{Q}}$.

By applying these $K$-homomorphisms, we see that (8.5.6), i.e., $\sum_{i=1}^{k} x_{i} \omega_{i}=$ $\alpha$ in $x_{1}, \ldots, x_{k} \in O_{S}$ is equivalent to the system

$$
\begin{equation*}
B \mathbf{x}=\mathbf{b} \text { in } \mathbf{x}=\left(x_{1}, \ldots, x_{k}\right)^{T} \in O_{S}^{k} \tag{8.5.8}
\end{equation*}
$$

where $B$ is the $n \times k$-matrix $\left(\omega_{j}^{(i)}\right)$ and $\mathbf{b}=\left(\alpha^{(1)}, \ldots, \alpha^{(n)}\right)^{T}$.
Choose a $K$-basis $\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ of $\Omega$. Then there are an $n \times k$-matrix $A=\left(a_{i j}\right)$ with entries in $K$, and a vector $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right)^{T} \in K^{n}$ such that

$$
\omega_{j}=\sum_{i=1}^{n} a_{i j} \theta_{i} \text { for } j=1, \ldots, k, \alpha=a_{1} \theta_{1}+\cdots+a_{n} \theta_{n} .
$$

Since $\mathscr{M}$ is an $O_{S}$-lattice of $\Omega$, it contains a $K$-basis of $\Omega$. Hence the matrix $A$ has rank $n$. Clearly,

$$
\begin{equation*}
B=C A, \quad \mathbf{b}=C \mathbf{a} \tag{8.5.9}
\end{equation*}
$$

where $C$ is the $n \times n$-matrix $\left(\theta_{j}^{(i)}\right)$. Since $\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ is a $K$-basis of $\Omega$, we have $(\operatorname{det} C)^{2}=D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right) \neq 0$. Hence system (8.5.8), and therefore also 8.5.6, is equivalent to

$$
\begin{equation*}
A \mathbf{x}=\mathbf{a} \text { in } \mathbf{x} \in O_{S}^{k} \tag{8.5.10}
\end{equation*}
$$

Since $\alpha \in \mathscr{M}$, 8.5.6, hence 8.5.10 is solvable in $\mathbf{x} \in O_{S}^{k}$. Now Lemma 8.5.1 in combination with 8.5.2), 8.5.9), implies that 8.5.10), hence 8.5.6, has a solution $\mathbf{x} \in O_{S}^{k}$ with

$$
\begin{equation*}
H(\mathbf{x}) \leq \Lambda(n, k, K) H^{\wedge}(A \mid \mathbf{a})=\Lambda(n, k, K) H^{\wedge}(B \mid \mathbf{b}) . \tag{8.5.11}
\end{equation*}
$$

It remains to estimate the term on the right. By (8.5.3) and the fact that conjugate algebraic numbers have the same height, it follows that

$$
H^{\wedge}(B \mid \mathbf{b}) \leq n!\prod_{i=1}^{n}\left(H\left(\omega_{1}^{(i)}\right) \cdots H\left(\omega_{k}^{(i)}\right) H\left(\alpha^{(i)}\right)\right) \leq n!\left(H\left(\omega_{1}\right) \cdots H\left(\omega_{k}\right) H(\alpha)\right)^{n},
$$

and by inserting this into 8.5.11 this leads to

$$
\max _{i} H\left(x_{i}\right) \leq H(\mathbf{x}) \leq n!\Lambda(n, k, K)\left(H\left(\omega_{1}\right) \cdots H\left(\omega_{k}\right) H(\alpha)\right)^{n} .
$$

Now Proposition 8.5.2 easily follows by taking logarithms.
Our last auxiliary tool is an estimate for the $S$-norm of the discriminant of a lattice.

Lemma 8.5.3 Let $\mathscr{M}$ be an $O_{S}$-lattice of $\Omega$, generated by $\omega_{1}, \ldots, \omega_{k}$. Then

$$
\log N_{S}\left(\mathrm{D}_{\mathscr{M} / O_{S}}\right) \leq 2 d\left(n \log n+n \sum_{i=1}^{k} h\left(\omega_{i}\right)\right)
$$

Proof We assume without loss of generality that $\omega_{1}, \ldots, \omega_{n}$ are linearly independent over $K$. Let $\mathscr{M}^{\prime}$ be the $O_{S}$-lattice generated by $\omega_{1}, \ldots, \omega_{n}$. Then $\mathscr{M}^{\prime} \subseteq \mathscr{M}$, hence by Proposition 2.10.3, $\mathfrak{D}_{\mathscr{M}^{\prime} \mid O_{S}} \subseteq \mathcal{D}_{\mathscr{M} / O_{S}}$. Further, using Proposition 2.10.1, we infer that

$$
\begin{equation*}
N_{S}\left(\mathfrak{D}_{\mathscr{M} / O_{S}}\right) \leq N_{S}\left(\mathfrak{D}_{\mathscr{M} / S}\right)=N_{S}\left(\Delta^{2}\right), \text { where } \Delta=\operatorname{det}\left(\omega_{i}^{(j)}\right)_{1 \leq i, j \leq n} . \tag{8.5.12}
\end{equation*}
$$

Let $G$ be a finite normal extension of $K$ containing the images of the $K$ homomorphisms $x \mapsto x^{(i)}$. Then, if $T$ is the set of places of $G$ lying above the places in $S$ and $s(V)=1,2$ or 0 according as $V \in T$ is real, complex or finite, we have

$$
|\Delta|_{V} \leq(n!)^{s(V)} \prod_{j=1}^{n} \prod_{i=1}^{k} \max \left(1,\left|\omega_{j}^{(i)}\right|_{V}\right) \text { for } V \in T
$$

It follows that

$$
\begin{aligned}
N_{S}\left(\Delta^{2}\right) & =\left(\prod_{V \in T}|\Delta|_{V}\right)^{2 /[G: K]} \leq\left(n!\left(H\left(\omega_{1}\right) \cdots H\left(\omega_{k}\right)\right)^{n}\right)^{2[G: Q] /[G: K]} \\
& =\left(n!\left(H\left(\omega_{1}\right) \cdots H\left(\omega_{k}\right)\right)^{n}\right)^{2 d}
\end{aligned}
$$

where $d=[K: \mathbb{Q}]$. Now Lemma 8.5.3 follows easily by invoking 8.5.12] and taking logarithms.

Proof of Corollary 8.4.4 In view of Corollary 8.4.3, every solution of 8.4.4, (8.4.5) is $O_{S}$-equivalent to a solution $\alpha^{*}$ for which 8.4.6 holds. Further, Lemma 8.5.2 implies that there are $x_{1}, \ldots, x_{k} \in O_{S}$ such that $\alpha^{*}=x_{1} \omega_{1}+\cdots+x_{k} \omega_{k}$ and 8.5.7) holds with $h(\alpha)$ replaced by $h\left(\alpha^{*}\right)$. Finally, Lemma 8.5.3 applied with $\mathscr{M}=\mathfrak{D}$ gives an upper bound for $N_{S}\left(D_{\mathcal{D} / O_{S}}\right)$. The proof of (8.4.7) is finished by using that $d \leq 2 s, D_{K}$ divides $D_{\Omega}$ and $\sum_{i=1}^{k} h\left(\omega_{i}\right) \leq k H$.

Proof of Corollary 8.4.5 We deduce the assertion from Corollary 8.4.4. To do so, we have to use some algebraic number-theoretic algorithms from Section 3.7

Suppose that a system of $O_{S}$-module generators $\left\{\omega_{1}, \ldots, \omega_{k}\right\}$ of $\mathfrak{D}$ is given. Further, assume that 8.4.4, 8.4.5 have a solution $\alpha$ in $\mathfrak{D}$. Then by Corollary 8.4.4 $\alpha$ is $O_{S}$-equivalent to a solution $\alpha^{*}=x_{1} \omega_{1}+\cdots+x_{k} \omega_{k}$ with $x_{1}, \ldots, x_{k} \in$ $O_{S}$ whose heights satisfy the inequality 8.4.7. Since by assumption $K, S, \Omega$ and $\mathfrak{I}$ are effectively given, the parameters in the upper bound occurring in 8.4.7), and so an upper bound $C_{65}$ for $H\left(x_{i}\right)$ can be computed.

All $x \in O_{S}$ with $H(x) \leq C_{65}$ belong to a finite and effectively computable subset $\mathscr{H}$ of $O_{S}$. Then the elements of the set

$$
\mathscr{A}=\left\{\alpha^{*}=x_{1} \omega_{1}+\cdots+x_{k} \omega_{k} \mid x_{i} \in \mathscr{H}, i=1, \ldots, k\right\}
$$

can be determined.
In view of Proposition 2.10.1 the ideal $D_{\mathcal{D} / O_{S}}$ can be determined. Hence in (8.4.5) $\mathfrak{J}^{2} \mathfrak{D}_{\mathfrak{O} / O_{S}}$ can also be determined. By assumption, 8.4.5 has a solution. This implies that $\mathfrak{I}^{2} \mathfrak{D}_{\mathfrak{D} / O_{S}}$ must be a principal ideal in $O_{S}$, and a generator of it, say $\delta$, can be effectively determined. For each $\alpha^{*} \in \mathscr{A}$ one can compute $D_{\Omega / K}\left(\alpha^{*}\right)$ and $D_{\Omega / K}\left(\alpha^{*}\right) / \delta$, hence one can select all $\alpha^{*}$ from $\mathscr{A}$ for which $D_{\Omega / K}\left(\alpha^{*}\right) \in \delta O_{S}^{*}$, that is 8.4.5) holds.
Below we explain how to decide whether two such elements $\alpha^{*}$ are $O_{S}{ }^{-}$ equivalent. Having done so we can select, from the solutions $\alpha^{*}$ so obtained, a full set of representatives of $O_{S}$-equivalence classes of $\alpha \in \mathfrak{D}$ for which 8.4.4, 8.4.5) hold.

We want to decide whether for any two given $\alpha^{*}, \alpha^{* *} \in \mathscr{A}$ with 8.4.5 there are $\varepsilon \in O_{S}^{*}, a \in O_{S}$ with $\alpha^{* *}=\varepsilon \alpha^{*}+a$. If such $\varepsilon, a$ exist, we have $\varepsilon^{n(n-1)}=D_{\Omega / K}\left(\alpha^{* *}\right) / D_{\Omega / K}\left(\alpha^{*}\right)$. So one simply has to compute all $n(n-1)$-th roots $\varepsilon$ of the latter number, check which of them lie in $O_{S}^{*}$, and then check for which of these $\varepsilon$, the number $a:=\alpha^{* *}-\varepsilon \alpha^{*}$ lies in $O_{S}$.

Proof of Theorem 8.4.8 In the special case $\mathfrak{D}=O_{\Omega}$ we have $\mathfrak{I}_{\mathfrak{D}}=(1)$, and Theorem 8.4 .8 follows from Corollary 8.2 .8 in the same way as Theorem 8.2.1 gives Theorem 8.4.1

Next we assume that Theorem 8.4 .8 is already proved for $\mathfrak{D}=O_{\Omega}$. This implies that if $\mathfrak{D} \subset O_{\Omega}$ and $\alpha \in \mathfrak{D}$ is a solution of 8.4.8 then there are $\eta_{1} \in \mathscr{S}$, $a \in O_{K}$ and $\alpha_{1} \in O_{\Omega}$ such that $\alpha=\eta_{1} \alpha_{1}+a$ and

$$
\begin{equation*}
h\left(\alpha_{1}\right) \leq C_{66}^{s}\left(P_{S} W_{S}\right)^{n_{3}+1} \log ^{*} N_{S}(\delta)=: C_{67}, \tag{8.5.13}
\end{equation*}
$$

where $n_{3}=n(n-1)(n-2)$ and $C_{66}$ is an effectively computable positive number which depends only on $d, n$ and $D_{\Omega}$.

As was seen in the proof of Corollary 8.2.8, there are $\pi_{j}$ in $O_{K}$ such that $\left(\pi_{j}\right)=\mathfrak{p}_{j}^{h}$ and

$$
h\left(\pi_{j}\right) \leq C_{68} t \log ^{*} P_{S}=: C_{69} \text { for } j=1, \ldots, t
$$

where $C_{68}$ and $C_{69}$ below are effectively computable positive numbers which depend only on $d$ and $D_{K}$, the discriminant of $K$. Using Proposition 3.6.3 and inequality (3.1.8), we can write

$$
\eta_{1}=\varepsilon \eta_{2} \pi_{1}^{z_{1}} \cdots \pi_{t}^{z_{t}}
$$

with some $\varepsilon \in O_{K}^{*}$, non-negative rational integers $z_{1}, \ldots, z_{t}$ and $\eta_{2} \in \mathscr{S}$ for which

$$
h\left(\eta_{2}\right) \leq C_{69} C_{70} .
$$

Notice that $\eta_{1} \alpha_{1}=\alpha-a \in \mathfrak{D}$. Putting $\alpha_{2}:=\eta_{2} \alpha_{1}$, we have $\alpha_{2} \in O_{\Omega}$,

$$
\begin{equation*}
\varepsilon^{-1} \eta_{1} \alpha_{1}=\pi_{1}^{z_{1}} \cdots \pi_{t}^{z_{t}} \alpha_{2} \in \mathfrak{D} \tag{8.5.14}
\end{equation*}
$$

and

$$
h\left(\alpha_{2}\right) \leq C_{69} C_{70}+C_{67} .
$$

Since $D_{K}$ divides $D_{\Omega}, C_{70}$ can be regarded as an effectively computable number which depends only on $d, n$ and $D_{\Omega}$.

Let $\mathfrak{a}$ be the ideal of $\xi \in O_{K}$ with $\xi \alpha_{2} \in \mathfrak{D}$. Then, in view of (8.5.14), a is composed of the prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ in $S$. On the other hand, $\mathfrak{J}_{\mathfrak{D}} \cdot \alpha_{2} \subseteq \mathfrak{D}$ by Proposition 2.9.3. Denote by $\mathfrak{D}$ the greatest common divisor of the ideals $\left(\mathfrak{p}_{1}^{z_{1}} \cdots \mathfrak{p}_{t}^{z_{t}}\right)^{h}$ and $\Im_{\mathfrak{O}}$. Then we have $\mathfrak{D} \alpha_{2} \subseteq \mathfrak{D}$. Now for $j=1, \ldots, t$, let $a_{j}$ be the smallest non-negative integer with $h \cdot a_{j} \geq \operatorname{ord}_{\mathfrak{p}_{j}}\left(\mathfrak{J}_{\mathfrak{D}}\right)$ if $h z_{j} \geq \operatorname{ord}_{\mathfrak{p}_{j}}\left(\mathfrak{J}_{\mathfrak{D}}\right)$ and let $a_{j}=z_{j}$ otherwise. Then $z_{j} \geq a_{j}$ for $j=1, \ldots, t$ and $\pi_{1}^{a_{1}} \cdots \pi_{t}^{a_{t}} \alpha_{2} \in \mathfrak{D}$.

Let $\alpha^{*}:=\pi_{1}^{a_{1}} \cdots \pi_{t}^{a_{t}} \alpha_{2}$. Then $\alpha^{*} \in \mathfrak{D}$,

$$
\alpha=\eta \alpha^{*}+a \text { with } a \in O_{K}, \eta:=\varepsilon \pi_{1}^{z_{1}-a_{1}} \cdots \pi_{t}^{z_{t}-a_{t}} \in \mathscr{S},
$$

and

$$
\begin{aligned}
h\left(\alpha^{*}\right) & \leq h\left(\alpha_{2}\right)+\sum_{j=1}^{t} a_{j} h\left(\pi_{j}\right) \\
& \leq C_{67}+\left(1+C_{70}\right) C_{69}+C_{69} \sum_{j=1}^{t}\left(1+\frac{\operatorname{ord}_{\mathfrak{p}_{j}}\left(\mathfrak{I}_{\mathfrak{D}}\right)}{h}\right) \\
& \leq C_{67}+\left(1+C_{70}+t\right) C_{69}+\frac{C_{69}}{h} \log \left(N_{K}\left(\mathfrak{J}_{\mathfrak{D}}\right)\right) .
\end{aligned}
$$

Now insertion of 8.5.13 and a simple computation yield the estimate 8.4.9.

Proof of Corollary 8.4.9 Corollary 8.4 .9 follows from Theorem 8.4 .8 with $\mathfrak{D}=O_{\Omega}$ in the same way as Corollary 8.2.9 was deduced from Corollary 8.2.8

We now deduce Corollary 8.4.10 from Theorem 8.4.8
Proof of Corollary 8.4.10 Let $\alpha \in \mathfrak{D} \backslash\{0\}$ with $\mathfrak{I}_{\mathcal{D}}(\alpha)=\mathfrak{I}$. Put $D_{\Omega / K}(\alpha)=\delta$; then $(\delta)=D_{\mathbb{D} / O_{K}} \mathfrak{J}^{2}$ by 8.4.10. Further, in view of Proposition 2.10.3 we have $\mathfrak{D}_{\mathfrak{D} / O_{K}}=\mathfrak{I}_{\mathfrak{D}}^{2} \mathfrak{D}_{\Omega / K}$, where $\mathfrak{I}_{\mathfrak{D}}=\left[O_{\Omega}: \mathfrak{D}\right]$ and $\mathfrak{D}_{\Omega / K}=\mathfrak{D}_{O_{\Omega} / \mathfrak{D}_{K}}$ is the relative discriminant of $\Omega$ over $K$. So altogether,

$$
\begin{equation*}
(\delta)=\mathfrak{D}_{\Omega / K}\left(\mathfrak{J}_{\mathfrak{O}} \cdot \mathfrak{I}\right)^{2} \tag{8.5.15}
\end{equation*}
$$

It follows from Theorem 8.4.8 that there are $\eta \in \mathscr{S}, a \in O_{K}$ and $\alpha^{*} \in \mathfrak{D}$ such that $\alpha=\eta \alpha^{*}+a$ and

$$
\begin{equation*}
h\left(\alpha^{*}\right) \leq C_{55}^{s}\left(P_{S} W_{S}\right)^{n_{3}+1} \log ^{*}\left(N_{S}(\delta) N_{K}\left(\mathfrak{J}_{\mathfrak{O}}\right)\right) \tag{8.5.16}
\end{equation*}
$$

where $C_{55}$ is an effectively computable number which depends only on $d, n$ and $D_{\Omega}$. Notice that in $N_{S}(\delta)$ there is also a factor $N_{S}\left(\mathrm{D}_{\Omega / K}\right)$. However, $N_{S}\left(\mathrm{D}_{\Omega / K}\right) \leq$ $N_{K}\left(\mathrm{D}_{\Omega / K}\right)$ can be estimated from above in terms of $D_{\Omega}$, and so this factor can be absorbed into $C_{57}$ if we choose $C_{57}$ sufficiently large. Hence together with 8.5.15 and $N_{S}\left(\mathfrak{I}_{\mathfrak{Q}}\right) \leq N_{K}\left(\mathfrak{J}_{\mathfrak{Q}}\right)$, 8.5.16 implies 8.4.11.

Proof of Corollary 8.4.11 Let $\mathfrak{I}$ be a non-zero ideal of $O_{K}$ which is a reduced index with respect to $\mathfrak{D} / K$, and let $\Im_{\mathfrak{D}}(\alpha)=\mathfrak{I}$ for some $\alpha \in \mathfrak{D}$. Denote by $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ the distinct prime ideal divisors of $\mathfrak{J}$ in $K$, by $S$ the set of places of $K$ consisting of the infinite places and the finite places corresponding to the prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ of $O_{K}$, and let $\mathscr{S}:=O_{S}^{*} \cap O_{K}$. Then Corollary 8.4.10 implies that $\alpha=\eta \alpha^{*}+a$ with some $\eta \in \mathscr{S}, a \in O_{K}$ and $\alpha^{*} \in \mathfrak{D}$ such that $H\left(\alpha^{*}\right)$ satisfies 8.4.11 with $N_{S}(\mathfrak{I})=1$. Further, we have

$$
(\eta)^{\frac{n(n-1)}{2}} \mathfrak{I}_{\mathfrak{D}}\left(\alpha^{*}\right)=\mathfrak{I} .
$$

Since, by assumption $\mathfrak{I}$ is a reduced index with respect to $\mathfrak{D} / K, \eta$ must be a unit in $O_{K}$. Using 8.4.10, for $N=N_{K}(\mathfrak{I})$ we have

$$
\begin{align*}
\log N & =\log N_{K}\left(\mathfrak{I}_{\mathcal{D}}\left(\alpha^{*}\right)\right)  \tag{8.5.17}\\
& \leq \log \left|N_{K / \mathbb{Q}}\left(D_{L / K}\left(\alpha^{*}\right)\right)\right| \leq C_{71} h\left(\alpha^{*}\right),
\end{align*}
$$

provided that $N \geq N_{1}$. Here $C_{71}, N_{1}$ and $C_{72}, \ldots, C_{75}$ below are effectively computable positive numbers that depend only on the parameters listed in Corollary 8.4.11. Further, 8.5.17 implies that $t>0$ if $N_{1}$ is sufficiently large. Together with $W_{S} \leq\left(\log ^{*} P_{S}\right)^{t}$, Corollary 8.4.10 gives

$$
\begin{equation*}
h\left(\alpha^{*}\right) \leq C_{72}^{t}\left(P_{S}\left(\log ^{*} P_{S}\right)^{t}\right)^{C_{73}} . \tag{8.5.18}
\end{equation*}
$$

Using the inequality $t \leq C_{74} P_{S} / \log P_{S}$ from prime ideal theory and the fact that $\log P_{S} \geq C_{75}$ if $N_{1}$ is large, 8.4.12) follows from 8.5.17) and 8.5.18.

Proof of Theorem 8.4.14 Let $\alpha$ be an algebraic number with degree $n \geq 2$ and discriminant $D_{K}(\alpha) \in \delta O_{S}^{*}$ over $K$, and suppose that $\alpha$ is integral over $O_{S}$. Then its monic minimal polynomial, say $f$, over $K$ is also of degree $n$ and $D(f) \in \delta O_{S}^{*}$. Further, $f$ has its coefficients in $O_{S}$. It follows from Theorem 8.2 .3 that $f$ is $O_{S}$-equivalent to a monic polynomial $f^{*}$ in $O_{S}[X]$ such that,
for $H\left(f^{*}\right)$, 8.2.7 holds. Then $f^{*}$ has a zero $\alpha^{*}$ which is $O_{S}$-equivalent to $\alpha$ and, by Corollary 3.5.5, $H\left(\alpha^{*}\right) \leq\left(2 H\left(f^{*}\right)\right)^{n}$. The assertion now immediately follows.

Proof of Corollary 8.4.15 Let $\overline{\mathbb{Q}}$ be an effectively given algebraic closure of $\mathbb{Q}$ and let $\mathscr{B}$ be the set of $\alpha \in \overline{\mathbb{Q}}$ of degree $n \geq 2$ over $K$ and with discriminant $D_{K}(\alpha)=\delta$ over $K$ which are integral over $O_{S}$. Take $\alpha \in \mathscr{B}$. Then its minimal polynomial, say $f$, over $K$ is of degree $n$ with discriminant $\delta$ and $f \in O_{S}[X]$. By Corollary 8.2.6 we have $f(X)=f^{*}(X+a)$ for some $a \in O_{S}$ and monic $f^{*} \in O_{S}[X]$ such that $H\left(f^{*}\right)$ satisfies 8.2.8. Then $\alpha^{*}:=\alpha+a$ is a zero of $f^{*}$. By Theorem 3.5.2 this leads to a finite set of numbers $\alpha^{*}$ representing the strong $O_{S}$-equivalence classes of elements of $\mathscr{B}$.

Suppose now that $K, S$ and $\delta$ are effectively given. Using Lemma 8.3.3, (3.5.1) and some algorithms from Section 3.7, from 8.2.8) one can compute an upper bound $C$ such that $H\left(f^{*}\right) \leq C$ for all polynomials $f^{*}$ considered above. One can compute a finite set of monic polynomials $f^{*} \in K[X]$ of degree $n$ containing all such polynomials of height at most $C$. For each of the polynomials $f^{*}$ one checks whether it belongs to $O_{S}[X]$, has discriminant $D\left(f^{*}\right)=\delta$ and whether it is irreducible over $K$. Subsequently one computes the zeros in $\overline{\mathbb{Q}}$ of all polynomials $f^{*}$ satisfying these conditions. In this way one obtains a subset $\mathscr{B}^{*}$ of $\mathscr{B}$ representing the strong $O_{S}^{*}$-equivalence classes of $\mathscr{B}$. Finally, one can compute a full system of representatives, containing one element from each strong $O_{S}$-equivalence class, by checking for each pair of elements in $\mathscr{B}^{*}$ whether their difference is in $O_{S}$. This completes the effective part of our proof.

Proof of Corollary 8.4.16 Let again $\overline{\mathbb{Q}}$ be an effectively given algebraic closure of $\mathbb{Q}$. Let $\alpha$ be an algebraic integer in $\overline{\mathbb{Q}}$ with $[K(\alpha): K]=n \geq 2$ and with discriminant $D_{K}(\alpha) \in \delta O_{S}^{*}$ over $K$, and let $f \in O_{K}[X]$ be its minimal polynomial over $K$. Then $D(f) \in \delta O_{S}^{*}$. By Corollary 8.2 .8 there are $a \in O_{K}, \eta \in \mathscr{S}$ and $f^{*} \in O_{K}[X]$ such that $f(X)=\eta^{n} f^{*}\left(\eta^{-1}(X+a)\right.$ ), and for $H\left(f^{*}\right) 8.2 .9$ ) holds. This implies that $\alpha=\eta \alpha^{*}-a$ for some zero $\alpha^{*}$ of $f^{*}$. Since clearly the number of possible $f^{*}$ is finite, for the set $\mathscr{A}$ we may take the union of the sets of zeros of the polynomials $f^{*}$.

Suppose now that $K, S$ and $\delta$ are effectively given. Then using 8.2.9, Lemma 8.3.3, 3.5.1 and some algebraic number-theoretic algorithms from Section 3.7 one can compute a number $C$ such that $H\left(f^{*}\right) \leq C$. Similarly as in the proof of Corollary 8.4.15, one can compute a finite set of irreducible, monic polynomials $f^{*} \in O_{K}[X]$ of degree $n$ and with $D\left(f^{*}\right) \in \delta O_{S}^{*}$, containing all such polynomials of height at most $C$. Then by computing the zeros in $\overline{\mathbb{Q}}$
of these polynomials we obtain a set $\mathscr{A}$ as above. This completes the effective part of our proof.

Proof of Corollary 8.4.17 We proceed in a similar way as in the proof of Theorem 8.4.14 Let $\overline{\mathbb{Q}}$ be an effectively given algebraic closure of $\mathbb{Q}$ and let $\alpha$ be an algebraic number of degree $n \geq 2$ over $K$ which is integral over $O_{S}$ and which satisfies 8.4.14. Denote by $f(X)$ the monic minimal polynomial of $\alpha$ over $K$. Then $f(X)$ is of degree $n$ with coefficients in $O_{S}$ and with $D(f) \in \delta O_{S}^{*}$ and $f(0) \in \mu O_{S}^{*}$. Then it follows from Theorem 8.2.11 that $f(X)=\varepsilon^{-n} f^{*}(\varepsilon X)$, where $\varepsilon \in O_{S}^{*}, f^{*}$ is a monic polynomial in $O_{S}[X]$ satisfying 8.2.11]. But $\varepsilon \alpha$ is a zero of $f^{*}$. Hence, by Corollary 3.5.5, $H(\varepsilon \alpha) \leq 2^{n} H\left(f^{*}\right)$. Observing that $d \leq 2 s+2$ and $t \leq s$, 8.4.15 immediately follows.

Proof of Corollary 8.4.18 Let $\eta \in O_{S, \bar{Q}}^{*}$ with given degree $n \geq 2$ and discriminant $D_{K}(\eta) \in \delta O_{S}^{*}$ over $K$. By Theorem 8.2.11 with $\mu=1$, there is $\varepsilon \in O_{S}^{*}$ such that for $\eta^{*}:=\varepsilon \eta$ we have $h\left(\eta^{*}\right) \leq C_{76}$, where $C_{76}$ is effectively computable in terms of $n, s, P_{S}, D_{K}$, and $N_{S}(\delta)$. By Northcott's Theorem, there are only finitely many possibilities for $\eta^{*}$. This proves the existence of a set $\mathscr{E}$ as stated. Further, if we assume that $K, S, \delta$ are effectively given, then we can effectively compute all parameters occurring in $C_{76}$ and thus, $C_{76}$ itself, and then a finite set $\mathscr{G}$ containing all $\eta^{*} \in \overline{\mathbb{Q}}$ with $h\left(\eta^{*}\right) \leq C_{76}$ and of degree $n$. Then for $\mathscr{E}$ we can take the set of all $\eta^{*} \in \mathscr{G}$ with $\left[K\left(\eta^{*}\right): K\right]=n, \eta^{*} \in \delta O_{S}^{*}$, $D_{K}\left(\eta^{*}\right) \in \delta O_{S, \overline{\mathbb{Q}}}$. We can determine $\mathscr{E}$ by by computing for each $\eta^{*} \in \mathscr{G}$ the monic minimal polynomial $f^{*}$ of $\eta^{*}$ over $K$, and checking if $f^{*} \in O_{S}[X]$, $f^{*}(0) \in O_{S}^{*}, D\left(f^{*}\right) \in \delta O_{S}^{*}$. This completes our proof.

### 8.6 Notes

In this section we make some historical remarks, and make mention without proof on some generalizations and other applications over rings of $S$-integers of number fields. Further generalizations and applications over arbitrary finitely generated integral domains over $\mathbb{Z}$ will be discussed in Chapter 10

### 8.6.1 Historical remarks

As was mentioned before, the main results of this chapter are Theorems 8.2.1 and 8.2.3 In the special case when $S$ consists of all infinite places, Theorem 8.2.3 and Corollary 8.2 .8 (concerning polynomials) were first proved with weaker bounds in [Györy (1978a)]. In the general case, the first quantitative version of Corollary 8.2.8 can be found in [Győry (1978b)]. An earlier version of Theorem 8.2.1 was first established in [Győry (1984)] without using étale algebras. Corollary [8.4.16)(concerning algebraic integers) was obtained in quantitative form in [Trelina (1977a)] over $\mathbb{Q}$, and independently in [Győry (1978b)] in the general case. Less general and weaker versions of

Corollary 8.4.4 (on index form equations) were first established in [Győry and Papp (1977, 1978)] and, over $\mathbb{Q}$, in [Trelina (1977b)]. Theorem 8.2 .5 (concerning the degrees of the polynomials involved) was proved with a much weaker bound in [Győry (1984)]. The other results presented in the chapter are generalizations or improvements of the corresponding results of [Győry (1978a, 1978b, 1980a, 1980b, 1981b, 1981c, 1984, 1998 , 2006), Győry and Papp $(1977,1978)$ and Trelina $(1977 a, b)]$. As was already mentioned, the results involving étale algebras are new, not yet published.

### 8.6.2 Generalizations and analogues

- Corollary 8.1.4 was generalized with weaker bounds to more general decomposable form equations, see [Győry (1981a, 1981b) and Evertse and Győry (1988b)].
- Generalizations to the so-called "inhomogeneous" case were obtained by Gaál, see e.g. [Gaál (1986)].
- Versions of Theorem 8.2 .3 and Corollary 8.2 .8 with larger bounds were extended to the case when $D(f)$ is not necessarily different from zero. Then, considering the corresponding equations with $f_{0}$ instead of $f$, where $f_{0}$ is the maximal square free divisor of $f$ in $O_{S}[X]$, resp. in $O_{K}[X]$, one can get an effective result of the same type as in the case $D(f) \neq 0$; such results can be found in [Győry (1981c, 1998)].
- Some results of this chapter have function field analogues. We present some of these, due to [Győry (1984, 2008b)], [Gaál (1988)] (characteristic 0) and [Shlapentokh (1996)] (positive characteristic). For basic concepts, we refer to [Mason (1984)] and [Evertse and Győry (2015), chaps. 2 and 7].

We first consider the zero characteristic case. Let $\mathbf{k}$ be an algebraically closed field of characteristic $0, \mathbf{k}(t)$ the field of rational functions in the variable $t$ and $K$ a finite extension of $\mathbf{k}(t)$. Denote by $M_{K}$ the set of discrete valuations on $K$ with value group $\mathbb{Z}$ that are constant on $\mathbf{k}$. The height of $\alpha \in K$ (with respect to $K$ ) is defined as $H_{K}(\alpha):=$ $-\sum_{v \in M_{K}} \min (0, v(\alpha))$. We note that $H_{K}(\alpha) \geq 0$ for $\alpha \in K$. For a finite subset $S$ of $M_{K}$ containing the infinite valuations, i.e., the valuations $v$ with $v(t)<0, \alpha \in K$ is called an $S$-integer if $v(\alpha) \geq 0$ for $v \in M_{K} \backslash S$. The ring of $S$-integers is denoted by $O_{S}$.

Let $G$ be a finite extension of $K, \delta \in O_{S} \backslash\{0\}$ and $n$ an integer $\geq 2$ and consider the equation

$$
\begin{array}{ll}
D(f)=\delta & \text { in monic } f \in O_{S}[X] \text { of degree } n  \tag{8.6.1}\\
& \text { having all their zeros in } G .
\end{array}
$$

As in the number field case, two monic polynomials $f, f^{*} \in O_{S}[X]$ are called strongly $O_{S}$-equivalent if $f^{*}(X)=f(X+a)$ for some $a \in O_{S}$. In that case they have the same discriminant. If $f \in \mathbf{k}[X]$ of degree $n \geq 2$ and non-zero discriminant, then every monic polynomial $f^{*} \in O_{S}[X]$ that is strongly $O_{S}$-equivalent to $\lambda^{n} f(X / \lambda)$ with some $\lambda \in G^{*}$ is called special. It is easy to see that equation 8.6.1 may have infinitely many strong $O_{S}$-equivalence classes of special polynomial solutions. On the other hand, it follows from a result of [Evertse and Győry (1988a)] that the number of strong $O_{S}$-equivalence classes of non-special polynomial solutions of 8.6.1 is finite.

The following effective version was proved in [Győry (2008b)]. Let $s$ denote the cardinality of $S, d$ the degree of $G$ over $K$, and $g_{G}$ the genus of $G$ over $\mathbf{k}$.

Theorem 8.6.1 If $f \in O_{S}[X]$ is a solution of equation 8.6.1, then $f$ is strongly $O_{S}$-equivalent to a monic polynomial $f^{*} \in O_{S}[X]$ such that

$$
\begin{equation*}
H_{G}\left(\alpha^{*}\right) \leq 5(2 n-1)\left(d\left(s+H_{K}(\delta)\right)+2 g_{G}-2\right) \tag{8.6.2}
\end{equation*}
$$

for each zero $\alpha^{*} \in G$ of $f^{*}$.
Further, $f$ is special or $f^{*}$ belongs to a finite, effectively determinable subset of $O_{S}[X]$, which depends only on $K, S, G, \delta$ and $n$.

Using the bound in 8.6.2 one can easily derive a bound for the heights of the coefficients of the polynomials $f^{*}$ under consideration.
Open problem Does the finiteness of the number of strong $O_{S}$-equivalence classes of non-special polynomial solutions in Theorem 8.6.1 remain valid without fixing the field $G$ ?

Let now $L$ be an intermediate field between $K$ and $G$ of degree $n \geq 2$ over $K$ and denote by $O_{S, L}$ the integral closure of $O_{S}$ in $L$. Consider the equation

$$
\begin{equation*}
D_{L / K}(\alpha)=\delta \text { in } \alpha \in O_{S, L} . \tag{8.6.3}
\end{equation*}
$$

Two elements $\alpha, \alpha^{*}$ of $O_{S, L}$ are called strongly $O_{S}$-equivalent if $\alpha^{*}-\alpha \in O_{S}$. They have the same discriminant. Theorem 8.6.1]implies the following.

Corollary 8.6.2 If $\alpha \in O_{S, L}$ is a solution of equation (8.6.3), then it is strongly $O_{S}$ equivalent to an $\alpha^{*}$ whose height $H_{G}\left(\alpha^{*}\right)$ does not exceed the bound occurring in 8.6.2. Further, $\alpha^{*}$ belongs to a finite, effectively determinable subset of $O_{S, L}$, which depends only on $K, S, L$ and $\delta$.

Proofs Theorem 8.6.1 was proved in [Győry (2008b)] and Corollary 8.6.2, with a different bound, in [Gaál (1988)]. Both proofs depend on Mason's effective theorem concerning homogeneous unit equations in three unknowns in function fields, see [Mason (1984)].

The bound 8.6.2 can be compared with the bound (2.17) of [Győry (1984)], obtained over function fields of several variables where the ground field $\mathbf{k}$ is not necessarily algebraically closed. That result of Győry led to applications, among others to power integral bases over function fields. Corollary 8.6 .2 has a similar application over $O_{S}$, see [Gaál (1988)].

- Some results of [Győry (1984)] and [Gaál (1988)] obtained for function fields of characteristic 0 were extended in [Shlapentokh (1996)] to the positive characteristic case. Though the characteristic 0 results in their original form are not true for positive characteristic, one can still effectively classify polynomials with a given discriminant over function fields of positive characteristic.
We state special cases of some results of Shlapentokh. The following notation is used. Let $q=p^{m}$ be a power of a prime $p$. For a finite extension $L$ of the rational function field $\mathbb{F}_{q}(t)$, denote by $M_{L}$ the set of discrete valuations on $L$ of value group $\mathbb{Z}$. We define the degree $\operatorname{deg} v$ of a valuation $v \in M_{L}$ to be $\left[k_{v}: \mathbb{F}_{q^{\prime}}\right]$ where $\mathbb{F}_{q^{\prime}}$ is the algebraic closure of $\mathbb{F}_{q}$ in $L$ and $k_{v}$ is the residue class field of $v$. Then the height of $\alpha \in L$ with respect to $L$ is given by $H_{L}(\alpha):=-\sum_{v \in M_{L}} \operatorname{deg} v \min (0, v(\alpha))$.
Now let $K$ be a finite extension of $\mathbb{F}_{q}(t), S$ a finite set of discrete valuations on $K$ containing all valuations $v$ with $v(t)<0, O_{S}$ the ring of $S$-integers of $K$, i.e., the ring of elements $\alpha$ with $v(\alpha) \geq 0$ for all $v \in M_{K} \backslash S$, and $G$ a finite extension of $K$ with genus $g_{G}$ over $\mathbb{F}_{q}$. The following theorem of Shlapentokh can be regarded as an analogue of the first part of Theorem 1 of [Győry (1984)], obtained over function fields of characteristic 0.

Theorem 8.6.3 Let $f \in O_{S}[X]$ be a monic polynomial of degree $n \geq 2$ with non-zero discriminant $D(f)$ and with zeros $\alpha_{1}, \ldots, \alpha_{n} \in G$. Assume that $[G: K] \geq n$. Then either

$$
\Delta(f):=\max _{1 \leq i<j \leq n} H_{G}\left(\alpha_{i}-\alpha_{j}\right) \leq C_{1}
$$

or for each pair $(i, j)$ with $1 \leq i<j \leq n$,

$$
\left(\alpha_{i}-\alpha_{j}\right)^{n(n-1)}=D(f) y_{i j}^{p_{i j}^{t_{i j}}}
$$

where $y_{i j}$ is a non-constant unit of the integral closure of $O_{S}$ in $G, t_{i j}$ is a non-negative integer, and $H_{G}\left(y_{i j}\right) \leq C_{2}$. Here $C_{1}$ and $C_{2}$ are effectively computable numbers that depend only on $H_{K}(D(f)), K, S,[G: K]$ and $g_{G}$.

Proof The proof of Shlapentokh depends on Mason's effective theorem on unit equations over function fields of positive characteristic, see [Mason (1984)].

As is pointed out in [Shlapentokh (1996)], the results in the positive characteristic case are weaker than the corresponding results for the case of characteristic 0 . The relative weakness of Theorem 8.6 .3 is due to the second case of the theorem which does occur. In that situation, $\Delta(f)$ cannot be bounded above in general. Further, it is shown that even if one has a bound on $\Delta(f)$, one still could not conclude that the zeros of $f$ are strongly $O_{S}$-equivalent to an element of bounded height.

When the degree of $f$ is not divisible by the characteristic $p$, Theorem 8.6.3 implies the following.

Corollary 8.6.4 Let $f \in O_{S}[X]$ be as in Theorem 8.6.3 If $p$ does not divide the degree of $f$, then $f$ is strongly $O_{S}$-equivalent to a polynomial $f^{*} \in O_{S}[X]$ whose coefficients can be described effectively in the sense of [Shlapentokh (1996)].

This can be compared with Theorem 8.6.1
More complicated is the situation when the characteristic $p$ divides the degree of $f$.
Corollary 8.6.5 Let $f \in O_{S}[X]$ be as in Theorem 8.6.3 and let $\alpha$ be a zero of $f$ in $G$. If $p$ divides the degree $n$ of $f$, then there exist a non-negative integer $r$ with $p^{r} \leq n$, elements $c_{0}, \ldots, c_{r+1}$ of $O_{S}$, and $\alpha^{*} \in G$ such that $c_{0}, \ldots, c_{r}$ and $\alpha^{*}$ can be described effectively and

$$
\sum_{i=0}^{r} c_{i} \alpha^{p^{i}}+c_{r+1}=\alpha^{*}
$$

As in the zero characteristic case, the results of [Shlapentokh (1996)] have applications to integral elements of given discriminant and to power integral bases.

### 8.6.3 The existence of relative power integral bases

Let $K$ be an algebraic number field, $L / K$ a field extension of degree $n \geq 2$ with relative discriminant $\mathrm{D}_{L / K}$, and $O_{L}$ the ring of integers of $L$. By a theorem from [E. Artin (1950)], $L / K$ has a relative integral basis if and only if the index of a primitive integral element $\alpha$ of $L$ with respect to $L / K$ is principal. Consequently, if $\delta_{L / K}$ is principal and for example the class number of $K$ is odd, then $L / K$ has a relative integral basis. Numerous special relative extensions $L / K$ have relative power integral bases. Further results and references concerning the existence of relative power integral bases can be found e.g. in [Hasse (1980)], [Cougnard (1988)], [Schertz (1989)], [Cougnard and Fleckinger
(1990)], [Narkiewicz (1974)], [Thérond (1995)], [Akizuki and Ota (2013)] and [H.Y. Jung, J.K. Koo and D.H. Shin (2014)].

In case of cubic and quartic relative extensions, efficient algorithms were established in [Gaál (2001)] and [Gaál, Pohst (2000)] for finding all relative power integral bases.

### 8.6.4 Other applications

- Let $f \in \mathbb{Z}[X]$ be a monic polynomial of degree $n \geq 3$ with discriminant $D(f) \neq 0$, and consider the solutions $x, y \in \mathbb{Z}$ of the equation $f(x)=y^{m}$, where $m \geq 2$. As was mentioned in Subsection 6.8.3 there are effective bounds for $|y|$, which depend on $m, n$ and $D(f)$, but not on the height of $f$. Using an earlier variant of Corollary 8.2.8. Győry and Pintér [Győry and Pintér (2008)] showed that for each solution $(x, y)$ with $\operatorname{gcd}(y, D(f))=1,|y|^{m}$ can be effectively bounded in terms of the radical of $D(f)$, i.e., the product of the distinct prime factors of $D(f)$. It should be noted that $|D(f)|$ can be arbitrarily large with respect to its radical. For further related results, we refer to [Győry and Pintér (2008)] and [Győry, Pink and Pintér (2004)].
- Following Győry's method of proof, von Känel [von Känel (2011, see also 2014a)] established a slightly weaker version of Theorem 8.2.7 and used it in his effective proof for the hyperelliptic Shafarevich conjecture. A similar application of Theorem 8.2.7 will be given in Chapter 18 to prove an improved version of von Känel's result concerning the Shafarevich conjecture.
- A recent application of Theorem 8 of [Győry (1984)] and Corollary 8.2.4 of this chapter is given in [Petsche (2012)] to critically separable rational maps in families.


## 9

# The number of solutions of discriminant equations 

We continue the study of discriminant equations, both in monic polynomials with coefficients in the ring of $S$-integers of a number field, and in elements from an order of an étale algebra. In the previous sections we obtained effective finiteness results, in which we showed that the discriminant equations have only finitely many equivalence classes of solutions (polynomials or elements of an order), and that a full system of representatives for the equivalence classes can be determined effectively.

In the present chapter, our focus is on estimating from above the number of equivalence classes, and to obtain uniform bounds depending on as few parameters as possible. Again our results are formulated over the ring of $S$ integers of a number field.

Let $K$ be an algebraic number field, and $S$ a finite set of places of $K$, containing the infinite places. Our first result deals with equations

$$
D(f) \in \delta O_{S}^{*}
$$

to be solved in monic polynomials $f \in O_{S}[X]$ having their zeros in a prescribed finite extension $G$ of $K$. Here, we do not fix the degree of $f$. Our general result gives an upper bound for the number of $O_{S}$-equivalence classes that depends only on $[G: \mathbb{Q}]$, the cardinality of $S$, and the number of prime ideals of $O_{S}$ dividing $\delta$. In the special case $K=\mathbb{Q}, O_{S}=\mathbb{Z}$, we get an upper bound for the number of $\mathbb{Z}$-equivalence classes depending only on $[G: \mathbb{Q}]$ and the number of primes dividing $\delta$.

Other results deal with the discriminant equation

$$
D_{\Omega / K}(\alpha) \in \delta O_{S}^{*}
$$

to be solved in $\alpha \in \mathfrak{D}$, and as a particular case of this, with the "equation"

$$
O_{S}[\alpha]=\mathfrak{D}
$$

where $\mathfrak{D}$ is an $O_{S}$-order of a given finite étale $K$-algebra $\Omega$. Among other things, we obtain that the number of $O_{S}$-equivalence classes of $\alpha \in \mathfrak{D}$ with $O_{S}[\alpha]=\mathfrak{D}$ is bounded above by a quantity that depends only on $[\Omega: K]$ and the cardinality of $S$, and is otherwise independent of $\mathfrak{D}$. In the special case $O_{S}=\mathbb{Z}$, this gives a bound depending only on $[\Omega: \mathbb{Q}]$. These results are stated in Section 9.2 and proved in Sections 9.3 and 9.4
Some of the above results were proved in [Evertse and Győry (1985)] and [Evertse and Győry (1988a)] with weaker bounds, but in the latter paper over finitely generated domains instead of just over the $S$-integers.
The following result will be proved not only over the $S$-integers, but over arbitrary integrally closed domains of characteristic 0 that are finitely generated over $\mathbb{Z}$. Let $A$ be such a domain and $K$ its quotient field. Then for every finite étale $K$-algebra $\Omega$ with $[\Omega: K] \geq 3$, there are only finitely many $A$-orders $\mathfrak{D}$ of $\Omega$ with the property that there are more than two $A$-equivalence classes of $\alpha \in \mathfrak{D}$ with $A[\alpha]=\mathfrak{D}$. It is shown that this bound 2 is best possible. The precise result is stated and proved in Section 9.5. This result is a generalization of work of [Bérczes (2000)] and [Bérczes , Evertse and Győry (2013)]. In the latter paper, this result was proved in the special case that $\Omega$ is a finite extension field of $K$.

In Section 9.1 we present all above results in the special case that the ground ring is $\mathbb{Z}$ to give the reader some of the flavour.

### 9.1 Results over $\mathbb{Z}$

Let $G$ be an algebraic number field of degree $g$, and $\delta$ a non-zero rational integer. Denote by $\omega(\delta)$ the number of distinct primes dividing $\delta$.

We consider the equation

$$
\begin{align*}
D(f)=\delta & \text { in monic } f \in \mathbb{Z}[X] \text { with } \operatorname{deg} f \geq 2,  \tag{9.1.1}\\
& \text { having all its zeros in } G .
\end{align*}
$$

We recall that two monic polynomials $f_{1}, f_{2} \in \mathbb{Z}[X]$ are called $\mathbb{Z}$-equivalent if $f_{2}(X)=( \pm 1)^{\operatorname{deg}} f_{1} f_{1}( \pm X+a)$ for some $a \in \mathbb{Z}$. Then they have the same discriminant. Our first result is as follows.

Theorem 9.1.1 The polynomials $f$ with 9.1.1 lie in a union of at most

$$
\exp \left(2^{17 g(\omega(\delta)+1)}\right)
$$

$\mathbb{Z}$-equivalence classes.
A feature of this bound is that it depends on few parameters only, and that it
does not impose any restrictions on the degree of $f$. The main tool in the proof is Theorem 4.3.3.

We now turn to discriminant equations for elements of an étale algebra. Let $\Omega$ be a finite étale $\mathbb{Q}$-algebra and $\mathfrak{D}$ a $\mathbb{Z}$-order of $\Omega$. View $\mathbb{Q}$ as a subfield of $\Omega$. Recall that two elements $\alpha, \alpha^{\prime} \in \mathfrak{D}$ are called $\mathbb{Z}$-equivalent if $\alpha= \pm \alpha^{\prime}+a$ for some $a \in \mathbb{Z}$. Then they have the same discriminant. Further, by (5.3.3), for every $\alpha \in \mathfrak{D}$ with $\mathbb{Q}[\alpha]=\Omega$ we have $D_{\Omega / \mathbb{Q}}(\alpha)=I_{\mathfrak{D}}(\alpha)^{2} D_{\mathfrak{D}}$, where $I_{\mathfrak{D}}(\alpha)=$ [ $\mathfrak{D}: \mathbb{Z}[\alpha]]$ is the index of $\mathbb{Z}[\alpha]$ in $\mathfrak{D}$ and where $D_{\mathfrak{D}}$ is the discriminant of $\mathfrak{D}$, that is $D_{\mathbb{O}}=D_{\Omega / \mathbb{Q}}\left(\omega_{1}, \ldots, \omega_{n}\right)$ for any $\mathbb{Z}$-basis $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ of $\mathfrak{D}$.

We want to study the discriminant equation

$$
D_{\Omega / \mathbb{Q}}(\alpha)=\delta \text { in } \alpha \in \mathfrak{D},
$$

where $\delta$ is any non-zero integer. By the remark just made, for this equation to be solvable one has to require that $\delta=I^{2} D_{\mathfrak{D}}$ for some positive integer $I$. Therefore we consider the discriminant equation

$$
\begin{equation*}
D_{\Omega / \mathbb{Q}}(\alpha)=I^{2} D_{\mathfrak{D}} \text { in } \alpha \in \mathfrak{D} \tag{9.1.2}
\end{equation*}
$$

or, equivalently, the index equation

$$
\begin{equation*}
I_{\mathfrak{D}}(\alpha)=I \text { in } \alpha \in \mathfrak{D} \tag{9.1.3}
\end{equation*}
$$

where $I$ is a positive integer.
In Lemma 5.4.3 we saw that if $[\Omega: \mathbb{Q}]=2$, then the solutions of 9.1 .2 , 9.1.3) lie in at most one $\mathbb{Z}$-equivalence class. Henceforth we assume that

$$
[\Omega: \mathbb{Q}]=n \geq 3
$$

Our next result gives an explicit upper bound for the number of $\mathbb{Z}$-equivalence classes of solutions. By $\omega(I)$ we denote the number of distinct primes dividing I.

Theorem 9.1.2 Equations (9.1.2, (9.1.3) have at most

$$
2^{5 n^{2}(\omega(I)+1)}
$$

$\mathbb{Z}$-equivalence classes of solutions.
The proof is based on Theorem 4.3.3
Now choose a $\mathbb{Z}$-basis of the form $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$ of $\mathfrak{D}$. Such a basis exists by Lemma 1.6.3. Then every $\mathbb{Z}$-equivalence class contains up to sign precisely one element of the shape $x_{2} \omega_{2}+\cdots+x_{n} \omega_{n}$ with $x_{2}, \ldots, x_{n} \in \mathbb{Z}$. Denote by $D_{\Omega / \mathbb{Q}}\left(X_{2} \omega_{2}+\cdots+X_{n} \omega_{n}\right)$ the discriminant form corresponding to the above
basis. According to (5.3.5), equations 9.1 .2 and 9.1 .3 are equivalent to the discriminant form equation

$$
\begin{equation*}
D_{\Omega / \mathbb{Q}}\left(x_{2} \omega_{2}+\cdots+x_{n} \omega_{n}\right)=I^{2} D_{\mathfrak{D}} \text { in } x_{2}, \ldots, x_{n} \in \mathbb{Z}, \tag{9.1.4}
\end{equation*}
$$

in the sense that a pair of solutions $\pm\left(x_{2}, \ldots, x_{n}\right)$ of 9.1 .4$)$ corresponds to the $\mathbb{Z}$-equivalence class of $\sum_{i=2}^{n} x_{i} \omega_{i}$ in 9.1 .3 or 9.1 .2 . Thus, Theorem 9.1.2 has the following equivalent formulation.

Theorem 9.1.3 Equation 9.1.4 has at most

$$
2 \times 2^{5 n^{2}(\omega(I)+1)}
$$

## solutions.

A special case of equation 9.1.4 was considered in [Evertse and Győry (1985), Thm. 10]. In fact, that theorem gives, for $I=1$ and $\Omega=L$ an algebraic number field, an upper bound $\left(4 \cdot 7^{3 g}\right)^{n-2}$ for the number of solutions of 9.1.4, where $g$ is the degree of the normal closure of $L$ over $\mathbb{Q}$.
Since the discriminant form factors into linear forms over $\overline{\mathbb{Q}}$, equation 9.1.4) is a special type of decomposable form equation. Thus, another possibility to derive an explicit upper bound for the number of solutions of 9.1 .4 would be to apply the general results on the number of solutions of decomposable form equations from [Evertse (1996)] and [Evertse and Győry (1997)]. However, this leads to larger bounds.

We now consider monogenic orders. Clearly, we have $\mathfrak{D}=\mathbb{Z}[\alpha]$ with $\alpha \in \mathfrak{D}$ if and only if $I_{\mathfrak{D}}(\alpha)=[\mathfrak{D}: \mathbb{Z}[\alpha]]=1$. By applying Theorem 9.1.2 with $I=1$ we obtain:

Theorem 9.1.4 The set of $\alpha \in \mathfrak{D}$ with $\mathbb{Z}[\alpha]=\mathfrak{D}$ is a union of at most

$$
2^{5 n^{2}}
$$

## $\mathbb{Z}$-equivalence classes.

In Section 9.2 we present generalizations of these results over the $S$-integers of a number field.

One can show that for "most" orders $\mathfrak{D}$, the number of $\mathbb{Z}$-equivalence classes of $\alpha$ with $\mathfrak{D}=\mathbb{Z}[\alpha]$ is much smaller than the bound in Theorem 9.1.4 It will be convenient to adopt the following terminology. An order $\mathcal{D}$ of $\Omega$ is called $k$ times monogenic if there are at least $k \mathbb{Z}$-equivalence classes of $\alpha$ with $\mathfrak{D}=\mathbb{Z}[\alpha]$.

Our result is as follows.

Theorem 9.1.5 Let $\Omega$ be a finite étale $\mathbb{Q}$-algebra with $[\Omega: \mathbb{Q}] \geq 3$. Then there are only finitely many orders $\mathfrak{D}$ of $\Omega$ such that $\mathfrak{D}$ is three times monogenic.

In Section 9.5 we state and prove a generalization of this result to orders over integrally closed finitely generated domains of characteristic 0 .
We observed in Remark 5.4.9 that if $\mathfrak{D}$ is an order of a quadratic étale $\mathbb{Q}$ algebra, then there is at most one $\mathbb{Z}$-equivalence class of $\alpha$ with $\mathbb{Z}[\alpha]=\mathfrak{D}$, i.e., it is at most one time monogenic.
Theorem 9.1.5 is a refinement of work of [Bérczes (2000)]. In [Bérczes, Evertse and Győry (2013)], the authors proved this result in the special case that $\Omega=L$ is an algebraic number field.

It is possible to produce examples of finite étale $\mathbb{Q}$-algebras $\Omega$ that have infinitely many two times monogenic orders. Let again $\Omega$ be a finite étale $K$ algebra with $[\Omega: \mathbb{Q}] \geq 3$. Assume that for every proper $\mathbb{Q}$-subalgebra $\Upsilon$ of $\Omega$, the rank of the unit group $O_{\Upsilon}^{*}$ of the ring of integers of $\Upsilon$ is smaller than that of $O_{\Omega}^{*}$. Then there are infinitely many distinct orders of $\Omega$ of the shape $\mathbb{Z}[\varepsilon]$ where $\varepsilon \in O_{\Omega}^{*}$. For these orders we have $\mathbb{Z}[\varepsilon]=\mathbb{Z}\left[\varepsilon^{-1}\right]$, and $\varepsilon$ and $\varepsilon^{-1}$ are not $\mathbb{Z}$-equivalent. In Section 9.5 we generalize this construction to orders in a finite étale $K$-algebra over a finitely generated domain and provide full details of the arguments sketched above. In the Notes in Section 9.6 we recall from the literature some more general constructions of infinite classes of two times monogenic orders in a finite étale $K$-algebra.

### 9.2 Results over the $S$-integers of a number field

Let $K$ be an algebraic number field, and let $S$ be a finite set of places of $K$, containing the infinite places. Given $\delta \in K^{*}$, we denote by $\omega_{S}(\delta)$ the number of places $v \in M_{K} \backslash S$ such that $|\delta|_{v} \neq 1$. Further, for a fractional ideal a of $O_{S}$ and $v \in M_{K} \backslash S$, we put $|\mathfrak{a}|_{v}:=\max \left\{|\alpha|_{v}: \alpha \in \mathfrak{a}\right\}$. Then we denote by $\omega_{S}(\mathfrak{a})$ the number of $v \in M_{K} \backslash S$ with $|\mathfrak{a}|_{v} \neq 1$. This is equal to the number of prime ideals of $O_{S}$ occurring in the prime ideal factorization of $\mathfrak{a}$.

Our first result concerns the equation

$$
\begin{align*}
D(f) \in \delta O_{S}^{*} & \text { in monic } f \in O_{S}[X] \text { with } \operatorname{deg} f \geq 2,  \tag{9.2.1}\\
& \text { having all its zeros in } G,
\end{align*}
$$

where $G$ is a finite extension of $K$ and $\delta$ a non-zero element of $O_{S}$. The set of solutions of 9.2 .1 can be divided into $O_{S}$-equivalence classes, where two monic polynomials $f_{1}, f_{2} \in O_{S}[X]$ are called $O_{S}$-equivalent if there are $a \in O_{S}$, $\varepsilon \in O_{S}^{*}$ such that $f_{2}(X)=\varepsilon^{-\operatorname{deg} f_{1}} f_{1}(\varepsilon X+a)$.

We prove the following.

Theorem 9.2.1 Let $K$ be an algebraic number field, $S$ of finite set of places of $K$ containing the infinite places, $G$ a finite extension of $K$, and $\delta$ a non-zero element of $O_{S}$. Put $g:=[G: K], s:=|S|$.
(i) The polynomials $f \in O_{S}[X]$ with 9.2.1 lie in a union of at most

$$
\exp \left(2^{17 g\left(s+\omega_{S}(\delta)\right)}\right)
$$

$O_{S}$-equivalence classes.
(ii) For every polynomial $f$ with 9.2.1) we have

$$
\operatorname{deg} f \leq 2^{16 g\left(s+\omega_{S}(\delta)\right)}
$$

The proof depends heavily on Theorem 4.3.3.
Notice that in the case $O_{S}=\mathbb{Z}$ we have $s=1$, and $\omega_{S}(\delta)$ is precisely the number of primes dividing $\delta$. So in this case, Theorem 9.2.1 gives Theorem 9.1.1

Let again $K$ be an algebraic number field and $S$ a finite set of places of $K$, containing the infinite places. Further, let $\Omega$ be a finite étale $K$-algebra, and $\mathfrak{D}$ an $O_{S}$-order of $\Omega$. We consider discriminant equations $D_{\Omega / K}(\alpha) \in \delta O_{S}^{*}$ to be solved in $\alpha \in \mathfrak{D}$. Recall that the solutions of this equation can be divided into $O_{S}$-equivalence classes, where two elements $\alpha, \beta$ of $\mathfrak{D}$ are called $O_{S}$-equivalent if $\beta=\varepsilon \alpha+a$ for some $a \in O_{S}, \varepsilon \in O_{S}^{*}$. By 5.3.7 we have an identity of ideals

$$
\left(D_{\Omega / K}(\alpha)\right)_{S}=\mathfrak{I}_{\mathfrak{D}}(\alpha)^{2} \cdot \mathfrak{D}_{\mathfrak{D} / O_{S}},
$$

where $\mathfrak{I}_{\mathfrak{D}}(\alpha)=\left[\mathfrak{D}: O_{S}[\alpha]\right]_{O_{S}}$ is the index ideal of $O_{S}[\alpha]$ in $\mathfrak{D}$ with respect to $O_{S}$ and we write $(\beta)_{S}$ for the fractional ideal $\beta O_{S}$. Hence there is no loss of generality to assume that $(\delta)_{S}=\mathfrak{J}^{2} \cdot \mathfrak{D}_{\mathfrak{O} / O_{S}}$ for some non-zero integral ideal $\mathfrak{J}$ of $O_{S}$. This leads us to consider the discriminant equation

$$
\begin{equation*}
\left(D_{\Omega / K}(\alpha)\right)_{S}=\mathfrak{J}^{2} \mathfrak{D}_{\mathfrak{O} / O_{S}} \text { in } \alpha \in \mathfrak{D} \tag{9.2.2}
\end{equation*}
$$

Theorem 9.2.2 Let $K$ be an algebraic number field, $S$ a finite set of places of $K$ containing the infinite places, $\mathfrak{I}$ a non-zero ideal of $O_{S}, \Omega$ a finite étale $K$-algebra, and $\mathfrak{D}$ an $O_{S}$-order of $\Omega$. Suppose $S$ has cardinality $s$, and assume that $[\Omega: K]=: n \geq 3$.
Then the set of $\alpha \in \mathfrak{D}$ satisfying (9.2.2) is a union of at most

$$
2^{5 n^{2}\left(s+\omega_{s}(\mathfrak{I})\right)}
$$

$O_{S}$-equivalence classes.
The proof is based on Theorem 4.3.3. The most important feature of the upper bound is, that it is independent of the order $\mathfrak{D}$. In the case $[\Omega: K]=2$, Lemma
(5.4.3) gives that the solutions of 9.2 .2 lie in at most one $O_{S}$-equivalence class.

In the case $O_{S}=\mathbb{Z}$ this result gives Theorem 9.1.2.
An immediate consequence concerns monogenic orders. Consider the equation

$$
\begin{equation*}
O_{S}[\alpha]=\mathfrak{D} \text { in } \alpha \in \mathfrak{D} . \tag{9.2.3}
\end{equation*}
$$

Obviously, this is equivalent to equation 9.2 .2 with $\mathfrak{I}=O_{S}$. Now from Theorem 9.2 .2 we immediately obtain the following result which we have stated as a theorem because of its importance.

Theorem 9.2.3 Let $K, S, \Omega, \mathfrak{D}$ be as in Theorem 9.2.2. Then the set of $\alpha \in \mathfrak{D}$ with 9.2 .3 is a union of at most

$$
2^{5 n^{2} s}
$$

$O_{S}$-equivalence classes.
In the case $O_{S}=\mathbb{Z}$ we obtain Theorem 9.1.4 Remark 5.4.9 gives an upper bound 1 if $[\Omega: K]=2$.

A similar result with a different upper bound was derived in [Evertse and Győry (1985)] in the special case where $\Omega=L$ is a finite extension of degree $n$ over $K$. According to Theorem 11 of that paper, the set of $\alpha \in \mathfrak{D}$ with $\mathfrak{D}=$ $O_{S}[\alpha]$ is a union of at most

$$
\left(4 \cdot 7^{6 g s}\right)^{n-2}
$$

$O_{S}$-equivalence classes, where $g$ is the degree of the normal closure of $L$ over $K$.

In Section 9.5 we state and prove a result that implies that for any given finite étale $K$-algebra $\Omega$, there are only finitely many $O_{S}$-orders of $\Omega$ for which there are more than two $O_{S}$-equivalence classes of $\alpha$ with 9.2 .3 ; in fact we prove this for arbitrary integrally closed finitely generated domains of characteristic 0.

### 9.3 Proof of Theorem 9.2 .1

In what follows, $K$ is an algebraic number field, and $S$ a finite set of places of $K$ of cardinality $s$, containing the infinite places. We start with a simple lemma which is used also in the proof of Theorem 9.2.2.
Let $G$ be a finite extension of $K$ of degree $g$, and $\delta$ a non-zero element of $O_{S}$. For $n \geq 2$, denote by $\mathscr{F}_{n}$ the set of monic polynomials $f \in O_{S}[X]$ of degree $n$
with $D(f) \in \delta O_{S}^{*}$, having all their zeros in $G$. Our strategy is as follows. We first estimate the number of $G$-equivalence classes in $\mathscr{F}_{n}$ where two polynomials $f_{1}, f_{2} \in \mathscr{F}_{n}$ are called $G$-equivalent if $f_{2}(X)=u^{-\operatorname{deg} f_{1}} f_{1}(u X+a)$ for some $a \in G, u \in G^{*}$. As it turns out, for $n$ sufficiently large the number of $G$ equivalence classes is 0 and this implies part (ii). Next we estimate the number of $O_{S}$-equivalence classes going into a $G$-equivalence class, and finally, we sum over $n$. This will prove part (i). We remark here, as can be easily verified, that $\mathscr{F}_{2}$ lies in a single $G$-equivalence class.

Assume $n \geq 3$. Instead of $\mathscr{F}_{n}$ we consider the set $\mathscr{T}_{n}$, consisting of all triples ( $f, \alpha_{1}, \alpha_{2}$ ) such that $f \in \mathscr{F}_{n}$ and $\alpha_{1}, \alpha_{2}$ are two distinct zeros of $f$ in $G$. Two triples $\left(f_{1}, \alpha_{1}, \alpha_{2}\right),\left(f_{2}, \beta_{1}, \beta_{2}\right)$ are called $G$-equivalent if $f_{2}(X)=u^{-\operatorname{deg} f_{1}} f_{1}(u X+$ a), $\alpha_{1}=u \beta_{1}+a, \alpha_{2}=u \beta_{2}+a$ for some $a \in G, u \in G^{*}$. With $\left(f, \alpha_{1}, \alpha_{2}\right) \in \mathscr{T}_{n}$ we associate a set

$$
\tau\left(f, \alpha_{1}, \alpha_{2}\right)=\left\{\frac{\alpha_{i}-\alpha_{1}}{\alpha_{2}-\alpha_{1}}: i=3, \ldots, n\right\},
$$

where $\alpha_{3}, \ldots, \alpha_{n}$ are the other $n-2$ zeros of $f$. We need the following easy fact.

Lemma 9.3.1 Let $\left(f_{1}, \alpha_{1}, \alpha_{2}\right),\left(f_{2}, \beta_{1}, \beta_{2}\right) \in \mathscr{T}_{n}$. Then $\left(f_{1}, \alpha_{1}, \alpha_{2}\right),\left(f_{2}, \beta_{1}, \beta_{2}\right)$ are $G$-equivalent if and only if $\tau\left(f_{1}, \alpha_{1}, \alpha_{2}\right)=\tau\left(f_{2}, \beta_{1}, \beta_{2}\right)$.

Proof If $\left(f_{1}, \alpha_{1}, \alpha_{2}\right),\left(f_{2}, \beta_{1}, \beta_{2}\right)$ are $G$-equivalent then there are $a \in G, u \in G^{*}$ such that $\alpha_{i}=u \beta_{i}+a$ for $i=1, \ldots, n$, where $\alpha_{3}, \ldots, \alpha_{n}$ are the other zeros of $f_{1}$ and $\beta_{3}, \ldots, \beta_{n}$ the other zeros of $f_{2}$. This implies at once that $\tau\left(f_{1}, \alpha_{1}, \alpha_{2}\right)=$ $\tau\left(f_{2}, \beta_{1}, \beta_{2}\right)$.

Conversely, assume that $\tau\left(f_{1}, \alpha_{1}, \alpha_{2}\right)=\tau\left(f_{2}, \beta_{1}, \beta_{2}\right)$. Let $\alpha_{3}, \ldots, \alpha_{n}$ be the other zeros of $f_{1}$. After an appropriate permutation of the other zeros $\beta_{3}, \ldots, \beta_{n}$ of $f_{2}$, we may assume that

$$
\frac{\alpha_{i}-\alpha_{1}}{\alpha_{2}-\alpha_{1}}=\frac{\beta_{i}-\beta_{1}}{\beta_{2}-\beta_{1}} \text { for } i=3, \ldots, n
$$

This implies $\alpha_{i}=u \beta_{i}+a$ for $i=1, \ldots, n$, with $u=\left(\alpha_{2}-\alpha_{1}\right) /\left(\beta_{2}-\beta_{1}\right)$, $a=\alpha_{1}-u \beta_{1}$. Hence $\left(f_{1}, \alpha_{1}, \alpha_{2}\right),\left(f_{2}, \beta_{1}, \beta_{2}\right)$ are $G$-equivalent.

Completion of the proof of Theorem 9.2.1 Let $T$ denote the set of places of $G$ lying above the places in $S$, and above the places $\mathfrak{p} \in M_{K} \backslash S$ with $\operatorname{ord}_{\mathfrak{p}}(\delta)>0$. Then $|T| \leq g\left(s+\omega_{S}(\delta)\right)$ and thus, the group of $T$-units $O_{T}^{*}$ has rank

$$
\begin{equation*}
\operatorname{rank} O_{T}^{*} \leq g\left(s+\omega_{S}(\delta)\right)-1 \tag{9.3.1}
\end{equation*}
$$

Take $\left(f, \alpha_{1}, \alpha_{2}\right) \in \mathscr{T}_{n}$, and let $\alpha_{3}, \ldots, \alpha_{n}$ be the other zeros of $f$. Then
$\alpha_{1}, \ldots, \alpha_{n}$ lie in the ring of integers $O_{T}$ and

$$
D(f)=\prod_{1 \leq i<j \leq n}\left(\alpha_{i}-\alpha_{j}\right)^{2} \in O_{T}^{*} .
$$

Hence

$$
\alpha_{i}-\alpha_{j} \in O_{T}^{*} \text { for } i, j=1, \ldots, n, i \neq j .
$$

It follows that the pairs in the set

$$
\begin{equation*}
\left\{\left(\frac{\alpha_{i}-\alpha_{1}}{\alpha_{2}-\alpha_{1}}, \frac{\alpha_{2}-\alpha_{i}}{\alpha_{2}-\alpha_{1}}\right): i=3, \ldots, n\right\} \tag{9.3.2}
\end{equation*}
$$

are all solutions to the equation

$$
\begin{equation*}
x+y=1 \text { in } x, y \in O_{T}^{*} . \tag{9.3.3}
\end{equation*}
$$

By estimate 9.3.1 and Theorem 4.3.3. equation 9.3.3 has at most

$$
2^{8 \times 2 \operatorname{rank} O_{T}^{*}+8}=2^{16\left(g+\omega_{S}(\delta)\right)-8}=: N
$$

solutions. This implies that for the set in 9.3.2 we have at most $\binom{N}{n-2}$ possibilities. This gives at most $\binom{N}{n-2}$ possibilities for the set $\tau\left(f, \alpha_{1}, \alpha_{2}\right)$. By Lemma 9.3.2 this gives at most $\binom{N}{n-2}$ possibilities for the $G$-equivalence class of $\left(f, \alpha_{1}, \alpha_{2}\right)$, hence at most $\binom{N}{n-2}$ possibilities for the $G$-equivalence class of $f$. As we have seen, this is true also for $n=2$.

A consequence of this is, that if $\mathscr{F}_{n} \neq \emptyset$ then $n-2 \leq N$, and so

$$
n \leq 2^{16 g\left(s+\omega_{s}(\delta)\right)} .
$$

This proves part (ii).
We now fix $n \geq 2$. We consider a given $G$-equivalence class of polynomials $f$ from $\mathscr{T}_{n}$ and estimate the number of $O_{S}$-equivalence classes contained in it.

Fix a polynomial $f_{0}$ in the given $G$-equivalence class. Then for any other polynomial $f$ in this class we have $f(X)=u^{-n} f_{0}(u X+a)$ for some $a \in G$, $u \in G^{*}$. Since $D\left(f_{0}\right) \in \delta O_{S}^{*}, D(f) \in \delta O_{S}^{*}, D\left(f_{0}\right)=u^{n(n-1)} D(f)$ we have $u^{n(n-1)} \in$ $O_{S}^{*}$.

We subdivide our given $G$-equivalence class into subclasses, where the subclass to which a polynomial $f$ belongs is determined by the coset $u O_{S}^{*}$. Clearly, the number of subclasses is at most the cardinality of the quotient group $H / O_{S}^{*}$, where $H$ is the group of $u \in G^{*}$ with $u^{n(n-1)} \in O_{S}^{*}$.
We estimate from above the cardinality of $H / O_{S}^{*}$. First note, that the torsion subgroups $H_{\text {tors }}$ and $O_{S, \text { tors }}^{*}$ of $H, O_{S}^{*}$, respectively, are cyclic since they are contained in a field. Hence $O_{S, \text { tors }}^{*}$ has index dividing $n(n-1)$ in $H_{\text {tors }}$. Further, $O_{S}^{*} / O_{S, \text { tors }}^{*}, H / H_{\text {tors }}$ are both free groups of the same rank $s-1$, and $O_{S}^{*} / O_{S, \text { tors }}^{*}$
has index at most $(n(n-1))^{s-1}$ in $H / H_{\text {tors. }}$. It follows that $\left|H / O_{S}^{*}\right| \leq(n(n-1))^{s}$. So this last quantity is an upper bound for the number of subclasses.
We show that a subclass is contained in an $O_{S}$-equivalence class. Suppose $f_{1}, f_{2}$ are in the same subclass. Then there are $u_{i} \in G^{*}, a_{i} \in G$ such that $f_{i}(X)=u_{i}^{-n} f_{0}\left(u_{i} X+a_{i}\right)$ for $i=1,2$ and $\varepsilon:=u_{2} u_{1}^{-1} \in O_{S}^{*}$. This leads to $f_{2}(X)=\varepsilon^{-n} f_{1}(\varepsilon X+a)$ with $\varepsilon \in O_{S}^{*}, a \in G$. We can order the zeros $\alpha_{1}, \ldots, \alpha_{n}$ of $f_{1}$ and the zeros $\beta_{1}, \ldots, \beta_{n}$ of $f_{2}$ in such a way, that $\alpha_{i}=\varepsilon \beta_{i}+a$ for $i=1, \ldots, n$. Since $\varepsilon \in O_{S}^{*}$ and the $\alpha_{i}, \beta_{i}$ are integral over $O_{S}$, it follows that $a$ is integral over $O_{S}$. On the other hand, $a=\frac{1}{n} \sum_{i=1}^{n}\left(\alpha_{i}-\varepsilon \beta_{i}\right) \in K$. So $a \in O_{S}$ since $O_{S}$ is integrally closed. This proves that $f_{1}, f_{2}$ are $O_{S}$-equivalent.
It follows that each $G$-equivalence class of polynomials in $\mathscr{F}_{n}$ is a union of at most $(n(n-1))^{s} O_{S}$-equivalence classes. Consequently, $\mathscr{F}_{n}$, that is the set of polynomials of degree $n$ with 9.2.1), is a union of at most $(n(n-1))^{s} \cdot\binom{N}{n-2}$ $O_{S}$-equivalence classes, where $N=2^{16 g\left(s+\omega_{S}(\delta)\right)-8}$.
It now follows that the complete set of polynomials with 9.2.1) (without any restriction on the degree), is a union of at most

$$
\begin{aligned}
& \sum_{n=2}^{N+2}(n(n-1))^{s} \cdot\binom{N}{n-2} \\
& \quad \leq 4^{s} \sum_{n=2}^{\infty} 2^{s(n-2)} \cdot \frac{N^{n-2}}{(n-2)!} \leq \exp \left(2^{17 g\left(s+\omega_{S}(\delta)\right)}\right)
\end{aligned}
$$

$O_{S}$-equivalence classes. This proves part (i).

### 9.4 Proof of Theorem 9.2.2

Let for the moment $K$ be any field of characteristic 0 and $\Omega$ a finite étale $K$ algebra with $[\Omega: K]=n \geq 3$. Recall that $\Omega$ has precisely $n$ distinct $K$ homomorphisms $\Omega \rightarrow \bar{K}$, which we denote by $x \mapsto x^{(i)}(i=1, \ldots, n)$. It follows from Lemma 1.5.1, that $\Omega=K[\alpha]$ if and only if $\alpha^{(1)}, \ldots, \alpha^{(n)}$ are distinct. For $\alpha \in \Omega$ with $\Omega=K[\alpha]$ we define the ordered $(n-2)$-tuple

$$
\begin{equation*}
\tau(\alpha):=\left(\frac{\alpha^{(3)}-\alpha^{(1)}}{\alpha^{(2)}-\alpha^{(1)}}, \ldots, \frac{\alpha^{(n)}-\alpha^{(1)}}{\alpha^{(2)}-\alpha^{(1)}}\right) . \tag{9.4.1}
\end{equation*}
$$

Two elements $\alpha, \beta \in \Omega$ are called $K$-equivalent, if $\beta=u \alpha+a$ for some $a \in K$, $u \in K^{*}$. We start with a simple lemma, which will be used also in the proof of Theorem 9.5.1 Therefore, we prove it in a form more general than needed here.

Lemma 9.4.1 Let A be an integrally closed domain with quotient field $K$ of
characteristic 0 and $\Omega$ a finite étale $K$-algebra with $[\Omega: K]=n \geq 3$.
(i) Let $\alpha, \beta$ with $K[\alpha]=K[\beta]=\Omega$. Then $\alpha, \beta$ are $K$-equivalent if and only if $\tau(\alpha)=\tau(\beta)$.
(ii) Assume moreover that $D_{\Omega / K}(\alpha)$ and $D_{\Omega / K}(\beta)$ generate the same fractional ideal of $A$. Then $\alpha, \beta$ are $A$-equivalent if and only if $\tau(\alpha)=\tau(\beta)$.

Proof (i) If $\alpha, \beta$ are $K$-equivalent, then clearly $\tau(\alpha)=\tau(\beta)$. Assume conversely that $\tau(\alpha)=\tau(\beta)$. Then there are unique $u \in \bar{K}^{*}, a \in \bar{K}$ such that

$$
\begin{equation*}
\left(\beta^{(1)}, \ldots, \beta^{(n)}\right)=u\left(\alpha^{(1)}, \ldots, \alpha^{(n)}\right)+a(1, \ldots, 1) . \tag{9.4.2}
\end{equation*}
$$

In fact, the unicity of $u, a$ follows since thanks to our assumption $\Omega=K[\alpha]$, the numbers $\alpha^{(1)}, \ldots, \alpha^{(n)}$ are distinct. As for the existence, observe that 9.4.2) is satisfied with $u=\left(\beta^{(2)}-\beta^{(1)}\right) /\left(\alpha^{(2)}-\alpha^{(1)}\right), a=\beta^{(1)}-u \alpha^{(1)}$.

Take $\sigma$ from the Galois group $\operatorname{Gal}(\bar{K} / K)$. Then $x \mapsto \sigma\left(x^{(i)}\right)(i=1, \ldots, n)$ is a permutation of $x \mapsto x^{(i)}(i=1, \ldots, n)$. It follows that $\sigma$ permutes $\left(\alpha^{(1)}, \ldots, \alpha^{(n)}\right)$ and $\left(\beta^{(1)}, \ldots, \beta^{(n)}\right)$ in the same way. So by applying $\sigma$ to 9.4 .2 we obtain

$$
\left(\beta^{(1)}, \ldots, \beta^{(n)}\right)=\sigma(u)\left(\alpha^{(1)}, \ldots, \alpha^{(n)}\right)+\sigma(a)(1, \ldots, 1)
$$

By the unicity of $u, a$ in 9.4.2 this implies $\sigma(u)=u, \sigma(a)=a$. This holds for every $\sigma \in \operatorname{Gal}(\bar{K} / K)$. So in fact $u \in K^{*}, a \in K$, that is, $\alpha, \beta$ are $K$-equivalent.
(ii) It suffices to prove that any $\alpha, \beta$ with $K[\alpha]=K[\beta]=\Omega$ that are $K$ equivalent and whose discriminants generate the same fractional ideal of $A$, are in fact $A$-equivalent. Assume $\beta=u \alpha+a$ with $u \in K^{*}, a \in K$. Then $D_{\Omega / K}(\beta)=u^{n(n-1)} \cdot D_{\Omega / K}(\alpha)$, hence $u^{n(n-1)} \in A^{*}$. Since $u \in K^{*}$ and since $A$ is integrally closed, this implies that $u \in A^{*}$. Further, $a=\beta-u \alpha$ is in $K$ and is integral over $A$, so it belongs to $A$. Hence indeed, $\alpha, \beta$ are $A$-equivalent.

We keep the notation and assumptions from Theorem 9.2.2. Thus, $K$ is an algebraic number field, $S$ is a finite set of places of $K$ of cardinality $s$, containing the infinite places, $\Omega$ is a finite étale $K$-algebra with $[\Omega: K]=n \geq 3$, and $\mathfrak{D}$ is an $O_{S}$-order of $\Omega$. Further, let $\mathfrak{I}$ be the ideal of $O_{S}$ from 9.2.2), and let $S^{\prime}$ be the set of places of $K$ consisting of the places in $S$ and the places $\mathfrak{p} \in M_{K} \backslash S$ with $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{I})>0$. Thus, $S^{\prime}$ has cardinality

$$
\left|S^{\prime}\right|=s^{\prime}:=s+\omega_{S}(\mathfrak{I})
$$

Define

$$
\mathfrak{D}^{\prime}:=O_{S^{\prime}} \mathfrak{D} .
$$

Then $\mathfrak{D}^{\prime}$ is an $O_{S^{\prime}}$-order of $\Omega$. If $L$ is a finite extension of $K$, we denote by $O_{S^{\prime}, L}$
the integral closure of $O_{S^{\prime}}$ in $L$. Then

$$
\begin{equation*}
\operatorname{rank} O_{S^{\prime}, L}^{*} \leq[L: K] s^{\prime}-1 \leq[L: K]\left(s+\omega_{S}(\mathfrak{I})\right)-1 . \tag{9.4.3}
\end{equation*}
$$

Lemma 9.4.2 Let $\alpha \in \mathfrak{D}$ be a solution of 9.2.2). Then $\mathfrak{D}^{\prime}=O_{S^{\prime}}[\alpha]$.
Proof We have an identity of ideals of $O_{S^{\prime}}, \mathfrak{D}_{\mathfrak{D}^{\prime} / O_{S^{\prime}}}=D_{\mathfrak{D} / O_{S}} O_{S^{\prime}}$. Indeed, by Proposition 2.10 .1 the first ideal is generated by the numbers $D_{\Omega / K}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ $\left(\alpha_{1}, \ldots, \alpha_{n} \in \mathfrak{D}\right)$, and clearly so is the second. Now multiplying 9.2.2) on the left and right with $O_{S^{\prime}}$ we obtain

$$
D_{\Omega / K}(\alpha) O_{S^{\prime}}=D_{\mathbb{D}^{\prime} / O_{S^{\prime}}}
$$

and subsequently, using $\alpha \in \mathfrak{D}^{\prime}$ and Proposition 5.3.1, we get $O_{S^{\prime}}[\alpha]=\mathfrak{D}^{\prime}$.
We denote by $S(\mathfrak{D})$ the set of solutions $\alpha \in \mathfrak{D}$ of 9.2 .2 . Further, we denote by $G$ the compositum of the images of $\Omega$ under the $K$-homomorphisms of $\Omega$ to $\bar{K}$.

Lemma 9.4.3 The multiplicative subgroup of $\left(G^{*}\right)^{n(n-1) / 2}$ generated by the tuples

$$
\begin{equation*}
\rho(\alpha):=\left(\alpha^{(i)}-\alpha^{(j)}: 1 \leq i<j \leq n\right) \quad(\alpha \in S(\mathfrak{D})) \tag{9.4.4}
\end{equation*}
$$

has rank at most $\frac{1}{2} n(n-1)\left(s+\omega_{S}(\mathfrak{I})\right)$.
Proof Denote by $\Gamma$ the group under consideration. We fix $\beta \in S(\mathfrak{D})$ (if no such $\beta$ exists we are done) and let $\alpha \in S(\mathfrak{D})$ vary. Define the fields

$$
K_{i j}:=K\left(\beta^{(i)}+\beta^{(j)}, \beta^{(i)} \beta^{(j)}\right)(1 \leq i, j \leq n, i \neq j),
$$

and denote by $O_{i j}$ the integral closure of $O_{S^{\prime}}$ in $K_{i j}$, and by $O_{i j}^{*}$ its unit group. By Lemma 9.4.2, we have for any other $\alpha \in S(\mathfrak{D})$ that $\alpha=f(\beta)$ for some $f \in$ $O_{S^{\prime}}[X]$. Hence for $i, j=1, \ldots, n$ with $i \neq j$, the number $\left(\alpha^{(i)}-\alpha^{(j)}\right) /\left(\beta^{(i)}-\beta^{(j)}\right)$ is integral over $O_{S^{\prime}}$. In fact, this number is a symmetric function in $\beta^{(i)}, \beta^{(j)}$, hence it belongs to $O_{i j}$. But by reversing the role of $\alpha, \beta$, one infers that also the multiplicative inverse of this number belongs to $O_{i j}$. Hence for every $\alpha \in S(\mathfrak{D})$ we have

$$
\begin{equation*}
u_{i j}(\alpha, \beta):=\frac{\alpha^{(i)}-\alpha^{(j)}}{\beta^{(i)}-\beta^{(j)}} \in O_{i j}^{*} \text { for } i, j=1, \ldots, n, i<j \tag{9.4.5}
\end{equation*}
$$

We partition the collection of 2 -element subsets of $\{1, \ldots, n\}$ into classes such that $\{i, j\}$ and $\left\{i^{\prime}, j^{\prime}\right\}$ belong to the same class if and only if there exists $\sigma \in \operatorname{Gal}(G / K)$ such that $\sigma\left(\beta^{(i)}+\beta^{(j)}\right)=\beta^{\left(i^{\prime}\right)}+\beta^{\left(j^{\prime}\right)}, \sigma\left(\beta^{(i)} \beta^{(j)}\right)=\beta^{\left(i^{\prime}\right)} \beta^{\left(j^{\prime}\right)}$. Then by 9.4.5) and since $u_{i j}(\alpha, \beta)$ is a symmetric function in $\beta^{(i)}, \beta^{(j)}$ we have

$$
\begin{equation*}
u_{i^{\prime}, j^{\prime}}(\alpha, \beta)=\sigma\left(u_{i j}(\alpha, \beta)\right) \text { for } \alpha \in S(\mathfrak{D}) . \tag{9.4.6}
\end{equation*}
$$

Clearly, the cardinality of the class represented by $\{i, j\}$ is $\left[K_{i j}: K\right]$.
Denote the different classes by $C_{1}, \ldots, C_{t}$, and choose from each class $C_{k}$ a representative $\left\{i_{k}, j_{k}\right\}$. From 9.4.5, 9.4.6 it follows that

$$
\left(x_{i j}: 1 \leq i<j \leq n\right) \mapsto\left(x_{i_{1}, j_{1}}, \ldots, x_{i_{i}, j_{t}}\right)
$$

defines an injective homomorphism from the group generated by the tuples

$$
\frac{\rho(\alpha)}{\rho(\beta)}=\left(u_{i j}(\alpha, \beta): 1 \leq i<j \leq n\right)(\alpha \in S(\mathfrak{D}))
$$

into $O_{i_{1}, j_{1}}^{*} \times \cdots \times O_{i_{t}, j_{t}}^{*}$. By 9.4.3,

$$
\left.\operatorname{rank} O_{i_{k}, j_{k}}^{*} \leq\left[K_{i_{k}, j_{k}}: K\right]\right]\left(s+\omega_{S}(\mathfrak{I})\right)-1=\left|C_{k}\right|\left(s+\omega_{S}(\mathfrak{I})\right)-1
$$

for $k=1, \ldots, t$. Taking into consideration the tuple $\rho(\beta)$, it follows that $\Gamma$ has rank at most

$$
1+\sum_{k=1}^{t}\left(\left|C_{k}\right|\left(s+\omega_{S}(\mathfrak{I})\right)-1\right) \leq \frac{1}{2} n(n-1)\left(s+\omega_{S}(\mathfrak{I})\right)
$$

Proof of Theorem 9.2.2 Let $\mathfrak{D}$ be an $O_{S}$-order of $\Omega$. Notice that we have the relations

$$
\begin{equation*}
\frac{\alpha^{(i)}-\alpha^{(1)}}{\alpha^{(2)}-\alpha^{(1)}}+\frac{\alpha^{(2)}-\alpha^{(i)}}{\alpha^{(2)}-\alpha^{(1)}}=1 \quad(i=3, \ldots, n) \tag{9.4.7}
\end{equation*}
$$

We may view this as a system of equations with tuple of unknowns taken from the multiplicative group $\Gamma$ generated by the tuples

$$
\kappa(\alpha):=\left(\frac{\alpha^{(3)}-\alpha^{(1)}}{\alpha^{(2)}-\alpha^{(1)}}, \frac{\alpha^{(2)}-\alpha^{(3)}}{\alpha^{(2)}-\alpha^{(1)}}, \ldots, \frac{\alpha^{(n)}-\alpha^{(1)}}{\alpha^{(2)}-\alpha^{(1)}}, \frac{\alpha^{(2)}-\alpha^{(n)}}{\alpha^{(2)}-\alpha^{(1)}}\right),
$$

for $\alpha \in S(\mathfrak{D})$. We want to apply Corollary 4.3.5 to this system, and to this end, we have to estimate the rank of $\Gamma$.

Notice that the group homomorphism from $\left(G^{*}\right)^{n(n-1) / 2}$ to $\left(G^{*}\right)^{2 n-4}$,

$$
\left(x_{i j}: 1 \leq i<j \leq d\right) \mapsto\left(x_{31} / x_{21}, x_{23} / x_{21}, \ldots, x_{n 1} / x_{21}, x_{2 n} / x_{21}\right)
$$

maps, for every $\alpha \in S(\mathfrak{D})$, the tuple $\rho(\alpha)$ as defined in Lemma 9.4.3 to $\kappa(\alpha)$. Together with Lemma 9.4.3 this implies that the rank of $\Gamma$ is bounded above by $\frac{1}{2} n(n-1)\left(s+\omega_{S}(\mathfrak{J})\right)$. By applying Corollary 4.3 .5 to 9.4.7), it follows that among the tuples $\kappa(\alpha)(\alpha \in S(\mathfrak{D}))$ there are at most

$$
2^{8\left((n(n-1) / 2)\left(s+\omega_{S}(\mathfrak{I})\right)+2 n-5\right)} \leq 2^{5 n^{2}\left(s+\omega_{S}(\mathfrak{I})\right)}
$$

distinct ones.
Notice that the tuple $\kappa(\alpha)$ contains the tuple $\tau(\alpha)$ defined by 9.4.1. So by Lemma 9.4.1 (ii), it uniquely determines the $O_{S}$-equivalence class of $\alpha$. Theorem 9.2.2 immediately follows.

### 9.5 Three times monogenic orders over finitely generated domains

For an integral domain $A$ with quotient field $K$ and a finite étale $K$-algebra $\Omega$, we denote by $A_{\Omega}$ the integral closure of $A$ in $\Omega$. We call an $A$-order $\mathfrak{D}$ of $\Omega$ $k$ times monogenic if there are at least $k A$-equivalence classes of $\alpha$ such that $A[\alpha]=\mathfrak{D}$. In this section we prove the following theorem.

Theorem 9.5.1 Let $A$ be an integrally closed domain with quotient field $K$ of characteristic 0 that is finitely generated over $\mathbb{Z}$ and let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K] \geq 3$.
(i) There are only finitely many $A$-orders of $\Omega$ that are three times monogenic.
(ii) Assume that for every proper $K$-subalgebra $\Upsilon$ of $\Omega$, the quotient of unit groups $A_{\Omega}^{*} / A_{\Upsilon}^{*}$ is non-torsion. Then there are infinitely many A-orders $\mathfrak{D}$ of $\Omega$ that are two times monogenic.

The proof of Theorem 9.5.1 is based on Theorem 4.3.7 In [Bérczes, Evertse and Győry (2013)], the authors proved a similar result, but only in the special case that $\Omega=L$ is a finite field extension of $K$.

We start with some generalities on Krull domains. Let $A$ be an integral domain with quotient field $K$. We denote by $\mathscr{P}(A)$ the collection of minimal non-zero prime ideals of $A$, i.e., those non-zero prime ideals of $A$ that do not contain strictly smaller non-zero prime ideals.

Definition 9.5.2 $A$ is called a Krull domain if there is a family of discrete valuations $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{p} \in \mathscr{P}(A))$ such that
(i) $A=\left\{\alpha \in K: \operatorname{ord}_{\mathfrak{p}}(\alpha) \geq 0\right.$ for $\left.\mathfrak{p} \in \mathscr{P}(A)\right\}$
(ii) $\mathfrak{p}=\left\{\alpha \in A: \operatorname{ord}_{\mathfrak{p}}(\alpha)>0\right\}$ for $\mathfrak{p} \in \mathscr{P}(A)$;
(iii) for every $\alpha \in K^{*}$ the set of $\mathfrak{p} \in \mathscr{P}(A)$ with $\operatorname{ord}_{p}(\alpha) \neq 0$ is finite.

For an extensive treatment of Krull domains, see [Bourbaki (1989), chap. VII, §1]. Clearly, the unit group of a Krull domain $A$ satisfies

$$
\begin{equation*}
A^{*}=\left\{\alpha \in K: \operatorname{ord}_{\mathfrak{p}}(\alpha)=0 \text { for } \mathfrak{p} \in \mathscr{P}(A)\right\} . \tag{9.5.1}
\end{equation*}
$$

We need the following fact.
Proposition 9.5.3 Let A be an integrally closed integral domain that is finitely generated over $\mathbb{Z}$. Then $A$ is a Krull domain.

Proof As has been explained in Section 5.1 , any integral domain that is finitely generated over $\mathbb{Z}$ is Noetherian, and according to [Bourbaki (1989), chap. VII, §1.3, Corollary], an integrally closed Noetherian domain is a Krull domain.

In what follows, we keep the notation from Theorem 9.5.1 Let $x \mapsto x^{(i)}$ ( $i=1, \ldots, n$ ) be the distinct $K$-homomorphisms of $\Omega$ to $\bar{K}$, and let $G$ be the compositum of the images of $\Omega$ under these $K$-homomorphisms.

Proof of part (ii) of Theorem 9.5.1 We first prove part (ii) which is the easiest. By Corollary $1.5 .5, \Omega$ has only finitely many proper $K$-subalgebras, and by assumption, for each of these $K$-subalgebras $\Upsilon$, the group $A_{\Omega}^{*} / A_{\Upsilon}^{*}$ is nontorsion. Hence there is $\eta \in A_{\Omega}^{*}$ such that $\eta^{m} \notin A_{\Upsilon}^{*}$ for every non-zero integer $m$ and every proper $K$-subalgebra $\Upsilon$ of $\Omega$. That is, $K\left[\eta^{m}\right]=\Omega$ for every nonzero integer $m$. Further it follows that the elements $\eta^{m}(m \in \mathbb{Z})$ lie in different $A^{*}$-cosets. Now Corollary 5.4 .10 implies that for every $A$-order $\mathfrak{D}$ of $\Omega$, there are only finitely many integers $m$ with $A\left[\eta^{m}\right]=\mathfrak{D}$. Hence if $m$ runs through the non-zero integers, then $A\left[\eta^{m}\right]$ runs through infinitely many different $A$-orders.

We show that for every non-zero integer $m, A\left[\eta^{m}\right]=A\left[\eta^{-m}\right]$ and that $\eta^{m}$, $\eta^{-m}$ are not $A$-equivalent. This clearly implies (ii). Fix a non-zero integer $m$. Let $f(X)=X^{n}+a_{n-1} X^{n-1}+\cdots+a_{0} \in K[X]$ be the monic minimal polynomial of $\eta^{m}$ over $K$. Then $f \in A[X]$ and $a_{0} \in A^{*}$, and, with $a_{n}:=1$,

$$
\eta^{-m}=-a_{0}^{-1}\left(\sum_{j=1}^{n} a_{j}\left(\eta^{m}\right)^{j}\right), \quad \eta^{m}=-\sum_{j=0}^{n-1} a_{j}\left(\eta^{-m}\right)^{n-j-1} .
$$

This implies $A\left[\eta^{m}\right]=A\left[\eta^{-m}\right]$. Suppose that $\eta^{-m}$ is $A$-equivalent to $\eta^{m}$. Then $\eta^{-m}=\varepsilon \eta^{m}+a$ for some $a \in A, \varepsilon \in A^{*}$. But then, $\eta^{m}$ has degree at most 2 over $K$, contradicting that $\Omega=K\left[\eta^{m}\right]$ and $[\Omega: K] \geq 3$. This proves part (ii).

Proof of part (i) The idea is as follows. We first show that there are at most finitely many $K$-equivalence classes of $\beta \in \Omega$ such that

$$
\begin{equation*}
K(\beta)=\Omega, \quad \beta \in A_{\Omega} \tag{9.5.2}
\end{equation*}
$$

and
the set of $\alpha$ with $A[\alpha]=A[\beta]$
is a union of at least three $A$-equivalence classes.
Next, we show that if $\mathscr{C}$ is any given $K$-equivalence class in $\Omega$ then the set of $\beta \in \mathscr{C}$ with 9.5 .2 , 9.5 .3 is a union of at most finitely many $A$-equivalence classes. Clearly, any $A$-order with the properties specified in part (i) of Theorem 9.5 .1 can be expressed as $A[\beta]$. By the above, the $\beta$ lie in a union of only finitely many $A$-equivalence classes, and so there are only finitely many possibilities for the order $A[\beta]$. Thus, part (i) of Theorem 9.5 .1 follows.

We use the following notation. Given $\alpha \in A_{\Omega}$ with $K[\alpha]=\Omega$ and distinct
indices $i, j, k$ from $\{1, \ldots, n\}$, we put

$$
\begin{equation*}
\alpha^{(i j k)}:=\frac{\alpha^{(i)}-\alpha^{(j)}}{\alpha^{(i)}-\alpha^{(k)}} . \tag{9.5.4}
\end{equation*}
$$

By Lemma 1.5.1, this number is well-defined and non-zero.
Fix $\beta$ with $\beta \in A_{\Omega}$ and $K[\beta]=\Omega$, and consider those $\alpha \in A_{\Omega}$ for which $A[\alpha]=A[\beta]$. Let $i, j$ be distinct indices from $\{1, \ldots, n\}$. Since $\alpha=f(\beta)$ with $f \in A[X]$, the number $\frac{\alpha^{(i)}-\alpha^{(j)}}{\beta^{(i)}-\beta^{(j)}}$ is integral over $A$, so belongs to $A_{G}$. By reversing the role of $\alpha, \beta$, we see that its inverse is also in $A_{G}$. We conclude that if $\alpha$ is such that $A_{G}[\alpha]=A_{G}[\beta]$, then

$$
\begin{equation*}
\frac{\alpha^{(i)}-\alpha^{(j)}}{\beta^{(i)}-\beta^{(j)}} \in A_{G}^{*} \text { for } i, j=1, \ldots, n, i \neq j \tag{9.5.5}
\end{equation*}
$$

Now let $i, j, k$ be distinct indices from $\{1, \ldots, n\}$. Using 9.5.5 and the identities

$$
\begin{equation*}
\beta^{(i j k)}+\beta^{(k j i)}=1, \alpha^{(i j k)}+\alpha^{(k j i)}=1 \tag{9.5.6}
\end{equation*}
$$

we infer that for every $\alpha$ with $A[\alpha]=A[\beta]$, the pair

$$
\left(\frac{\alpha^{(i j k)}}{\beta^{(i j k)}}, \frac{\alpha^{(k j i)}}{\beta^{(k j i)}}\right)
$$

is a solution to

$$
\begin{equation*}
\beta^{(i j k)} \cdot x+\beta^{(k j i)} \cdot y=1 \quad \text { in } x, y \in A_{G}^{*} . \tag{9.5.7}
\end{equation*}
$$

We start with a preparatory lemma.
Lemma 9.5.4 There exists a finite subset $\mathscr{A}$ of $G$ with the following property. Let $i, j, k$ be any three distinct indices from $\{1, \ldots, n\}$ and $\beta \in \Omega$ with 9.5.2 and with $\beta^{(i j k)} \notin \mathscr{A}$. Then

$$
\mid\left\{a \in G: \exists \alpha \in \Omega \text { with } \alpha^{(i j k)}=a, A[\alpha]=A[\beta]\right\} \mid \leq 2 .
$$

Proof By Corollary 5.1.3, the group $A_{G}^{*}$ is finitely generated. So by Theorem 4.3.7 and 9.5.6, there is a finite subset $\mathscr{A}$ of $G$ such that if $\beta^{(i j k)} \notin \mathscr{A}$, then 9.5.7) has not more than two solutions, including $(1,1)$.

Lemma 9.5.5 The set of $\beta$ with 9.5.2, 9.5.3 is contained in a union of at most finitely many $K$-equivalence classes.

Proof Assume the contrary. This means that there is an infinite sequence of triples $\left\{\left(\beta_{1 p}, \beta_{2 p}, \beta_{3 p}\right): p=1,2, \ldots\right\}$ such that

$$
\begin{equation*}
\beta_{h p} \in A_{\Omega}, K\left[\beta_{h p}\right]=\Omega \text { for } h=1,2,3, p=1,2, \ldots ; \tag{9.5.8}
\end{equation*}
$$

$$
\begin{equation*}
\beta_{1 p}(p=1,2, \ldots) \text { lie in different } K \text {-equivalence classes } \tag{9.5.9}
\end{equation*}
$$

and for $p=1,2, \ldots$,

$$
\left\{\begin{array}{l}
A\left[\beta_{1 p}\right]=A\left[\beta_{2 p}\right]=A\left[\beta_{3 p}\right]  \tag{9.5.10}\\
\beta_{1 p}, \beta_{2 p}, \beta_{3 p} \text { lie in different } A \text {-equivalence classes }
\end{array}\right.
$$

(so the $\beta_{1 p}$ play the role of $\beta$ in the statement of our lemma). In analogy to 9.5.4), we put

$$
\beta_{h p}^{(i j k)}:=\frac{\beta_{h p}^{(i)}-\beta_{h p}^{(j)}}{\beta_{h p}^{(i)}-\beta_{h p}^{(k)}}
$$

for $h=1,2,3, p=1,2, \ldots$ and any three distinct indices from $\{1, \ldots, n\}$. The crucial observation, following at once from Lemma 9.5 .4 is that there is a finite set $\mathscr{A}$ such that if $i, j, k$ are any three distinct indices from $\{1, \ldots, n\}$ and $p$ is any positive integer, then

$$
\begin{equation*}
\beta_{1 p}^{(i j k)} \notin \mathscr{A} \Longrightarrow \text { two among } \beta_{1 p}^{(i j k)}, \beta_{2 p}^{(i j k)}, \beta_{3 p}^{(i j k)} \text { are equal. } \tag{9.5.11}
\end{equation*}
$$

We start with the case $n=3$. Then $\tau\left(\beta_{h p}\right)=\left(\beta_{h p}^{(132)}\right)$ for $h=1,2,3$. By 9.5.9 and Lemma 9.4.1 (i) the numbers $\beta_{1 p}^{(132)}(p=1,2, \ldots)$ are pairwise distinct. Using subsequently 9.5.11, Proposition 5.3.1 (iii) and Lemma 9.4.1,(ii) we infer that for all but finitely many $p$, two among the numbers $\beta_{h p}^{(132)}(h=1,2,3)$ are equal and then that two among $\beta_{h p}(h=1,2,3)$ are $A$-equivalent which contradicts 9.5.10.
Now assume $n \geq 4$. We have to distinguish between subsets $\{i, j, k\}$ of $\{1, \ldots, n\}$ and indices $h$ for which there are infinitely many distinct numbers among $\beta_{h p}^{(i j k)}(p=1,2, \ldots)$, and $\{i, j, k\}$ and $h$ for which among these numbers there are only finitely many distinct ones. This does not depend on the choice of ordering of $i, j, k$, since any permutation of $(i, j, k)$ transforms $\beta_{h p}^{(i j k)}$ into one of $\left(\beta_{h p}^{(i j k)}\right)^{-1}, 1-\beta_{h p}^{(i j k)},\left(1-\beta_{h p}^{(i j k)}\right)^{-1}, 1-\left(\beta_{h p}^{(i j k)}\right)^{-1},\left(1-\left(\beta_{h p}^{(i j k)}\right)^{-1}\right)^{-1}$.

There is a subset $\{i, j, k\}$ of $\{1, \ldots, n\}$ such that there are infinitely many distinct numbers among $\beta_{1 p}^{(i j k)}(p=1,2, \ldots)$. Indeed, if this were not the case, then among the $\tau\left(\beta_{1 p}\right)=\left(\beta_{1 p}^{(132)}, \ldots, \beta_{1 p}^{(1 n 2)}\right)$ there would be only finitely many distinct tuples, and then from Lemma 9.4.1.(i) it would follow that the numbers $\beta_{1 p}$ lie in only finitely many $K$-equivalence classes, contradicting (9.5.9). Choose an infinite subsequence of indices $p$ such that the numbers $\beta_{1 p}^{(i j k)}$ are pairwise distinct. Suppose there is another subset $\left\{i^{\prime}, j^{\prime}, k^{\prime}\right\} \neq\{i, j, k\}$ such that if $p$ runs through the infinite subsequence just chosen, then $\beta_{1 p}^{\left(i^{\prime} j^{\prime} k^{\prime}\right)}$ runs through an infinite set. Then for some infinite subsequence of these $p$, the numbers $\beta_{1 p}^{\left(i^{\prime} j^{\prime} k^{\prime}\right)}$ are pairwise distinct. Continuing in this way, we infer that there is a non-empty collection $\mathscr{S}$ of 3 -element subsets $\{i, j, k\}$ of $\{1, \ldots, n\}$, and an infinite sequence $\mathscr{Q}$ of indices $p$, such that for each $\{i, j, k\} \in \mathscr{S}$ the numbers
$\beta_{1 p}^{(i j k)}(p \in \mathscr{Q})$ are pairwise distinct, while for each $\{i, j, k\} \notin \mathscr{S}$, there are only finitely many distinct elements among $\beta_{1 p}^{(i j k)}(p \in \mathscr{P})$.

From assumption 9.5.10 and some observations made above, it follows that the pairs $\left(\beta_{h p}^{(i j k)} / \beta_{1 p}^{(i j k)}, \beta_{h p}^{(k j i)} / \beta_{1 p}^{(k j i)}\right)(h=2,3)$ satisfy 9.5.7) with $\beta=\beta_{1 p}$. For each fixed $\beta$, equation 9.5 .7 ) has only finitely many solutions. Therefore, if $\{i, j, k\} \notin \mathscr{S}$, then there are only finitely many distinct numbers among $\beta_{h p}^{(i j k)} / \beta_{1 p}^{(i j k)}$, hence only finitely many among $\beta_{h p}^{(i j k)}(h=2,3, p \in \mathscr{P})$. Conversely, if $\{i, j, k\} \in \mathscr{S}, h \in\{2,3\}$, there are infinitely many distinct numbers among $\beta_{h p}^{(i j k)}(p \in \mathscr{P})$. For if not, then by the same argument, interchanging the roles of $\beta_{h p}, \beta_{1 p}$, it would follow that there are only finitely many distinct numbers among $\beta_{1 p}^{(i j k)}(p \in \mathscr{P})$, contradicting $\{i, j, k\} \in \mathscr{S}$.
We conclude that there is an infinite sequence of indices $p$, which after renaming we may assume to be $1,2, \ldots$, such that for $h=1,2,3$,

$$
\begin{equation*}
\beta_{h p}^{(i j k)}(p=1,2, \ldots) \text { are pairwise distinct if }\{i, j, k\} \in \mathscr{S}, \tag{9.5.12}
\end{equation*}
$$

there are only finitely many distinct numbers among

$$
\begin{equation*}
\beta_{h p}^{(i j k)}(p=1,2, \ldots) \text { if }\{i, j, k\} \notin \mathscr{S} . \tag{9.5.13}
\end{equation*}
$$

Notice that this characterization of $\mathscr{S}$ is symmetric in $\beta_{h p}(h=1,2,3)$; this will be used frequently.

The following property of $\mathscr{S}$ will be important in the proof: if $i, j, k, l$ are any four distinct indices from $\{1, \ldots, n\}$, then

$$
\begin{equation*}
\{i, j, k\} \in \mathscr{S} \Longrightarrow\{i, j, l\} \in \mathscr{S} \text { or }\{i, k, l\} \in \mathscr{S} . \tag{9.5.14}
\end{equation*}
$$

Indeed, if $\{i, j, l\},\{i, k, l\} \notin \mathscr{S}$ then also $\{i, j, k\} \notin \mathscr{S}$ since $\beta_{h p}^{(i j k)}=\beta_{h p}^{(i j l)} / \beta_{h p}^{(i k l)}$.
Pick a set from $\mathscr{S}$, which without loss of generality we may assume to be $\{1,2,3\}$. By 9.5.14, for $k=4, \ldots, n$ at least one of the sets $\{1,2, k\},\{1,3, k\}$ belongs to $\mathscr{S}$. Define the set of pairs

$$
\begin{equation*}
\mathscr{C}:=\{(j, k): j \in\{2,3\}, k \in\{3, \ldots, n\}, j<k,\{1, j, k\} \in \mathscr{S}\} . \tag{9.5.15}
\end{equation*}
$$

Thus, for each $k \in\{3, \ldots, n\}$ there is $j$ with $(j, k) \in \mathscr{C}$. Further, for every $p=1,2, \ldots$ there is a pair $(j, k) \in \mathscr{C}$ such that

$$
\beta_{1 p}^{(1 j k)} \neq \beta_{2 p}^{(1 j k)} .
$$

Indeed, if this were not the case, then since $\beta_{h p}^{(12 k)}=\beta_{h p}^{(13 k)} \beta_{h p}^{(123)}$ for all $h, p$ and $k=4, \ldots, n$, it would follow that there is $p$ such that

$$
\beta_{1 p}^{(12 k)}=\beta_{2 p}^{(12 k)} \text { for } k=3, \ldots, n,
$$

and then $\tau\left(\beta_{1 p}\right)=\tau\left(\beta_{2 p}\right)$. Together with Proposition 5.3 .1 (iii) and Lemma 9.4.1 (ii) this would imply that $\beta_{1 p}, \beta_{2 p}$ are $A$-equivalent, contrary to 9.5 .10 .

Clearly, there is a pair $(j, k) \in \mathscr{C}$ such that $\beta_{1 p}^{(1 j k)} \neq \beta_{2 p}^{(1 j k)}$ for infinitely many $p$. After permuting the indices $2, \ldots, n$, we may assume that $\{1,2,3\} \in \mathscr{S}$ and for infinitely many $p$,

$$
\beta_{1 p}^{(123)} \neq \beta_{2 p}^{(123)}
$$

We apply 9.5.11). It follows that $\beta_{3 p}^{(123)} \in\left\{\beta_{1 p}^{(123)}, \beta_{2 p}^{(123)}\right\}$ for infinitely many $p$. So $\beta_{1 p}^{(123)}=\beta_{3 p}^{(123)} \neq \beta_{2 p}^{(123)}$ for infinitely many $p$ or $\beta_{2 p}^{(123)}=\beta_{3 p}^{(123)} \neq \beta_{1 p}^{(123)}$ for infinitely many $p$. After interchanging $\beta_{1 p}$ and $\beta_{2 p}$ for every $p$, which does not affect the definition of $\mathscr{S}$ or the above arguments, we may assume that

$$
\begin{equation*}
\{1,2,3\} \in \mathscr{S}, \quad \beta_{1 p}^{(123)}=\beta_{3 p}^{(123)} \neq \beta_{2 p}^{(123)} \text { for infinitely many } p \tag{9.5.16}
\end{equation*}
$$

We repeat the above argument. After renaming again, we may assume that the infinite sequence of indices $p$ for which 9.5 .16 is true is $p=1,2, \ldots$, and thus, 9.5 .12 and 9.5 .13 are true again. Define again the set $\mathscr{C}$ by 9.5.15. Similarly as above, we conclude that there is a pair $(j, k) \in \mathscr{C}$ such that among $p=1,2, \ldots$ there is an infinite subset with $\beta_{1 p}^{(1 j k)} \neq \beta_{3 p}^{(1 j k)}$. Then necessarily $k \neq 3$. After interchanging 2 and 3 if $j=3$ (which does not affect 9.5.16) and rearranging the other indices $4, \ldots, n$, we may assume that $j=2, k=4$. Thus, $\{1,2,3\},\{1,2,4\} \in \mathscr{S}$ and there are infinitely many $p$ for which we have 9.5 .16 and

$$
\beta_{1 p}^{(124)} \neq \beta_{3 p}^{(124)} .
$$

By 9.5.11, for all but finitely many of these $p$ we have $\beta_{2 p}^{(124)} \in\left\{\beta_{1 p}^{(124)}, \beta_{3 p}^{(124)}\right\}$. After interchanging $\beta_{1 p}, \beta_{3 p}$ for all $p$ if necessary, which does not affect 9.5.16, we may conclude that $\{1,2,3\},\{1,2,4\} \in \mathscr{S}$ and there are infinitely many $p$ with 9.5.16 and

$$
\begin{equation*}
\beta_{1 p}^{(124)}=\beta_{2 p}^{(124)} \neq \beta_{3 p}^{(124)} \tag{9.5.17}
\end{equation*}
$$

Next, by 9.5.14, at least one of $\{1,3,4\},\{2,3,4\}$ belongs to $\mathscr{S}$. The relations 9.5.16, 9.5.17 remain unaffected if we interchange $\beta_{h p}^{(1)}$ and $\beta_{h p}^{(2)}$ for all $h, p$, so without loss of generality, we may assume that $\{1,3,4\} \in \mathscr{S}$. By 9.5.11, for all but finitely many of the $p$ with 9.5.16 and 9.5.17, at least two among the numbers $\beta_{h p}^{(134)}(h=1,2,3)$ must be equal. Using 9.5.16, 9.5.17) and $\beta_{h p}^{(134)}=\beta_{h p}^{(124)} / \beta_{h p}^{(123)}$, it follows that $\{1,2,3\},\{1,2,4\},\{1,3,4\} \in \mathscr{S}$ and for infinitely many $p$ we have 9.5.16, 9.5.17) and

$$
\begin{equation*}
\beta_{2 p}^{(134)}=\beta_{3 p}^{(134)} \neq \beta_{1 p}^{(134)} \tag{9.5.18}
\end{equation*}
$$

We now show that this is impossible. For convenience we introduce the no-
tation

$$
\tilde{\beta}_{h p}^{(i)}:=\frac{\beta_{h p}^{(i)}-\beta_{h p}^{(4)}}{\beta_{h p}^{(3)}-\beta_{h p}^{(4)}}=\beta_{h p}^{(4 i 3)}
$$

for $h=1,2,3, i=1,2,3,4, p=1,2, \ldots$. Notice that $\tilde{\beta}_{h p}^{(3)}=1, \tilde{\beta}_{h p}^{(4)}=0$, and $\beta_{h p}^{(i j k)}=\frac{\tilde{\beta}_{p}^{(i)}-\tilde{\beta}_{h p}^{(j)}}{\tilde{\beta}_{h p}^{(i)}-\tilde{\beta}_{h p}^{(k)}}$ for any distinct $i, j, k \in\{1,2,3,4\}$. Thus, 9.5.16- 9.5.18) translate into

$$
\begin{align*}
& \frac{\tilde{\beta}_{1 p}^{(1)}-\tilde{\beta}_{1 p}^{(2)}}{\tilde{\beta}_{1 p}^{(1)}-1}=\frac{\tilde{\beta}_{3 p}^{(1)}-\tilde{\beta}_{3 p}^{(2)}}{\tilde{\beta}_{3 p}^{(1)}-1} \neq \frac{\tilde{\beta}_{2 p}^{(1)}-\tilde{\beta}_{2 p}^{(2)}}{\tilde{\beta}_{2 p}^{(1)}-1},  \tag{9.5.19}\\
& \frac{\tilde{\beta}_{1 p}^{(1)}-\tilde{\beta}_{1 p}^{(2)}}{\tilde{\beta}_{1 p}^{(1)}}=\frac{\tilde{\beta}_{2 p}^{(1)}-\tilde{\beta}_{2 p}^{(2)}}{\tilde{\beta}_{2 p}^{(1)}} \neq \frac{\tilde{\beta}_{3 p}^{(1)}-\tilde{\beta}_{3 p}^{(2)}}{\tilde{\beta}_{3 p}^{(1)}},  \tag{9.5.20}\\
& \frac{\tilde{\beta}_{2 p}^{(1)}-1}{\tilde{\beta}_{2 p}^{(1)}}=\frac{\tilde{\beta}_{3 p}^{(1)}-1}{\tilde{\beta}_{3 p}^{(1)}} \neq \frac{\tilde{\beta}_{1 p}^{(1)}-1}{\tilde{\beta}_{1 p}^{(1)}} . \tag{9.5.21}
\end{align*}
$$

We distinguish between the cases $\{2,3,4\} \in \mathscr{S}$ and $\{2,3,4\} \notin \mathscr{S}$.
First suppose that $\{2,3,4\} \in \mathscr{S}$. Then by 9.5.11, there are infinitely many $p$ such that $9.5 .19-9.5 .21$ hold and at least two among $\tilde{\beta}_{h p}^{(2)}=\beta_{h p}^{(423)}(h=$ $1,2,3$ ) are equal. But this is impossible, since 9.5 .19 , 9.5.20 imply $\tilde{\beta}_{1 p}^{(2)} \neq$ $\tilde{\beta}_{2 p}^{(2)}$ 9.5.19), 9.5.21 imply $\tilde{\beta}_{1 p}^{(2)} \neq \tilde{\beta}_{3 p}^{(2)}$; and 9.5.20, 9.5.21) imply $\tilde{\beta}_{2 p}^{(2)} \neq \tilde{\beta}_{3 p}^{(2)}$.

Hence $\{2,3,4\} \notin \mathscr{S}$. This means that there are only finitely many distinct numbers among $\tilde{\beta}_{h p}^{(2)}=\beta_{h p}^{(423)},(h=1,2,3, p=1,2, \ldots)$. It follows that there are (necessarily non-zero) constants $c_{1}, c_{2}, c_{3}$ such that $\tilde{\beta}_{h p}^{(2)}=c_{h}$ for $h=1,2,3$ and infinitely many $p$. By 9.5 .21 , 9.5.20, respectively, we have for all these $p$ that $\tilde{\beta}_{2 p}^{(1)}=\tilde{\beta}_{3 p}^{(1)}$ and $\tilde{\beta}_{2 p}^{(1)}=\left(c_{2} / c_{1}\right) \tilde{\beta}_{1 p}^{(1)}$. By substituting this into 9.5.19), we get

$$
\frac{\tilde{\beta}_{1 p}^{(1)}-c_{1}}{\tilde{\beta}_{1 p}^{(1)}-1}=\frac{c_{2} \tilde{\beta}_{1 p}^{(1)}-c_{1} c_{3}}{c_{2} \tilde{\beta}_{1 p}^{(1)}-c_{1}} .
$$

By 9.5.19, 9.5.21 we have $c_{1} \neq c_{3}$, hence

$$
\tilde{\beta}_{1 p}^{(1)}=\beta_{1 p}^{(413)}=\frac{c_{1}\left(c_{1}-c_{3}\right)}{c_{1} c_{2}+c_{1}-c_{2}-c_{1} c_{3}}
$$

is a constant independent of $p$. But this contradicts $\{1,3,4\} \in \mathscr{S}$ and 9.5.12).
So our assumption that Lemma 9.5 .5 is false leads in all cases to a contradiction. This completes our proof.

The next lemma is stronger than what is required to complete the proof of part (i) of Theorem 9.5.1.

Lemma 9.5.6 Let $\mathscr{C}$ be a $K$-equivalence class in $\Omega$. Then the set of $\beta$ such that

$$
\beta \in A_{\Omega}, \beta \in \mathscr{C},
$$

there is $\alpha$ with $A[\alpha]=A[\beta]$ which is not $A$-equivalent to $\beta$,
is a union of finitely many A-equivalence classes.
Remark In the case $A=O_{S}$, our method of proof does not allow to estimate the number of $O_{S}$-equivalence classes.

Proof Denote the set of $\beta$ with the properties specified in Lemma 9.5 .6 by $\mathscr{B}$. We assume that $\mathscr{B}$ is not contained in a union of finitely many $A$-equivalence classes and derive a contradiction.
Pick $\beta \in \mathscr{B}$ and consider those $\alpha$ such that $A[\alpha]=A[\beta]$ and $\alpha$ is not $A$ equivalent to $\beta$. 9.5.5, 9.5.6 imply that for $i, j=1, \ldots, n$ the pair

$$
\begin{equation*}
\left(\frac{\alpha^{(i)}-\alpha^{(1)}}{\alpha^{(2)}-\alpha^{(1)}}, \frac{\alpha^{(2)}-\alpha^{(i)}}{\alpha^{(2)}-\alpha^{(1)}}\right) \tag{9.5.22}
\end{equation*}
$$

is a solution to

$$
x+y=1 \quad \text { in }(x, y) \in \Gamma,
$$

where $\Gamma$ is the multiplicative group generated by $A_{G}^{*} \times A_{G}^{*}$ and the pairs

$$
\left(\frac{\beta^{(i)}-\beta^{(1)}}{\beta^{(2)}-\beta^{(1)}}, \frac{\beta^{(2)}-\beta^{(i)}}{\beta^{(2)}-\beta^{(1)}}\right) \quad(i=3, \ldots, n) .
$$

By Lemma 9.4.1, (i), the group $\Gamma$ depends only on the given $K$-equivalence class $\mathscr{C}$ and is otherwise independent of $\beta$. By Theorem4.3.3 the pairs 9.5.22, $(i=3, \ldots, n)$ belong to a finite set depending on $\mathscr{C}$. Therefore, the tuple $\tau(\alpha)$ belongs to a finite set depending on $\mathscr{C}$. In view of Lemma 9.4.1.(i), this means that $\alpha$ belongs to a union of finitely many $K$-equivalence classes which depends on $\mathscr{C}$ but is otherwise independent of $\beta$. Now by Dirichlet's box principle and our assumption on the set $\mathscr{B}$ we started with, there is a $K$-equivalence class $\mathscr{C}^{\prime}$ with the following property: the set of $\beta$ such that

$$
\left.\begin{array}{l}
\beta \in A_{\Omega}, K[\beta]=\Omega \beta \in \mathscr{C},  \tag{9.5.23}\\
\text { there is } \alpha \in \mathscr{C}^{\prime} \text { such that } A[\alpha]=A[\beta] \\
\text { and } \alpha \text { is not } A \text {-equivalent to } \beta
\end{array}\right\}
$$

cannot be contained in a union of finitely many $A$-equivalence classes.
Fix $\beta_{0}$ with 9.5.23) and then fix $\alpha_{0}$ such that $A\left[\alpha_{0}\right]=A\left[\beta_{0}\right], \alpha_{0} \in \mathscr{C}^{\prime}$ and $\alpha_{0}$ is not $A$-equivalent to $\beta_{0}$.

Let $\beta$ be an arbitrary number with 9.5 .23 . Choose $\alpha$ such that $A[\alpha]=A[\beta]$, $\alpha \in \mathscr{C}^{\prime}$ and $\alpha$ is not $A$-equivalent to $\beta$. Then there are $u, u^{\prime} \in K^{*}, a, a^{\prime} \in K$ with

$$
\begin{equation*}
\beta=u \beta_{0}+a, \alpha=u^{\prime} \alpha_{0}+a^{\prime} . \tag{9.5.24}
\end{equation*}
$$

For these $u, u^{\prime}$ we have

$$
D_{\Omega / K}(\beta)=u^{n(n-1)} D_{\Omega / K}\left(\beta_{0}\right), \quad D_{\Omega / K}(\alpha)=u^{\prime n(n-1)} D_{\Omega / K}\left(\alpha_{0}\right) .
$$

On the other hand, our assumptions $A\left[\alpha_{0}\right]=A\left[\beta_{0}\right], A[\alpha]=A[\beta]$ and Proposition 5.3.1 imply

$$
D_{\Omega / K}(\beta) / D_{\Omega / K}(\alpha) \in A^{*}, D_{\Omega / K}\left(\beta_{0}\right) / D_{\Omega / K}\left(\alpha_{0}\right) \in A^{*} .
$$

Using that $A$ is integrally closed, it follows that

$$
\begin{equation*}
u^{\prime} / u \in A^{*} . \tag{9.5.25}
\end{equation*}
$$

Since $K\left[\beta_{0}\right]=\Omega$ and $\alpha_{0} \in A\left[\beta_{0}\right]$ there is a unique polynomial $f_{0} \in K[X]$ of degree $<n$, which in fact belongs to $A[X]$, such that $\alpha_{0}=f_{0}\left(\beta_{0}\right)$. Likewise, there is a unique polynomial $f \in K[X]$ of degree $<n$ which in fact belongs to $A[X]$, such that $\alpha=f(\beta)$. Inserting (9.5.24), it follows that $f(X)=$ $u^{\prime} f_{0}((X-a) / u)+a^{\prime}$. Suppose that $f_{0}(X)=\sum_{j=0}^{m} a_{j} X^{j}$ with $m<n$ and $a_{m} \neq 0$. Then $f$ has leading coefficient $a_{m} u^{\prime} u^{-m}$ which belongs to $A$. Together with 9.5 .25 this implies

$$
\begin{equation*}
u^{1-m} a_{m} \in A . \tag{9.5.26}
\end{equation*}
$$

Further, $u^{n(n-1)} D_{\Omega / K}\left(\beta_{0}\right)=D_{\Omega / K}(\beta)$, hence

$$
\begin{equation*}
u^{n(n-1)} D_{\Omega / K}\left(\beta_{0}\right) \in A . \tag{9.5.27}
\end{equation*}
$$

We distinguish between the cases $m>1$ and $m=1$. First let $m>1$. We have shown that every $\beta$ with 9.5 .23 b can be expressed as $\beta=u \beta_{0}+a$ with $u \in K^{*}$, $a \in K$ and moreover, $u$ satisfies 9.5.26, 9.5.27. We now employ Proposition 9.5.3 that $A$ is a Krull domain. Let $\mathscr{P}(A)$ the collection of minimal non-zero prime ideals of $A$ and $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{p} \in \mathscr{P}(A))$ the corresponding discrete valuations. Then for every $\mathfrak{p} \in \mathscr{P}(A)$,

$$
\begin{equation*}
-\frac{\operatorname{ord}_{\mathfrak{p}}\left(D_{\Omega / K}\left(\beta_{0}\right)\right)}{n(n-1)} \leq \operatorname{ord}_{\mathfrak{p}}(u) \leq \frac{\operatorname{ord}_{\mathfrak{p}}\left(a_{m}\right)}{m-1} . \tag{9.5.28}
\end{equation*}
$$

For all but finitely many $\mathfrak{p} \in \mathscr{P}(A)$ we have $\operatorname{ord}_{\mathfrak{p}}\left(D_{\Omega / K}\left(\beta_{0}\right)\right)=\operatorname{ord}_{\mathfrak{p}}\left(a_{m}\right)=0$ and for these $\mathfrak{p}$ we have also $\operatorname{ord}_{\mathfrak{p}}(u)=0$. For each of the remaining $\mathfrak{p}$, there are only finitely many possibilities for $\operatorname{ord}_{\mathfrak{p}}(u)$. By 9.5.1, we have for any two numbers $a, b \in K^{*}$ that $a / b \in A^{*}$ if and only if $\operatorname{ord}_{p}(a)=\operatorname{ord}_{p}(b)$ for every $\mathfrak{p} \in \mathscr{P}(A)$. This shows that the set of those $u$ corresponding to some $\beta$ with
9.5.23 is contained in finitely many $A^{*}$-cosets, that is in sets of the shape $u_{0} A^{*}=\left\{u_{0} \varepsilon: \varepsilon \in A^{*}\right\}$. Thus, the set of $\beta$ with 9.5 .23 ) can be divided into finitely many classes, depending on the $A^{*}$-coset to which $u$ belongs. Now if $\beta_{1}, \beta_{2}$ with 9.5.23 belong to the same class, we have $\beta_{2}=\varepsilon \beta_{1}+b$ with $\varepsilon \in A^{*}$ and $b \in K$. But $b=\beta_{2}-\varepsilon \beta_{1}$ is integral over $A$, hence belongs to $A$ since $A$ is integrally closed. So two elements with 9.5 .23 belonging to the same class are $A$-equivalent. But then, the set of $\beta$ with 9.5 .23 is contained in a union of finitely many $A$-equivalence classes, which is against our assumption.

Now assume that $m=1$. Then

$$
\alpha_{0}=a_{1} \beta_{0}+a_{0} \quad \text { with } a_{1} \in A \backslash\{0\}, a_{0} \in A
$$

Since

$$
D_{\Omega / K}\left(\alpha_{0}\right)=a_{1}^{n(n-1)} D_{\Omega / K}\left(\beta_{0}\right), \quad D_{\Omega / K}\left(\alpha_{0}\right) / D_{\Omega / K}\left(\beta_{0}\right) \in A^{*}
$$

we have $a_{1}^{n(n-1)} \in A^{*}$, and then $a_{1} \in A^{*}$ since $A$ is integrally closed. Hence $\alpha_{0}$, $\beta_{0}$ are $A$-equivalent, which is against our choice of $\alpha_{0}, \beta_{0}$. We arrive again at a contradiction.

Consequently, our initial assumption that the set $\mathscr{B}$ cannot be contained in finitely many $A$-equivalence classes leads to a contradiction. This proves Lemma 9.5.6.

Now our proof of part (i) of Theorem 9.5.1 is complete.

### 9.6 Notes

- Let $A$ be an integrally closed, finitely generated domain over $\mathbb{Z}$ with quotient field $K$ of characteristic 0 and $\Omega$ a finite étale $K$-algebra with $[\Omega: K] \geq 3$. In Theorem 9.5 .1 (ii) we constructed, under certain hypotheses on $\Omega$, an infinite class of two times monogenic orders of $\Omega$. These orders are all rather special, namely of the type $A[\varepsilon]$ where $\varepsilon \in A_{\Omega}^{*}$. We believe that in general, if $\Omega$ is a given finite étale $K$-algebra of degree $\geq 3$ then the collection of two times monogenic orders of $\Omega$ consists of finitely many infinite classes of "orders of a special type" and at most finitely many other orders. It is still open to make this precise for arbitrary étale algebras $\Omega$. Below, we state without proof a recent result of this type from [Bérczes, Evertse and Győry (2013)] which is valid in the special case that $\Omega=L$ is a finite extension field of $K$ of degree $\geq 3$ and the Galois group of the normal closure of $L$ over $K$ satisfies certain conditions.
Let $L$ be an extension field of $K$ of degree at least 3. An $A$-order $\mathfrak{D}$ of $L$ is called of type I if there are $\alpha, \beta \in \mathcal{D}$ and $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{GL}(2, K)$ with $c \neq 0$ such that

$$
L=K(\alpha), \quad \mathfrak{D}=A[\alpha]=A[\beta], \quad \beta=\frac{a \alpha+b}{c \alpha+d} .
$$

Notice that $\beta$ is not $A$-equivalent to $\alpha$, since $c \neq 0$ and $L$ has degree at least 3 over $K$.
$A$-orders $\mathfrak{D}$ of type II exist only if $[L: K]=4$. An $A$-order $\mathfrak{D}$ of such a field $L$ is
called of type II if there are $\alpha, \beta \in \mathfrak{D}$ and $a_{0}, a_{1}, a_{2}, b_{0}, b_{1}, b_{2} \in A$ with $a_{0} b_{0} \neq 0$ such that

$$
L=K(\alpha), \quad \mathfrak{D}=A[\alpha]=A[\beta], \quad \beta=a_{0} \alpha^{2}+a_{1} \alpha+a_{2}, \quad \alpha=b_{0} \beta^{2}+b_{1} \beta+b_{2} .
$$

Clearly, $\alpha, \beta$ are not $A$-equivalent.
Denote by $G$ the normal closure of $L$ over $K$. We call $L m$ times transitive over $K$ (where $m \leq n=[L: K]$ ) if for any two ordered $m$-tuples of distinct indices $\left(i_{1}, \ldots, i_{m}\right)$, $\left(j_{1}, \ldots, j_{m}\right)$ from $\{1, \ldots, n\}$, there is $\sigma \in \operatorname{Gal}(G / K)$ such that

$$
\sigma\left(\theta^{\left(i_{1}\right)}\right)=\theta^{\left(j_{1}\right)}, \ldots, \sigma\left(\theta^{\left(i_{m}\right)}\right)=\theta^{\left(j_{m}\right)} .
$$

We denote by $S_{n}$ the permutation group on $n$ elements.
Theorem 9.6.1 (i) Let $L$ be an extension field of $K$ of degree 3. Then every two times monogenic $A$-order of $L$ is of type $I$.
(ii) Let $L$ be an extension of $K$ of degree 4 of which the normal closure over $K$ has Galois group $S_{4}$ over K. Then there are at most finitely many two times monogenic $A$ orders of $L$ that are not of type I or of type II.
(iii) Let $L$ be a four times transitive finite extension field of $K$ of degree at least 5 . Then there at most finitely many two times monogenic $A$-orders of $L$ that are not of type $I$.

Proof See [Bérczes, Evertse and Győry (2013), Thm. 3.2]. The proof uses Theorem 4.3.6 in a qualitative form.

In [Bérczes, Evertse and Győry (2013]) it is shown that if $K=\mathbb{Q}, A=\mathbb{Z}$ and $L$ is not a totally complex quadratic extension of a totally real number field then there are infinitely many $\mathbb{Z}$-orders of type I in $L$. Further, in that paper it is shown that there are infinitely many quartic number fields $L$ with the property that $L$ has infinitely many Z-orders of type II.

- Bell and Hare [Bell and Hare $(2009,2012)]$ considered the equation $\mathbb{Z}\left[\alpha^{n}\right]=\mathbb{Z}\left[\beta^{n}\right]$ to be solved in positive integers $n$ where $\alpha, \beta$ are fixed algebraic integers, and formulated sufficient conditions on $\alpha, \beta$ such that this equation has only finitely many solutions. Their result was substantially generalized by Nguyen [Nguyen (2015)]. We formulate Nguyen's main result.
Let $A$ be an integrally closed integral domain of characteristic 0 that is finitely generated over $\mathbb{Z}$. Denote by $K$ the quotient field of $A$. Fix $\alpha, \beta \in \bar{K}$ that are integral over $A$. Consider the equation

$$
A\left[\alpha^{m}\right]=A\left[\beta^{n}\right] \text { in } m, n \in \mathbb{Z}_{>0} .
$$

Assume that $\alpha, \beta$ satisfy the following conditions:

> - the is no positive integer $n$ such that $\alpha^{n} \in A$ or $\beta^{n} \in A ;$
> - there are no positive integers $m, n$ such that $\alpha^{m} \beta^{-n} \in A^{*} ;$
> - in case that $\alpha \in A[\alpha]^{*}$ and $\beta \in A[\beta]^{*}$, there are no positive integers $m, n$ such that $\alpha^{m} \beta^{n} \in A^{*} ;$
> - there are no positive integers $m, n$ such that $\left[K\left[\beta^{n}\right]: K\right]=2$ and $\alpha^{m} \sigma\left(\beta^{-n}\right) \in A^{*}$, where $\sigma$ is the non-trivial $K$-automorphism of $K\left[\beta^{n}\right]$.

Theorem 9.6.2 Equation 9.6.1 has only finitely many solutions if and only if the above conditions hold. Moreover, in that case the number of solutions can be bounded
above by an effectively computable number depending only on $[K(\alpha): K],[K(\beta): K]$, the number of roots of unity in $K$, and the ranks of the unit groups of the domains $A[\sigma(\alpha), \sigma(\beta), \tau(\alpha), \tau(\beta)]$ for each pair of $K$-isomorphisms $\sigma, \tau: K(\alpha, \beta) \hookrightarrow \bar{K}$.

Proof See [Nguyen (2015), Thm. 1.4]. The proof uses Corollary 4.3.4 and Theorem 4.3.6

- Bell and Nguyen [Bell and Nguyen (2015)] considered monogenic orders over integral domains of characteristic $p>0$. We state special cases of some of their results. For a prime power $q=p^{m}$ let $A=\mathbb{F}_{q}[t]$ be the polynomial ring in the variable $t$ over $\mathbb{F}_{q}$ and $K=\mathbb{F}_{q}(t)$. Further let $\gamma \in \bar{K}$ be integral over $A$ and separable over $K$ and define $\mathfrak{O}:=A[\gamma]$. Lastly, let $n:=[K(\gamma): K], D:=D_{K(\gamma) / K}(\gamma)$.

Theorem 9.6.3 There is a finite set $\mathscr{S}$ of cardinality at most

$$
q^{n^{6}}+\left(\exp \left(18^{10}\right) \cdot m \cdot p^{3}\right)^{n^{4}}
$$

with the following property. For every $\alpha$ with $A[\alpha]=\mathfrak{D}$, there are $\alpha_{0} \in \mathscr{S}, r \in \mathbb{Z}_{\geq 0}$, $a, b \in K$ such that

$$
\alpha=a \alpha_{0}^{p^{r}}+b, \quad a^{n(n-1)} D^{p^{r}-1} \in \mathbb{F}_{q}^{*} .
$$

Proof See [Bell and Nguyen (2015), Thm. 1.2]. In their proof they use a quantitative result, also proved by themselves, for unit equations in two unknowns in characteristic $p$. For a similar result for unit equations, see [Voloch (1998)].

Further, Bell and Nguyen proved an analogue in characteristic $p$ of Theorem 9.6.2 Their actual result is more general, but for simplicity we keep the above notation.

Theorem 9.6.4 Let $\alpha, \beta$ be separable over $K$ and integral over $A$ and suppose that they satify 9.6.2. Then the set of solutions of 9.6.1 is contained in finitely many sets of the shape

$$
\left\{\left(a_{1} p^{r i}+a_{2} p^{r j}, a_{3} p^{r i}+a_{4} p^{r j}\right): i, j \in \mathbb{Z}_{\geq 0}\right\}
$$

where $a_{1}, a_{2}, a_{3}, a_{4}$ are fixed elements of $\mathbb{Q}$ and $r$ is a fixed positive integer.
Proof See [Bell and Nguyen (2015), Thm. 1.10]. The proof uses a result on unit equations in several variables in characteristic $p$ from [Derksen and Masser (2012)]. As yet, no quantitative version of this result has been derived.

## 10

## Effective results over finitely generated domains

In Chapter 8 we proved effective finiteness results for discriminant equations over the ring $O_{S}$ of $S$-integers of an algebraic number field. In this chapter, we consider discriminant equations of a more restrictive type, and prove effective finiteness results for those over arbitrary integral domains that are finitely generated over $\mathbb{Z}$.

More precisely, let $A$ be an effectively given integral domain which is finitely generated over $\mathbb{Z}$ and denote by $K$ its quotient field. We assume that $A$ is integrally closed; this can be checked effectively using Theorem 10.7.17 We consider equations

$$
\begin{equation*}
D(f)=\delta \tag{10.1}
\end{equation*}
$$

to be solved in monic polynomials $f \in A[X]$ of given degree $n \geq 2$ having their zeros in a given finite extension field $G$ of $K$, and

$$
\begin{equation*}
D_{\Omega / K}(\alpha)=\delta \text { in } \alpha \in \mathfrak{O} \tag{10.2}
\end{equation*}
$$

where $\Omega$ is a finite étale $K$-algebra, $\mathfrak{D}$ is an $A$-order of $\Omega$ and $\delta$ is a non-zero element of $A$. Recall that two monic polynomials $f_{1}, f_{2} \in A[X]$ are called strongly A-equivalent if $f_{2}(X)=f_{1}(X+a)$ for some $a \in A$. Similarly, two elements $\alpha_{1}, \alpha_{2} \in \mathfrak{D}$ are called strongly $A$-equivalent if $\alpha_{2}=\alpha_{1}+a$ for some $a \in A$. Then for both equations the solutions can be divided into strong $A$-equivalence classes. By Theorems 5.4.1 (i), 5.4.4 (i) there are only finitely many such classes. In the present chapter we prove that in a well-defined sense, a full system of representatives for these classes can be determined effectively. Our results extend those of [Győry (1984)], where similar effective results were proved for a restricted class of finitely generated domains. Here, the only restriction on the underlying domain $A$ is that it be integrally closed.

According to Theorems 5.4.1(ii), 5.4.4(ii), the solutions to the equations

$$
\begin{equation*}
D(f) \in \delta A^{*} \text { in monic } f \in A[X] \tag{10.1’}
\end{equation*}
$$

with $f$ having its zeros in a finite extension $G$ of $K$ and

$$
D_{\Omega / K}(\alpha) \in \delta A^{*} \text { in } \alpha \in \mathfrak{D}
$$

lie in finitely many $A$-equivalence classes. Effective versions of these finiteness results were proved in Chapter 8 in the case that $A=O_{S}$ is the ring of $S$ integers in a number field. It is as yet an open problem to prove such effective finiteness results for arbitrary finitely generated integral domains $A$. The main obstacle is to determine effectively a set of generators for the unit group $A^{*}$ of $A$, for which at present to our knowledge no general method is known.

On the other hand, we give effective finiteness results for (10 $1^{7}$, , $10\left[2^{\prime}\right)$ in the case that $A=O_{S}\left[X_{1}, \ldots, X_{q}, 1 / P\right]$ where $O_{S}\left[X_{1}, \ldots, X_{q}\right]$ is the polynomial ring in $q$ variables over the ring of $S$-integers $O_{S}$ of an algebraic number field and where $P \in O_{S}\left[X_{1}, \ldots, X_{q}\right]$.

In Section 10.1 we state our results. In Section 10.2 we state and prove a Proposition which is at the heart of our proofs. The main tool in the proof of that Proposition is Theorem 4.2.1 on unit equations over finitely generated integral domains. In the remaining sections we deduce our theorems. In a supplement, Section 10.7 below, we have collected some material on effective computations in finitely generated domains over $\mathbb{Z}$. This will be used very heavily.

### 10.1 Statements of the results

We start with the necessary definitions.
Let $A$ be an integral domain which is finitely generated over $\mathbb{Z}$ and $K$ its quotient field. Suppose $A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$. Denote by $I$ the ideal of polynomials $P \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ with $P\left(z_{1}, \ldots, z_{r}\right)=0$. Thus, $A$ is isomorphic to $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right] / I$ and $z_{i}$ corresponds to the residue class of $X_{i} \bmod I$. Following Section 10.7, we say that $A$ is given effectively if a finite set of generators for the ideal $I$ is given. Such a set of generators is called an ideal representation for $A$. We say that an element $y$ of $K$ is given/can be determined effectively if polynomials $P, Q \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ are given/ can be computed such that $y=P\left(z_{1}, \ldots, z_{r}\right) / Q\left(z_{1}, \ldots, z_{r}\right)$. By saying that a polynomial with coefficients in $K$ is given (can be determined) effectively we mean that its coefficients are given (can be determined) effectively.

A finite étale $K$-algebra $\Omega$ (so in particular a finite field extension of $K$ ) is given effectively, if a monic, separable polynomial $P \in K[X]$ is given effectively such that $\Omega \cong K[X] /(P)$. Using Theorem 10.7 .5 it can be decided effectively whether $P$ is irreducible, and thus, whether $\Omega$ is a field. Further, that theorem allows us to factor $P$ into irreducible factors, and thus, to write $\Omega$
as a direct product of fields. Elements of $\Omega$ can be expressed uniquely in the form $\sum_{i=0}^{n-1} a_{i} \theta^{i}$ with $a_{0}, \ldots, a_{n-1} \in K$, where $n=\operatorname{deg} P=[\Omega: K]$ and $\theta$ is the residue class of $X$ modulo $P$. We say that an element of $\Omega$ is given/can be determined effectively if $a_{0}, \ldots, a_{n-1}$ are given/can be determined effectively.
Recall that an $A$-order of $\Omega$ is an $A$-subalgebra of the integral closure of $A$ in $\Omega$, which spans $\Omega$ as a $K$-vector space. By a result from [Nagata (1956)], see Theorem 5.1.2, the integral closure of $A$ in $\Omega$ is finitely generated as an $A$-module. Since the integral domain $A$ is Noetherian, any $A$-order of $\Omega$ is finitely generated as an $A$-module as well. We say that an $A$-order $\mathfrak{D}$ of $\Omega$ is given effectively if a finite set of generators $\left\{\omega_{1}=1, \omega_{2}, \ldots, \omega_{m}\right\}$ of $\mathfrak{D}$ is given effectively. Further, we say that an element $\alpha$ of $\mathfrak{D}$ is given (can be determined) effectively, if $a_{1}, \ldots, a_{m} \in A$ are given (can be determined) effectively such that $\alpha=\sum_{i=1}^{m} a_{i} \omega_{i}$. In Section 10.5 we explain how to verify that $\omega_{1}, \ldots, \omega_{m}$ do indeed generate an $A$-order of $\Omega$.

### 10.1.1 Results for general domains

In what follows, $A$ is an integral domain finitely generated over $\mathbb{Z}, K$ its quotient field and $G$ a finite extension of $K$. We assume that $A$ is intgegrally closed. Further, $\delta$ is a non-zero element of $A$ and $n$ an integer with $n \geq 2$. Consider the equation

$$
\begin{align*}
D(f)=\delta & \text { in monic } f \in A[X] \text { with } \operatorname{deg} f=n,  \tag{10.1.1}\\
& \text { having all its zeros in } G .
\end{align*}
$$

Recall that two polynomials $f_{1}, f_{2} \in A[X]$ are called strongly A-equivalent if $f_{2}(X)=f_{1}(X+a)$ for some $a \in A$. If $f$ is a solution to 10.1.1) then so is every polynomial strongly $A$-equivalent to $f$.
Theorem 5.4.1 (i) implies that the polynomials with 10.1.1) lie in only finitely many strong $A$-equivalence classes. Our first result is an effective version of this result.

Theorem 10.1.1 Given effectively an integrally closed integral domain $A$ which is finitely generated over $\mathbb{Z}$, a finite extension $G$ of the quotient field of $A$, a non-zero $\delta \in A$, and $n \geq 2$, we can effectively determine a full system of representatives for the finitely many strong $A$-equivalence classes of monic polynomials $f \in A[X]$ with 10.1.1.

By Lemma 10.7.12 and Theorem 10.7.17, it can be checked effectively from an ideal representation of the domain $A$ whether it is indeed an integral domain of characteristic 0 and whether it is integrally closed.

In Theorem 10.1.1 and Theorem 10.1.3 below, the condition that the domain

A be integrally closed can be relaxed; see [Evertse and Győry (2016)] and the Notes at the end of this chapter. We note, however, theat these theorems become false if we do not impose any condition on the domain $A$.
In the next theorem, the condition that the domain $A$ be integrally closed is not necessary.

Theorem 10.1.2 Given effectively an integral domain A that is finitely generated over $\mathbb{Z}$, a non-zero element $\delta$ of $A$ and a positive integer $d$, we can effectively compute a finite number $C=C(A, \delta, d)$ with the following property: If $f \in A[X]$ is any monic polynomial such that
$\left.\begin{array}{l}D(f) \in \delta A^{*}, \\ f \text { splits into linear factors over an extension of degree d } \\ \text { of the quotient field of } A,\end{array}\right\}$
then $\operatorname{deg} f \leq C$.
We mention that Theorem5.4.1 implies already, in ineffective form, the existence of such a bound $C$.

As we already mentioned in the introduction, as yet we are not able to prove an effective version of Theorem 5.4.1 (ii) for the equation

$$
D(f) \in \delta A^{*}
$$

in monic polynomials $f \in A[X]$ of degree $n$ having all their zeros in a prescribed finite extension $G$ of $K$. In the next section we will prove an effective result for this equation for a special class of integral domains $A$.

We now turn to elements of orders of finite étale algebras. Let again $A$ be an integrally closed integral domain finitely generated over $\mathbb{Z}$ and $K$ its quotient field. Further, let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=: n \geq 2$, let $\mathfrak{D}$ be an $A$-order of $\Omega$, and let $\delta$ be a non-zero element of $A$. We consider the equation

$$
\begin{equation*}
D_{\Omega / K}(\alpha)=\delta \text { in } \alpha \in \mathfrak{D} \tag{10.1.3}
\end{equation*}
$$

The solutions of 10.1 .3 can be divided into strong $A$-equivalence classes, where two elements $\alpha_{1}, \alpha_{2}$ of $\mathfrak{D}$ are called strongly $A$-equivalent if $\alpha_{1}-\alpha_{2} \in A$.

Theorem 10.1.3 Given effectively an integrally closed integral domain A that is finitely generated over $\mathbb{Z}$, a finite étale algebra $\Omega$ over the quotient field of A, an $A$-order $\mathfrak{D}$ of $\Omega$ and non-zero $\delta \in A$, we can effectively determine a full system of representatives for the finitely many strong $A$-equivalence classes of $\alpha \in \mathfrak{D}$ with 10.1.3.

Denote by $A_{\Omega}$ the integral closure of $A$ in $\Omega$. From the above theorem we deduce the following effective version of Theorem 5.4 .4 (i).

Corollary 10.1.4 For effectively given $A, \Omega, \delta$ as in Theorem 10.1.3 one can effectively determine a full system of representatives for the strong $A$-equivalence classes of the solutions of

$$
D_{\Omega / K}(\alpha)=\delta \text { in } \alpha \in A_{\Omega} .
$$

We already mentioned in the introduction that at present for general integral domains $A$ we cannot prove an effective version of Theorem 5.4 .4 dealing with equations of the type

$$
D_{\Omega / K}(\alpha) \in \delta A^{*}
$$

in $\alpha$ in an $A$-order $\mathfrak{D}$ of $\Omega$ or in $A_{\Omega}$. Neither can we effectively determine the solutions $\alpha$ to

$$
A[\alpha]=\mathfrak{D} .
$$

In the next subsection we formulate effective finiteness theorems for these equations for a special class of domains.

### 10.1.2 A special class of integral domains

We state effective finiteness theorems for the equations $D(f) \in \delta A^{*}$ in monic polynomials $f \in A[X], D_{\Omega / K}(\alpha) \in \delta A^{*}$ and $A[\alpha]=\mathfrak{D}$ for elements in an $A$-order $\mathfrak{D}$ for domains $A$ of the shape

$$
\begin{equation*}
A=O_{S}\left[X_{1}, \ldots, X_{q}, 1 / P\right] \tag{10.1.4}
\end{equation*}
$$

where $O_{S}$ is the ring of $S$-integers in an algebraic number field $L$ and $P \in$ $O_{S}\left[X_{1}, \ldots, X_{q}\right]$. Note that the quotient field of $A$ is $K:=L\left(X_{1}, \ldots, X_{q}\right)$.
For definitions of what it means for $L, S$ to be effectively given we refer to Section 3.7. In particular this means that $L$ is contained in an effectively given algebraic closure $\overline{\mathbb{Q}}$ of $\mathbb{Q}$. Finite extensions of $K$ and finite étale $K$-algebras are given effectively in the form $K[\theta]$, where $\theta$ is a zero of a monic, separable polynomial $Q \in K[X]$ (and with $Q$ irreducible in the case of a finite extension), and where the coefficients of $Q$ are given as quotients of polynomials from $O_{S}\left[X_{1}, \ldots, X_{q}\right]$. $A$-orders of a finite étale $K$-algebra are given effectively by giving a finite set of $A$-module generators.

We say that an integral domain of the type (10.1.4) is given effectively if $L, S, q$ and $P$ are given effectively. Using the results mentioned in Section 10.7, one can show that in that case one can compute $r$ and $P_{1}, \ldots, P_{s} \in$
$\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ such that $A \cong \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right] /\left(P_{1}, \ldots, P_{s}\right)$, i.e., $A$ is also effectively given in the sense of Subsection 10.1.1 Likewise, elements of $A$ and $K$ can be effectively described in the sense of Subsection 10.1.1. We do not work this out.

We first consider the equation

$$
\begin{align*}
D(f) \in \delta A^{*} & \text { in monic } f \in A[X] \text { with } \operatorname{deg} f=n,  \tag{10.1.5}\\
& \text { having all its zeros in } G,
\end{align*}
$$

where $G$ is a finite extension of $K$. The solutions of (10.1.5) can be partitioned into $A$-equivalence classes, where in the usual sense two polynomials $f_{1}, f_{2} \in$ $A[X]$ are called $A$-equivalent if $f_{2}(X)=\varepsilon^{-\operatorname{deg} f_{1}} F_{1}(\varepsilon X+a)$ for some $\varepsilon \in A^{*}$, $a \in A$. We prove the following effective version of Theorem5.4.1 (ii) for the special class of domains under consideration.

Theorem 10.1.5 Given effectively an integral domain A of the type 10.1.4, a finite extension $G$ of the quotient field of $A$ and a non-zero $\delta \in A$, we can determine effectively a full system of representatives for the finitely many $A$ equivalence classes of monic polynomials $f \in A[X]$ with 10.1.5.

We next consider

$$
\begin{equation*}
D_{\Omega / K}(\alpha) \in \delta A^{*} \text { in } \alpha \in \mathfrak{D} \tag{10.1.6}
\end{equation*}
$$

where $\mathfrak{D}$ is an $A$-order of $\Omega$. Recall that two solutions $\alpha_{1}, \alpha_{2}$ are called $A$ equivalent if $\alpha_{2}=\varepsilon \alpha_{1}+a$ for some $\varepsilon \in A^{*}, a \in A$. We prove the following effective version of Theorem5.4.4 (ii) for our special class of domains under consideration.

Theorem 10.1.6 Given effectively an integral domain $A$ of the type 10.1.4, a finite étale algebra $\Omega$ over the quotient field of $A$, an $A$-order $\mathfrak{D}$ of $\Omega$ and a non-zero $\delta \in A$, we can effectively determine a full system of representatives for the finitely many $A$-equivalence classes of $\alpha \in \mathfrak{D}$ with 10.1.6.

As a consequence, we have the following.
Corollary 10.1.7 Given effectively $A, \Omega, \delta$ as in Theorem 10.1.6, we can effectively determine a full system of representatives for the finitely many $A$ equivalence classes of $\alpha \in A_{\Omega}$ with

$$
D_{\Omega / K}(\alpha) \in \delta A^{*}
$$

Finally, we have the following effective version of Theorem 5.4.8.
Theorem 10.1.8 Given effectively $A, \Omega, \mathfrak{D}$ as in Theorem 10.1.6, we can
effectively determine a full system of representatives for the finitely many Aequivalence classes of $\alpha \in \mathfrak{D}$ with

$$
A[\alpha]=\mathfrak{D} .
$$

### 10.2 The main proposition

We state and prove a central proposition from which our other theorems are deduced. Its proof is based on Theorem 4.2.1 on unit equations over finitely generated integral domains. We keep the notation from Section 10.1 .

Proposition 10.2.1 For any integral domain A finitely generated over $\mathbb{Z}$, finite extension $G$ of the quotient field of $A$, non-zero $\delta \in A$, and any integer $n \geq 2$, all effectively given, one can determine effectively a finite subset $\mathscr{F}=\mathscr{F}_{A, G, n, \delta}$ of $G$ with the following property: if $f$ is any monic polynomial from $A[X]$ of degree $n$ and discriminant $\delta$ having all its zeros, say $\alpha_{1}, \ldots, \alpha_{n}$, in $G$, then

$$
\begin{equation*}
\alpha_{i}-\alpha_{j} \in \mathscr{F} \text { for } i, j \in\{1, \ldots, n\}, i \neq j \tag{10.2.1}
\end{equation*}
$$

Proof We use an argument from the proof of Theorem 5.4.1
Let $B$ be the integral closure of $A\left[\delta^{-1}\right]$ in $G$. We can compute a finite set of $A\left[\delta^{-1}\right]$-generators for $B$ using Corollary 10.7.18, and then an ideal representation for $B$ using Theorem 10.7.16 Thus, $B$ is effectively given, and depends only on $A, G, \delta$. For the moment, we assume that $n \geq 3$. By (5.4.5) we have

$$
\alpha_{i}-\alpha_{j} \in B^{*} \text { for } i, j=1, \ldots, n \text { with } i \neq j .
$$

Hence the pairs

$$
\left(\frac{\alpha_{i}-\alpha_{1}}{\alpha_{2}-\alpha_{1}}, \frac{\alpha_{2}-\alpha_{i}}{\alpha_{2}-\alpha_{1}}\right) \quad(i=3, \ldots, n)
$$

are solutions to

$$
x+y=1 \text { in } x, y \in B^{*} .
$$

By Theorem 4.2.1 there is an effectively computable finte set $\mathscr{T}$, depending only on $B$, hence only on $A, G, \delta$, such that $x, y \in \mathscr{T}$ for all solutions to this equation. Hence

$$
\frac{\alpha_{i}-\alpha_{1}}{\alpha_{2}-\alpha_{1}}=: \gamma_{i} \text { for } i=1, \ldots, n,
$$

where $\gamma_{1}=0, \gamma_{2}=1$ and $\gamma_{i} \in \mathscr{T}$ for $i=3, \ldots, n$. Using the identity $D(f)=$ $\prod_{1 \leq k<l \leq n}\left(\alpha_{k}-\alpha_{l}\right)^{2}=\delta$ we obtain

$$
\left(\alpha_{i}-\alpha_{j}\right)^{n(n-1)}=\delta\left(\prod_{1 \leq k<l \leq n} \frac{\gamma_{i}-\gamma_{j}}{\gamma_{k}-\gamma_{l}}\right)^{2}
$$

for all $i, j$ with $1 \leq i, j \leq n, i \neq j$. We proved this for $n>2$, but it is obviously true as well for $n=2$. By letting $\left(\gamma_{3}, \ldots, \gamma_{n}\right)$ run through all ordered tuples of distinct elements from $\mathscr{T}$, the numbers occurring on the right-hand sides of these identities run through a finite, effectively computable set $\mathscr{T}^{\prime}$, depending only on $A, \delta, G, n$. We have $\mathscr{T}^{\prime}=\{\delta\}$ for $n=2$.

By Theorem 10.7.5 we can effectively compute the zeros in $G$ of the polynomials $X^{n(n-1)}-\theta$, for all numbers $\theta \in \mathscr{T}^{\prime}$. By taking together the $n(n-1)$-th roots in $G$ of all elements of $\mathscr{T}^{\prime}$ we obtain a set $\mathscr{F}$ as in 10.2.1.

### 10.3 Rank estimates for unit groups

We use the following notation. Let $z_{1}, \ldots, z_{q}$ be algebraically independent elements, and define $A_{0}:=\mathbb{Z}\left[z_{1}, \ldots, z_{q}\right], K_{0}:=\mathbb{Q}\left(z_{1}, \ldots, z_{q}\right)$. Then $A_{0}$ is a unique factorization domain. Let $\mathscr{P}$ be a maximal set of pairwise non-associated irreducible elements of $A_{0}$. Then every non-zero element $x$ of $K_{0}$ can be expressed uniquely as

$$
x= \pm \prod_{p \in \mathscr{P}} p^{\operatorname{ord} p(x)},
$$

where the exponents $\operatorname{ord}_{p}(x)$ are integers, at most finitely many of which are non-zero. We put $\operatorname{ord}_{p}(0):=\infty$ for $p \in \mathscr{P}$. Then the functions $\operatorname{ord}_{p}(p \in \mathscr{P})$ define discrete valuations on $\mathbb{Q}\left(z_{1}, \ldots, z_{q}\right)$. We define another discrete valuation $\operatorname{ord}_{\infty}$ on $K_{0}$ by

$$
\operatorname{ord}_{\infty}(0):=\infty ; \operatorname{ord}_{\infty}\left(\frac{a}{b}\right):=\operatorname{Deg} b-\operatorname{Deg} a \text { for } a, b \in \mathbb{Z}\left[z_{1}, \ldots, z_{q}\right]
$$

where Deg denotes the total degree of a polynomial. Clearly,

$$
\begin{align*}
& A_{0}=\left\{x \in K_{0}: \operatorname{ord}_{p}(x) \geq 0 \text { for } p \in \mathscr{P}\right\},  \tag{10.3.1}\\
& \mathbb{Z}=\left\{x \in A_{0}: \operatorname{ord}_{\infty}(x) \geq 0\right\} . \tag{10.3.2}
\end{align*}
$$

We consider a more general class of rings. Let $Q \in A_{0}$ with $Q \neq 0$, and put

$$
R:=A_{0}\left[f^{-1}\right]=\mathbb{Z}\left[z_{1}, \ldots, z_{q}, Q^{-1}\right] .
$$

Further, let $p_{1}, \ldots, p_{s} \in \mathscr{P}$ be the irreducible elements of $A_{0}$ that divide $Q$. Then, as can be easily verified,

$$
R=\left\{x \in K_{0}: \operatorname{ord}_{p}(x) \geq 0 \text { for } p \in \mathscr{P} \backslash\left\{p_{1}, \ldots, p_{s}\right\}\right\},
$$

and the values $\operatorname{ord}_{p}(x)\left(p \in\left\{p_{1}, \ldots, p_{s}\right\}\right)$ can be any positive or negative integers. Thus, $R$ is a unique factorization domain with maximal set of pairwise
non-associated irreducible elements $\mathscr{P} \backslash\left\{p_{1}, \ldots, p_{s}\right\}$. Hence $R$ is integrally closed. The unit group $R^{*}$ of $R$ equals

$$
R^{*}=\left\{x \in K_{0}: \operatorname{ord}_{p}(x)=0 \text { for } p \in \mathscr{P} \backslash\left\{p_{1}, \ldots, p_{s}\right\}\right\},
$$

hence $R^{*}$ is generated by $-1, p_{1}, \ldots, p_{s}$, and rank $R^{*}=s$. Finally, by 10.3.2)

$$
\begin{equation*}
\left\{x \in R: \operatorname{ord}_{p}(x) \geq 0 \text { for } p \in\left\{\infty, p_{1}, \ldots, p_{s}\right\}\right\}=\mathbb{Z} \tag{10.3.3}
\end{equation*}
$$

After these preparations, we are ready to prove the following proposition, which gives a more precise version of a theorem of Roquette [Roquette (1957)].

Proposition 10.3.1 Given effectively an integral domain $A$ which is finitely generated over $\mathbb{Z}$ and a finite extension $G$ of the quotient field $K$ of $A$, we can effectively compute an upper bound for $\operatorname{rank} A_{G}^{*}$ which depends only on $A$ and $[G: K]$.

Remark We do not know of a general method to compute the precise value of rank $A_{G}^{*}$, let alone a system of generators for $A_{G}^{*}$.

Proof Assume $A$ is given in the form $\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$ with effectively given set of generators for the ideal of $P \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ with $P\left(z_{1}, \ldots, z_{r}\right)=0$. Using Corollary 10.7.3 we can select a maximal, algebraically independent subset of $\left\{z_{1}, \ldots, z_{r}\right\}$, which we may assume to be $\left\{z_{1}, \ldots, z_{q}\right\}$, and for $i=q+1, \ldots, r$ the monic minimal polynomial $\mathscr{F}_{i} \in K[X]$ of $z_{i}$ over $K_{0}:=\mathbb{Q}\left(z_{1}, \ldots, z_{q}\right)$, with coefficients given in terms of $z_{1}, \ldots, z_{q}$. Further, for $i=q+1, \ldots, r$ we can compute non-zero $a_{i} \in A_{0}:=\mathbb{Z}\left[z_{1}, \ldots, z_{q}\right]$, such that $a_{i} \mathscr{F}_{i} \in A_{0}[X]$. Let $Q:=a_{q+1} \cdots a_{r}$; then $z_{q+1}, \ldots, z_{r}$, and hence $A$, are integral over the ring $R:=$ $\mathbb{Z}\left[z_{1}, \ldots, z_{q}, Q^{-1}\right]$, and thus, $A_{G}$ is contained in the integral closure $R_{G}$ of $R$ in $G$. We can compute an upper bound $[G: K] \prod_{i=q+1}^{r} \operatorname{deg} \mathscr{F}_{i}$ for $\left[G: K_{0}\right]$.
Let $p_{1}, \ldots, p_{s}$ be the irreducible elements from $\mathscr{P}$ that divide $Q$. Let $v_{1}, \ldots, v_{t}$ be the discrete valuations on $G$ that lie above $\operatorname{ord}_{\infty}, \operatorname{ord}_{p_{1}}, \ldots, \operatorname{ord}_{p_{s}}$. Put $d:=$ $\left[K: \mathbb{Q}\left(z_{1}, \ldots, z_{q}\right)\right]$. Then $t \leq d(s+1)$ by Proposition 2.6.3. Denote by $L$ the algebraic closure of $\mathbb{Q}$ in $G$. Then using

$$
\mathbb{Q}\left(z_{1}, \ldots, z_{q}\right) \subset L\left(z_{1}, \ldots, z_{q}\right) \subset K
$$

we infer that $[L: \mathbb{Q}] \leq d$.
Consider the group homomorphism

$$
\varphi: A_{G}^{*} \rightarrow \mathbb{Z}^{s}: \alpha \mapsto\left(v_{1}(\alpha), \ldots, v_{s}(\alpha)\right)
$$

We show that $\operatorname{ker} \varphi \subseteq O_{L}^{*}$, where $O_{L}$ is the ring of integers of $L$. Let $\alpha \in \operatorname{ker} \varphi$. Denote by $f_{\alpha}$ the monic minimal polynomial of $\alpha$ over $K_{0}$. Since $A$ is integral over $R$ and $R$ is integrally closed, we have $f_{\alpha} \in R[X]$. Moreover, for each $a \in$
$\left\{\infty, p_{1}, \ldots, p_{s}\right\}$, the coefficients of $f_{\alpha}$ have $\operatorname{ord}_{a}$-value $\geq 0$, since $v(\alpha) \geq 0$ for all valuations $v$ of $G$ lying above $\operatorname{ord}_{a}$. Now 10.3.3 implies that the coefficients of $f_{\alpha}$ lie in $\mathbb{Z}$. This shows that $\alpha \in O_{L}$. Applying the same argument to $\alpha^{-1}$ gives $\alpha \in O_{L}^{*}$.

As a consequence, $\operatorname{rank} A_{G}^{*} \leq d(s+1)+\operatorname{rank} O_{L}^{*} \leq d(s+2)$. The latter quantity is effectively determinable in terms of $A$ and $[G: K]$.

### 10.4 Proofs of Theorems 10.1.1 and 10.1.2

We start with a lemma.
Lemma 10.4.1 For every integral domain A finitely generated over $\mathbb{Z}$ and every two monic polynomials $f_{1}, f_{2} \in A[X]$ with at least two distinct zeros, all effectively given, we can:
(i) determine effectively whether $f_{1}, f_{2}$ are strongly A-equivalent;
(ii) determine effectively whether $f_{1}, f_{2}$ are $A$-equivalent.

Proof Suppose $A$ is given in the form $A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$, and that the coefficients of $f_{1}, f_{2}$ are given as polynomials in $z_{1}, \ldots, z_{r}$ with integer coefficients. If $f_{1}, f_{2}$ have distinct degrees, they are certainly not (strongly) $A$-equivalent. So we assume that $\operatorname{deg} f_{1}=\operatorname{deg} f_{2}=n$.
Denote by $G$ the splitting field of $f_{1} \cdot f_{2}$ over the quotient field $K$ of $A$. The field $G$ can be effectively constructed by Corollary 10.7.7. Further, by Corollary 10.7.8, we can determine $y \in G$ such that $G=K(y)$, i.e., $G=$ $\mathbb{Q}\left(z_{1}, \ldots, z_{r}, y\right)$, and Corollary 10.7.6 allows us to compute a representation for G.

By Theorem 10.7.5 we can determine the factorizations of $f_{1}, f_{2}$ in $G[X]$, say

$$
f_{1}=\left(X-\alpha_{1}\right) \cdots\left(X-\alpha_{n}\right), \quad f_{2}=\left(X-\beta_{1}\right) \cdots\left(X-\beta_{n}\right),
$$

with $\alpha_{1}, \ldots, \alpha_{n}, \beta_{1}, \ldots, \beta_{n}$ given in terms of $z_{1}, \ldots, z_{r}, y$. Now $f_{1}, f_{2}$ are strongly $A$-equivalent if and only if there exist a permutation $\rho$ of $(1, \ldots, n)$ and $a \in A$ such that

$$
\beta_{i}=\alpha_{\rho(i)}+a \text { for } i=1, \ldots, n .
$$

Equivalently, this means that there is a permutation $\rho$ of $(1, \ldots, n)$ such that

$$
\begin{equation*}
\beta_{i}-\alpha_{\rho(i)}=\beta_{1}-\alpha_{\rho(1)} \text { for } i=2, \ldots, n, \beta_{1}-\alpha_{\rho(1)} \in A \tag{10.4.1}
\end{equation*}
$$

here all terms are given in terms of $z_{1}, \ldots, z_{r}, y$. By Theorem 10.7 .16 it can be
checked whether $\beta_{1}-\alpha_{\rho(1)} \in A$. Thus, the validity of 10.4 .1 ) and hence the strong $A$-equivalence of $f_{1}, f_{2}$ can be determined effectively.
The polynomials $f_{1}, f_{2}$ are $A$-equivalent if and only if there are a permutation $\rho$ of $(1, \ldots, n), a \in A$ and $\varepsilon \in A^{*}$, such that

$$
\begin{equation*}
\beta_{i}=\varepsilon \alpha_{\rho(i)}+a \text { for } i=1, \ldots, n . \tag{10.4.2}
\end{equation*}
$$

By our assumption that among $\alpha_{1}, \ldots, \alpha_{n}$ there are at least two distinct elements and among $\left(\beta_{1}, \ldots, \beta_{n}\right)$ there are at least two distinct elements, system 10.4.2 has at most one solution $(\varepsilon, a) \in G^{2}$ with $\varepsilon \neq 0$. Now using linear algebra, one can check for each permutation $\rho$ of $(1, \ldots, n)$ whether $\sqrt{10.4 .2})$ is solvable, and if so, determine the unique solution $(\varepsilon, a) \in G^{2}$. Then by Theorem 10.7.16 one can check whether

$$
\varepsilon \in A, \varepsilon^{-1} \in A, a \in A
$$

and decide in this manner whether or not $f_{1}, f_{2}$ are $A$-equivalent.
Henceforth, the integral domain $A$ is given effectively in the form

$$
\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right] /\left(P_{1}, \ldots, P_{s}\right)=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]
$$

where $z_{i}$ is the residue class of $X_{i} \bmod \left(P_{1}, \ldots, P_{s}\right)$ for $i=1, \ldots, r$. Further the finite extension $G$ of the quotient field $K$ of $A$ is given in the form $K[X] /(Q)$ or $K(w)$, where $w$ is the residue class of $X(\bmod Q)$. The polynomial $Q$ may be represented as $b_{0}^{-1} \sum_{i=0}^{d} b_{i} X^{d-i}$ with $b_{0}, \ldots, b_{d}$ given as polynomials in $z_{1}, \ldots, z_{r}$ with integer coefficients. Define

$$
\varepsilon:=b_{0} w
$$

Then $\varepsilon$ has minimal polynomial

$$
\begin{equation*}
Q(X):=X^{d}+\sum_{i=1}^{d} b_{i} b_{0}^{d-1-i} X^{d-i}=: X^{d}+\sum_{i=1}^{d} c_{i} X^{d-i} \in A[X] \tag{10.4.3}
\end{equation*}
$$

over $K$. Now clearly, $G=K(\varepsilon)$, $\varepsilon$ is integral over $A$, and every element of $G$ can be expressed in the form $\sum_{i=0}^{d-1}\left(a_{i} / b\right) \varepsilon^{i}$ with $a_{0}, \ldots, a_{d-1}, b \in A$, given as polynomials with integer coefficients in $z_{1}, \ldots, z_{r}$.

Proof of Theorem 10.1.1 Let $A, G, n, \delta$ be effectively given and satisfy the conditions of Theorem 10.1.1. Further, let $\mathscr{F}$ be the finite effectively determinable set from Proposition 10.2 .1
Take a monic polynomial $f$ from $A[X]$ with 10.1.1. Then $f$ has all its zeros in $G$, say $f(X)=\left(X-\alpha_{1}\right) \cdots\left(X-\alpha_{n}\right)$, with $\alpha_{1}, \ldots, \alpha_{n} \in G$. By Proposition 10.2.1 we have

$$
\alpha_{i}-\alpha_{j} \in \mathscr{F} \text { for } i, j \in\{1, \ldots, n\} \text { with } i \neq j .
$$

Recall that $\mathscr{F}$ is finite, and effectively determinable in terms of $A, G, n, \delta$. For each tuple $\left(\gamma_{i j}: i, j \in\{1, \ldots, n\}, i \neq j\right)$ with elements from $\mathscr{F}$ we consider the polynomials $f$ with 10.1.1 and with $\alpha_{i}-\alpha_{j}=\gamma_{i j}$ for $i, j \in\{1, \ldots, n\}, i \neq j$. That is, we consider polynomials $f$ such that

$$
\left.\begin{array}{l}
f \in A[X], f \text { monic }, \operatorname{deg} f=n, D(f)=\delta, \\
f=\left(X-\alpha_{1}\right) \cdots\left(X-\alpha_{n}\right) \text { for some } \alpha_{1}, \ldots, \alpha_{n} \in G  \tag{10.4.4}\\
\text { such that } \alpha_{i}-\alpha_{j}=\gamma_{i j} \text { for } i, j \in\{1, \ldots, n\}, i \neq j,
\end{array}\right\}
$$

Our proof will be completed as follows. We show that for each tuple $\left\{\gamma_{i j}\right\}$ it can be decided effectively whether a polynomial $f$ with (10.4.4) exists. If so, we show that the polynomials with 10.4 .4 lie in finitely many strong $A$ equivalence classes, and determine effectively a full system of representatives for them. Then from the union of these systems, we extract a full system of representatives for the strong $A$-equivalence classes of solutions of 10.1.1.

Fix elements $\gamma_{i j}$ from $\mathscr{F}(1 \leq i, j \leq n, i \neq j)$. Suppose there is a polynomial $f$ with (10.4.4). For this polynomial we have

$$
\begin{equation*}
n \alpha_{i}=y+\gamma_{i} \text { for } i=1, \ldots, n \tag{10.4.5}
\end{equation*}
$$

with $y=\alpha_{1}+\cdots+\alpha_{n}, \gamma_{i}=\sum_{j=1}^{n} \gamma_{i j}$ for $i=1, \ldots, n$. Here $\gamma_{1}, \ldots, \gamma_{n}$ are fixed and $y, \alpha_{1}, \ldots, \alpha_{n}$ are variables. The number $y$ is a coefficient of $f$, so $y \in A$. Further, if there is a polynomial $f$ with $\sqrt{10.4 .4}$, then

$$
\begin{equation*}
\left(X-\gamma_{1}\right) \cdots\left(X-\gamma_{n}\right)=n^{n} f((X+y) / n) \in A[X] \tag{10.4.6}
\end{equation*}
$$

The coefficients of $\left(X-\gamma_{1}\right) \cdots\left(X-\gamma_{n}\right)$ belong to $G$ and by Theorem 10.7.16, it can be checked whether they belong to $A$. If not so, there is no polynomial with 10.4 .4 ). So we assume henceforth that $\left(X-\gamma_{1}\right) \cdots\left(X-\gamma_{n}\right) \in A[X]$. Then $\gamma_{1}, \ldots, \gamma_{n}$ are integral over $A$.

Using Corollary 10.7.18 we compute a finite set of $A$-module generators for the integral closure $A_{G}$ of $A$ in $G$, say $\left\{\lambda_{1}, \ldots, \lambda_{w}\right\}$. From this, we deduce a system $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{t}\right\}$ of $A$-module generators for $A_{G}^{n}$.

The numbers $\alpha_{1}, \ldots, \alpha_{n}$ from (10.4.4) belong to $A_{G}$. So there are $x_{1}, \ldots, x_{t} \in$ $A$ such that

$$
\left(\begin{array}{c}
\alpha_{1}  \tag{10.4.7}\\
\vdots \\
\alpha_{n}
\end{array}\right)=x_{1} \mathbf{a}_{1}+\cdots+x_{t} \mathbf{a}_{t}
$$

and we can rewrite 10.4 .5 as

$$
x_{1}\left(n \mathbf{a}_{1}\right)+\cdots+x_{t}\left(n \mathbf{a}_{t}\right)=y\left(\begin{array}{c}
1  \tag{10.4.8}\\
\vdots \\
1
\end{array}\right)+\left(\begin{array}{c}
\gamma_{1} \\
\vdots \\
\gamma_{n}
\end{array}\right) .
$$

By linear algebra, one can determine a maximal $K$-linearly-independent subset of $\left\{n \mathbf{a}_{1}, \ldots, n \mathbf{a}_{t},(1, \ldots, 1)^{T},\left(\gamma_{1}, \ldots, \gamma_{n}\right)^{T}\right\}$, say $\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{m}\right\}$. Further, we can compute expressions of $n \mathbf{a}_{1}, \ldots, n \mathbf{a}_{t},(1, \ldots, 1)^{T},\left(\gamma_{1}, \ldots, \gamma_{n}\right)^{T}$ as $K$-linear combinations of $\mathbf{b}_{1}, \ldots, \mathbf{b}_{m}$. By substituting these into 10.4 .8 and equating the coordinates of 10.4.8, we obtain a system of inhomogeneous linear equations:

$$
\begin{equation*}
M \mathbf{x}=\mathbf{b} \text { in } \mathbf{x}=\left(x_{1}, \ldots, x_{t}, y\right)^{T} \in A^{t+1} \tag{10.4.9}
\end{equation*}
$$

where the matrix $M$ and vector $\mathbf{b}$ have their entries in $K$. Using Theorem 10.7.14, we can decide whether 10.4 .9 is solvable and if so, compute a solution. Translating this back to 10.4.8, we can decide whether 10.4 .8 is solvable and if so, compute a solution.
If 10.4 .8 is unsolvable, then there is no polynomial $f$ with 10.4 .4 . Assume 10.4 .8 is solvable and compute a solution, say $\left(x_{1,0}, \ldots, x_{t, 0}, y_{0}\right) \in A^{t+1}$. Thus, $\sum_{i=1}^{t} x_{i 0}\left(n \mathbf{a}_{i}\right)-y_{0}(1, \ldots, 1)^{T}=\left(\gamma_{1}, \ldots, \gamma_{n}\right)^{T}$. Define $\alpha_{1,0}, \ldots, \alpha_{n, 0}$ by

$$
\left(\begin{array}{c}
\alpha_{1,0}  \tag{10.4.10}\\
\vdots \\
\alpha_{, n 0}
\end{array}\right):=x_{1,0} \mathbf{a}_{1}+\cdots+x_{n, 0} \mathbf{a}_{t} .
$$

Then

$$
\begin{equation*}
n \alpha_{i 0}=y_{0}+\gamma_{i} \text { for } i=1, \ldots, n \text { with } y_{0} \in A . \tag{10.4.11}
\end{equation*}
$$

Now let again $f$ be an arbitrary polynomial with 10.4.4 and let $y$ be as in 10.4.5. From 10.4.5, 10.4.11) we infer that

$$
\begin{equation*}
\alpha_{i}-\alpha_{i 0}=\frac{y-y_{0}}{n}=: a \text { for } i=1, \ldots, n . \tag{10.4.12}
\end{equation*}
$$

Clearly, $a \in A_{G} \cap K=A$, since by assumption, $A$ is integrally closed. This implies that $f$ is strongly $A$-equivalent to the polynomial

$$
f_{0}(X):=\left(X-\alpha_{1,0}\right) \cdots\left(X-\alpha_{n, 0}\right) .
$$

The polynomial $f_{0}$ can be effectively computed from the numbers $\gamma_{i j}$, hence it belongs to a finite, effectively computable set, depending only on $A, \delta$ and $G$.

Thus, we have effectively determined a finite list of polynomials, such that every polynomial $f$ with 10.1.1 is strongly equivalent to a polynomial from
this list. In view of Theorem 10.7.16 for each polynomial from the list we can effectively decide whether it belongs to $A[X]$ and remove it if this is not the case. Further, for each polynomial from the list we can effectively decide whether it satisfies (10.1.1) and if not so, remove it. Finally, by means of Lemma 10.4.1 we can effectively decide whether two polynomials from the list are strongly $A$-equivalent or not, and select a maximal subset of polynomials, no two of which are strongly $A$-equivalent. This leaves us with a full system of representatives for the strong $A$-equivalence classes of polynomials with 10.1.1. This completes the proof of Theorem 10.1.1

Proof of Theorem 10.1.2 Let $A$ be an effectively given integral domain that is finitely generated over $\mathbb{Z}$ and denote by $K$ its quotient field. Further, let $\delta$ be an effectively given non-zero element of $A$. Take a monic polynomial $f \in A[X]$ of degree $n \geq 2$ with (10.1.2). Then

$$
\begin{aligned}
& f(X)=\left(X-\alpha_{1}\right) \cdots\left(X-\alpha_{n}\right) \text { with } \alpha_{1}, \ldots, \alpha_{n} \in G, \\
& \prod_{1 \leq i<j \leq n}\left(\alpha_{i}-\alpha_{j}\right)^{2}=\delta \varepsilon \text { with } \varepsilon \in A^{*}
\end{aligned}
$$

where $G$ is an extension of $K$ of degree $d$.
Denote by $B$ the integral closure of $A[1 / \delta]$ in $G$. Then $\alpha_{1}, \ldots, \alpha_{n} \in B$ and moreover, for each $i, j, k, l \in\{1, \ldots, n\}$ with $i \neq j, k \neq l$,

$$
\frac{\alpha_{i}-\alpha_{j}}{\alpha_{k}-\alpha_{l}}=\delta^{-1} u^{-1} \frac{\alpha_{i}-\alpha_{j}}{\alpha_{k}-\alpha_{l}} \prod_{1 \leq i_{1}<i_{2} \leq n}\left(\alpha_{i_{1}}-\alpha_{i_{2}}\right)^{2} \in B
$$

and then $\frac{\alpha_{i}-\alpha_{j}}{\alpha_{k}-\alpha_{l}} \in B^{*}$ by symmetry. It follows that the pairs

$$
\left(\frac{\alpha_{i}-\alpha_{1}}{\alpha_{2}-\alpha_{1}}, \frac{\alpha_{2}-\alpha_{i}}{\alpha_{2}-\alpha_{1}}\right)(i=3, \ldots, n)
$$

are solutions to

$$
\begin{equation*}
x+y=1 \text { in } x, y \in B^{*} . \tag{10.4.13}
\end{equation*}
$$

Using Proposition 10.3.1, which gives rank $B^{*} \leq C_{1}$ for some effectively computable number $C_{1}$ depending on $A[1 / \delta]$ and $d$, and the upper bound following from Theorem 4.3.3 for the number of solutions of 10.4.13), we obtain $n \leq 2+2^{8\left(2 \operatorname{rank} B^{*}+1\right)} \leq 2^{16\left(C_{1}+1\right)}$, which is an effectively computable number depending only on $A, \delta$ and $d$.

### 10.5 Proofs of Theorem 10.1.3 and Corollary 10.1.4

Let $A$ be an integral domain finitely generated over $\mathbb{Z}$, effectively given as usual in the form $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right] /\left(P_{1}, \ldots, P_{s}\right)=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$, where $P_{1}, \ldots, P_{s} \in$ $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ and where $z_{i}$ is the residue class of $X_{i} \bmod \left(P_{1}, \ldots, P_{s}\right)$ for $i=$ $1, \ldots, r$. Denote by $K$ the quotient field of $A$. Let $\Omega$ be a finite étale $K$-algebra, effectively given in the form $K[X] /(Q)=K[\theta]$, where $Q \in K[X]$ is a monic, separable polynomial and $\theta$ is the residue class of $X(\bmod Q)$. We say that an element of $\Omega$ is given effectively if it is given in the form $\sum_{i=0}^{n-1}\left(a_{i} / b\right) \theta^{i}$ where $n=[\Omega: K]$ and $a_{0}, \ldots, a_{n-1}, b$ are elements of $A$ (given as polynomials in $z_{1}, \ldots, z_{r}$ with integer coefficients).

Using Corollary 10.7.7 we can construct the splitting field of $Q$ over $K$; call this $G$. By means of Corollary 10.7 .8 we can compute $y$ such that $G=K(y)$, together with the minimal polynomial of $y$ over $K$. In fact, if $\mathscr{F}$ is the monic polynomial of $y$ over $K$, of degree $d$, say, we can compute a non-zero $a \in A$ such that $a \mathscr{F} \in A[X]$. Then $G=K(w)$ where $w:=a y$ is integral over $A$. Elements of $G$ are always given in the form $\sum_{i=0}^{d-1}\left(a_{i} / b\right) w^{i}$ where $d=[G: K]$ and $a_{0}, \ldots, a_{d-1}, b$ are elements of $A$.

The polynomial $Q$ factorizes as $\left(X-\theta^{(1)}\right) \cdots\left(X-\theta^{(n)}\right)$ in $G$, and by Corollary 10.7 .8 we can compute expressions of $\theta^{(1)}, \ldots, \theta^{(n)}$ as $K$-linear combinations of $1, w, \ldots, w^{d-1}$. With these expressions we can compute, for any element $\alpha=\sum_{i=0}^{n-1} c_{i} \theta^{i} \in \Omega$ with $c_{0}, \ldots, c_{n-1} \in K$, its images $\alpha^{(j)}=\sum_{i=0}^{n-1} c_{i}\left(\theta^{(j)}\right)^{i}$ ( $j=1, \ldots, n$ ) under the $K$-homomorphisms of $\Omega$ in $G$.

Let $\mathfrak{D}$ be an order of $\Omega$, effectively given by a set of $A$-module generators $\left\{\omega_{1}=1, \omega_{2}, \ldots, \omega_{m}\right\}$; since $A \subseteq \mathfrak{D}$ there is no loss of generality to insert 1 into the set of generators. To check that $\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{m}\right\}$ generates an $A$-order, it has to be verified first that $\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{m}\right\}$ contains a $K$-linearly independent subset of $n$ elements. This can be done by elementary linear algebra, using the expressions for $\omega_{1}, \omega_{2}, \ldots, \omega_{m}$ as $K$-linear combinations of $1, \theta, \ldots, \theta^{n-1}$. Further, it has to be checked that for all $i, j \in\{1, \ldots, m\}$ there are $a_{k}^{(i j)} \in A$ with

$$
\begin{equation*}
\omega_{i} \omega_{j}=\sum_{k=1}^{m} a_{k}^{(i, j)} \omega_{k} . \tag{10.5.1}
\end{equation*}
$$

By expressing $\omega_{1}, \omega_{2}, \ldots, \omega_{m}$ and all products $\omega_{i} \omega_{j}$ as $K$-linear combinations of $1, \theta, \ldots, \theta^{n-1}$ and equating the coefficients, we can translate 10.5.1) into systems of inhomogeneous linear equations as considered in Theorem 10.7.14 Thus, we can check whether the systems 10.5 .1 are solvable in $a_{k}^{(i, j)} \in A$, and if so, compute solutions to these systems. If (10.5.1) is satisfied for certain $a_{k}^{(i, j)} \in A$, it follows automatically that $\omega_{1}, \omega_{2}, \ldots, \omega_{m}$ are integral over $A$, and
hence that $\mathfrak{D}$ is contained in the integral closure of $A$ in $\Omega$. Indeed, 10.5.1) implies that $\omega_{i}$ is an eigenvalue of the matrix

$$
\mathscr{A}_{i}=\left(\begin{array}{ccc}
a_{1}^{(i)} & \cdots & a_{m}^{(i 1)} \\
\vdots & & \vdots \\
a_{1}^{(i m)} & \cdots & a_{m}^{(i m)}
\end{array}\right),
$$

hence a zero of the monic polynomial $\operatorname{det}\left(X I-\mathscr{A}_{i}\right) \in A[X]$.
We start with a lemma.
Lemma 10.5.1 For any integral domain A finitely generated over $\mathbb{Z}$ with quotient field $K$ of characteristic 0 , any finite étale $K$-algebra $\Omega \supsetneqq K$, any $A$ order $\mathfrak{D}$ of $\Omega$ and any $\alpha_{1}, \alpha_{2} \in \mathfrak{D}$ with $K\left[\alpha_{1}\right]=K\left[\alpha_{2}\right]=\Omega$, all given effectively, we can decide effectively
(i) whether $\alpha_{1}, \alpha_{2}$ are strongly A-equivalent;
(ii) whether $\alpha_{1}, \alpha_{2}$ are A-equivalent.

Proof Let $G$ be the field defined above. Then $\alpha_{1}, \alpha_{2}$ are strongly $A$-equivalent if and only if $\alpha_{2}=\alpha_{1}+a$ for some $a \in A$, and the latter holds if and only if

$$
\begin{equation*}
\alpha_{2}^{(i)}-\alpha_{1}^{(i)}=\alpha_{2}^{(1)}-\alpha_{1}^{(1)} \text { for } i=2, \ldots, n, \alpha_{2}^{(1)}-\alpha_{1}^{(1)} \in A . \tag{10.5.2}
\end{equation*}
$$

Further, $\alpha_{1}, \alpha_{2}$ are $A$-equivalent if and only if $\alpha_{2}=\varepsilon \alpha_{1}+a$ for some $\varepsilon \in A^{*}$, $a \in A$, and this is equivalent to

$$
\left.\begin{array}{l}
\frac{\alpha_{2}^{(i)}-\alpha_{2}^{(j)}}{\alpha_{1}^{(i)}-\alpha_{1}^{(j)}}=\frac{\alpha_{2}^{(1)}-\alpha_{2}^{(2)}}{\alpha_{1}^{(1)}-\alpha_{1}^{(2)}} \text { for } i, j \in\{1, \ldots, n\}, i \neq j, \\
\frac{\alpha_{2}^{(1)}-\alpha_{2}^{(2)}}{\alpha_{1}^{(1)}-\alpha_{1}^{(2)}} \in A, \frac{\alpha_{1}^{(1)}-\alpha_{1}^{(2)}}{\alpha_{2}^{(1)}-\alpha_{2}^{(2)}} \in A ;  \tag{10.5.3}\\
\left(\frac{\alpha_{2}^{(1)}-\alpha_{2}^{(2)}}{\alpha_{1}^{(1)}-\alpha_{1}^{(2)}}\right) \cdot \alpha_{1}^{(1)}-\alpha_{2}^{(1)} \in A .
\end{array}\right\}
$$

Notice that by our assumptions $K\left[\alpha_{1}\right]=K\left[\alpha_{2}\right]=\Omega, \Omega \supsetneqq K$, we have that $n \geq 2, \alpha_{1}^{(1)}, \ldots, \alpha_{1}^{(n)}$ are distinct, and $\alpha_{2}^{(1)}, \ldots, \alpha_{2}^{(n)}$ are distinct. Both 10.5.2, 10.5.3 can be checked effectively by Theorem 10.7 .16

Proof of Theorem 10.1.3 Let $A, \Omega, \mathfrak{D}, \delta$ be the effectively given integral domain, finite étale $K$-algebra, $A$-order of $\Omega$ and element of $A$, respectively. So for $\mathfrak{D}$ a system of $A$-module generators $\left\{\omega_{1}=1, \ldots, \omega_{m}\right\}$ is given. We have $[\Omega: K]=n \geq 2$. Let $G$ be the field defined above, given in the form $K(w)$ with $w$ integral over $A$.

Notice that if $\alpha=\sum_{j=1}^{m} x_{j} \omega_{j}$ with $x_{1}, \ldots, x_{m} \in A$ is an element of $\mathfrak{D}$, then

$$
\left(X-\alpha^{(1)}\right) \cdots\left(X-\alpha^{(n)}\right)=\prod_{i=1}^{n}\left(X-\sum_{j=1}^{m} x_{j} \omega_{j}^{(i)}\right)
$$

has its coefficients in $G$. But the coefficients of the polynomial are symmetric under the permutations of the blocks $\left(\omega_{1}^{i}, \ldots, \omega_{m}^{(i)}\right)$, hence they belong to $K$. Further, they are integral over $A$, hence they belong to $A$.

Let $\mathscr{F}$ be the finite set from Proposition 10.2.1 This set can be computed effectively in terms of $A, \Omega, \mathfrak{D}, \delta$. Now if $\alpha$ is an element of $\mathfrak{D}$ with 10.1.3, i.e., $D_{\Omega / K}(\alpha)=\delta$, then $f_{\alpha}(X):=\left(X-\alpha^{(1)}\right) \cdots\left(X-\alpha^{(n)}\right)$ has its coefficients in $A, D\left(f_{\alpha}\right)=\delta$, and $f_{\alpha}$ has its zeros in $G$. Hence

$$
\alpha^{(i)}-\alpha^{(j)} \in \mathscr{F} \text { for } i, j \in\{1, \ldots, n\}, i \neq j .
$$

We now pick elements $\gamma_{i j}$ from $\mathscr{F}$ and consider the elements $\alpha$ with

$$
\left.\begin{array}{l}
\alpha \in \mathfrak{D}, D_{\Omega / K}(\alpha)=\delta  \tag{10.5.4}\\
\alpha^{(i)}-\alpha^{(j)} \in \gamma_{i j} \text { for } i, j \in\{1, \ldots, n\}, i \neq j .
\end{array}\right\}
$$

We show that it can be decided effectively whether (10.5.4) is solvable and if so, compute a solution of 10.5 .4 . Notice that 10.5 .4 is certainly unsolvable if $\prod_{1 \leq i<j \leq n} \gamma_{i j}^{2} \neq \delta$. Assume that $\prod_{1 \leq i<j \leq n} \gamma_{i j}^{2}=\delta$. Then the condition $D_{\Omega / K}(\alpha)=\delta$ can be dropped. Writing $\alpha$ as $\sum_{k=1}^{m} x_{k} \omega_{k}$ with $x_{1}, \ldots, x_{m} \in A$, we can rewrite (10.5.4) as

$$
\begin{equation*}
\sum_{k=1}^{m} x_{k}\left(\omega_{k}^{(i)}-\omega_{k}^{(j)}\right)=\gamma_{i j} \text { for } i, j \in\{1, \ldots, n\}, i \neq j \tag{10.5.5}
\end{equation*}
$$

Clearly, $\left(x_{1}, \ldots, x_{m}\right)$ is a solution of 10.5 .5 in $A^{m}$ if and only if $\alpha:=\sum_{k=1}^{m} x_{k} \omega_{k}$ is a solution of 10.5.4.

By expressing $\omega_{k}^{(i)}-\omega_{k}^{(j)}$ and the numbers $\gamma_{i j}$ as $K$-linear combinations of $1, w, \ldots, w^{d-1}$ where $d=[G: K]$ and $w$ is the generating element of $G$ over $K$, we can rewrite (10.5.5) as a system of inhomogeneous linear equations like in Theorem 10.7.14 Thus, it can be decided effectively whether 10.5.5 is solvable, and if so, a solution can be computed. Equivalently, it can be decided effectively whether 10.5 .4 is solvable and if so, a solution can be determined.
For each choice of $\gamma_{i j} \in \mathscr{F}(1 \leq i, \leq n, i \neq j)$, we check if 10.5.4 is solvable and if so, we compute a solution. Let $\mathscr{T}=\left\{\alpha_{1}, \ldots, \alpha_{g}\right\}$ be the finite set obtained in this manner.
Let $\alpha$ be a solution of (10.1.3). Then $\alpha$ satisfies (10.5.4) for certain $\gamma_{i j} \in \mathscr{F}$. Let $\alpha_{0}$ be an element from $\mathscr{T}$ satisfying (10.5.4) for these $\gamma_{i j}$. Then $\alpha^{(i)}-\alpha^{(j)}=$
$\alpha_{0}^{(i)}-\alpha_{0}^{(j)}$ for $i, j \in\{1, \ldots, n\}$, hence

$$
\alpha^{(1)}-\alpha_{0}^{(1)}=\cdots=\alpha^{(n)}-\alpha_{0}^{(n)} .
$$

It follows that $\alpha-\alpha_{0}=: a \in \mathfrak{O} \cap K=A$, the latter being the case since $A$ is integrally closed. Now clearly, $\alpha$ is strongly $A$-equivalent to an element of $\mathscr{T}$. This completes our proof of Theorem 10.1.3.

Proof of Corollary 10.1.4 Recall that $\Omega$ is given in the form $K[X] /(Q)$ with $Q$ a separable polynomial in $K[X]$. Using Theorem 10.7.5, we can factor $Q$ as $Q=Q_{1} \cdots Q_{q}$, where $Q_{1}, \ldots, Q_{q}$ are irreducible polynomials in $K[X]$. Then by the Chinese Remainder Theorem for polynomials, we get a decomposition

$$
\Omega=K[X] /(Q) \cong K[X] /\left(Q_{1}\right) \times \cdots K[X] /\left(Q_{q}\right)=L_{1} \times \cdots \times L_{q}
$$

where $L_{i}=K[X] /\left(Q_{i}\right)$ is a finite extension of $K$. By Corollary 10.7.18 for each $i$ we can compute a set of $A$-module generators for the integral closure $A_{L_{i}}$ of $A$ in $L_{i}$. By combining these, we obtain a set of $A$-module generators for $A_{\Omega}=A_{L_{1}} \times \cdots \times A_{L_{q}}$. Now we apply Theorem 10.1 .3 with $\mathfrak{D}=A_{\Omega}$.

### 10.6 Proofs of the results from Subsection 10.1.2

Let $L$ be an algebraic number field and $K:=L\left(X_{1}, \ldots, X_{q}\right)$ the rational function field in $q$ variables. We introduce a collection of discrete valuations on $K$.

First, let $\mathscr{P}_{1}$ be the collection of prime ideals of $O_{L}$. By Proposition 2.6.1. we can extend every discrete valuation $\operatorname{ord}_{\mathfrak{p}}\left(\mathfrak{p} \in \mathscr{P}_{1}\right)$ to a discrete valuation on $K$. More precisely, write $x=Q_{1} / Q_{2}$ with $Q_{1}, Q_{2} \in L\left[X_{1}, \ldots, X_{q}\right]$, and define $(x):=\left(Q_{1}\right)\left(Q_{2}\right)^{-1}$, where $\left(Q_{1}\right),\left(Q_{2}\right)$ denote the fractional ideals with respect to $O_{L}$ generated by the coefficients of $Q_{1}, Q_{2}$, respectively. Then the values $\operatorname{ord}_{\mathfrak{p}}(x)\left(\mathfrak{p} \in \mathscr{P}_{1}\right)$ are precisely the exponents in the unique prime ideal factorization of $(x)$ :

$$
\begin{equation*}
(x)=\prod_{\mathfrak{p} \in \mathscr{P}_{1}} \mathfrak{p}^{\operatorname{ord}_{p}(x)} . \tag{10.6.1}
\end{equation*}
$$

Second, let $\mathscr{P}_{2}$ be a maximal collection of pairwise non-associated irreducible elements of the ring $L\left[X_{1}, \ldots, X_{q}\right]$. Then $x$ has a unique polynomial factorization

$$
\begin{equation*}
x=c \prod_{p \in \mathscr{P}_{2}} p^{\text {ord } p(x)} \text { with } c \in L^{*}, \operatorname{ord}_{p}(x) \in \mathbb{Z} \text { for } p \in \mathscr{P}_{2}, \tag{10.6.2}
\end{equation*}
$$

where at most finitely many of the exponents $\operatorname{ord}_{p}(x)$ are non-zero. Define the
sets of valuations on $K$,

$$
M_{1}:=\left\{\operatorname{ord}_{\mathfrak{p}}: \mathfrak{p} \in \mathscr{P}_{1}\right\}, M_{2}:=\left\{\operatorname{ord}_{p}: p \in \mathscr{P}_{2}\right\}, M:=M_{1} \cup M_{2} .
$$

Notice that

$$
\begin{equation*}
O_{L}\left[X_{1}, \ldots, X_{q}\right]=\{x \in K: v(x) \geq 0 \text { for } v \in M\} . \tag{10.6.3}
\end{equation*}
$$

A valuation $v \in M$ is represented by giving a set of generators for the prime ideal $\mathfrak{p}$ if $v=\operatorname{ord}_{\mathfrak{p}} \in M_{1}$ and by giving the coefficients of $p$ if $v=\operatorname{ord}_{p} \in M_{2}$.
It is important to remark here, that for any effectively given $x \in K^{*}$ we can effectively determine representations for those $v \in M$ for which $v(x) \neq 0$ and moreover, for each of these $v$ we can compute $v(x)$. Indeed, let $x \in K^{*}$ be given as a quotient of two polynomials from $L\left[X_{1}, \ldots, X_{q}\right]$. Then by means of a factorization method for fractional ideals, we can compute the factorization 10.6.1) of $(x)$ into prime ideals, with a finite set of generators for each prime ideal $\mathfrak{p}$ for which $\operatorname{ord}_{\mathfrak{p}}(x) \neq 0$. Further, by Theorem 10.7 .5 we can compute the factorization 10.6 .2 , with the coefficients of all $p$ occurring with exponent $\operatorname{ord}_{p}(x) \neq 0$.

Let

$$
A=O_{S}\left[X_{1}, \ldots, X_{q}, 1 / P\right]
$$

where $S$ is a given finite set of places of $L$ containing all infinite places, and $P$ is a given, non-zero polynomial of $O_{S}\left[X_{1}, \ldots, X_{q}\right]$. By combining the proof of Theorem 5.1.4 with Theorem 10.7.16 we can compute $r \geq q$, and polynomials $P_{1}, \ldots, P_{s} \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$, such that $A \cong \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right] /\left(P_{1}, \ldots, P_{s}\right)$. That is, $A$ is given effectively in the sense of Section 10.1 We do not work out the details.

We prove some other properties of $A$. Let $S^{*}$ consist of the extensions to $K$ of the discrete valuations ord ${ }_{p}$, for each prime ideal $\mathfrak{p}$ of $O_{L}$ corresponding to a finite place in $S$. Notice that

$$
\begin{equation*}
O_{S}\left[X_{1}, \ldots, X_{q}\right]=\left\{x \in K: v(x) \geq 0 \text { for } v \in M \backslash S^{*}\right\} \tag{10.6.4}
\end{equation*}
$$

Let $T$ denote the set of valuations $v \in M$ such that $v \in S^{*}$ or $v(P)>0$. Clearly, $T$ is finite.

Lemma 10.6.1 $A=\{x \in K: v(x) \geq 0$ for $v \in M \backslash T\}$. Hence $A$ is integrally closed in $K$.

Proof First suppose that $x \in A, x \neq 0$. Thus, $x=Q \cdot P^{-l}$, where $Q$ is a polynomial in $O_{S}\left[X_{1}, \ldots, X_{m}\right]$ and $l$ is a non-zero integer. By 10.6.4 we have $v(Q) \geq 0$ for $v \in M \backslash S^{*}$, and by definition, $v(P)=0$ for $v \in M \backslash T$. Hence $v(x) \geq 0$ for $v \in M \backslash T$.

Conversely, let $x \in K^{*}$ and suppose that $v(x) \geq 0$ for $v \in M \backslash T$. There is a non-negative integer $l$ such that $v(x)+l v(f) \geq 0$ for $v \in T \backslash S^{*}$. Put $Q:=x P^{l}$. Then $v(Q) \geq 0$ for $v \in M \backslash S^{*}$, hence $Q \in O_{S}\left[X_{1}, \ldots X_{q}\right]$ by 10.6.4. It follows that $x=Q \cdot P^{-l}$ with $Q \in O_{S}\left[X_{1}, \ldots, X_{q}\right]$, i.e., $x \in A$.

Lemma 10.6.2 For effectively given $L, S, q, P$, one can effectively compute a finite set of generators of the unit group $A^{*}$ of $A=O_{S}\left[X_{1}, \ldots, X_{q}, 1 / P\right]$.

Proof By Theorem 10.7.5, we can effectively determine the irreducible polynomials $p_{1}, \ldots, p_{t}$ in $\mathscr{P}_{2}$ that divide $f$ in $L\left[X_{1}, \ldots, X_{q}\right]$. Units of $A$ are certainly units of $L\left[X_{1}, \ldots, X_{q}, 1 / P\right]$, and the unit group of the latter is generated by $L^{*}$ and by $p_{1}, \ldots, p_{t}$. Hence every element of $A^{*}$ can be expressed as

$$
\begin{equation*}
c p_{1}^{l_{1}} \cdots p_{t}^{l_{t}} \text { with } c \in L^{*}, \quad l_{1}, \ldots, l_{t} \in \mathbb{Z} \tag{10.6.5}
\end{equation*}
$$

Notice that by Lemma 10.6.1.

$$
\begin{equation*}
A^{*}=\left\{x \in K^{*}: v(x)=0 \text { for } x \in M \backslash T\right\} \tag{10.6.6}
\end{equation*}
$$

Let $T^{\prime}$ consist of those valuations $v \in M$ such that $v \in S^{*}$, or there is $i \in$ $\{1, \ldots, t\}$ with $v\left(p_{i}\right) \neq 0$. If $v \in M \backslash T^{\prime}$ then certainly, $v\left(p_{i}\right)=0$. Hence $T \subseteq T^{\prime}$. Further, $T \cap M_{2}=T^{\prime} \cap M_{2}=\left\{\operatorname{ord}_{p_{1}}, \ldots, \operatorname{ord}_{p_{t}}\right\}$, hence $T^{\prime} \backslash T$ consists of those prime ideals $\mathfrak{p}$ of $O_{L}$ such that $\operatorname{ord}_{\mathfrak{p}}(f)=0$, but $\operatorname{ord}_{\mathfrak{p}}\left(p_{i}\right) \neq 0$ for some $i \in$ $\{1, \ldots, t\}$. We can effectively determine the prime ideals $\mathfrak{p}$ such that $\operatorname{ord}_{\mathfrak{p}} \in T^{\prime}$, by factoring the fractional ideal generated by the coefficients of $p_{i}$ into prime ideals for $i=1, \ldots, t$.
Now 10.6.6 implies that if the element in 10.6.5 represents a unit of $A$, then $c \in O_{S^{\prime}}^{*}$, where $S^{\prime}$ consists of the finite places corresponding to those prime ideals $\mathfrak{p}$ for which $\operatorname{ord}_{\mathfrak{p}} \in T^{\prime}$, together with the infinite places of $L$. Using Proposition 3.6.1, we can determine effectively a finite set of generators for $O_{S^{\prime}}^{*}$, say $\varepsilon_{1}, \ldots, \varepsilon_{s^{\prime}}$. Together with 10.6 .5 , this implies that every element of $A^{*}$ can be expressed as

$$
\begin{equation*}
\varepsilon_{1}^{k_{1}} \cdots \varepsilon_{s^{\prime}}^{k_{s^{\prime}}} p_{1}^{l_{1}} \cdots p_{t}^{l_{t}} \text { with } k_{1}, \ldots, k_{s^{\prime}}, l_{1}, \ldots, l_{t} \in \mathbb{Z} \tag{10.6.7}
\end{equation*}
$$

The elements in 10.6.7 belong to $\left\{x \in K: v(x)=0\right.$ for $\left.v \in M \backslash T^{\prime}\right\}$, but not necessarily to $A^{*}$. By 10.6.6, the element given in 10.6.7 belongs to $A^{*}$ if and only if

$$
\begin{equation*}
\sum_{i=1}^{s^{\prime}} k_{i} v\left(\varepsilon_{i}\right)+\sum_{j=1}^{t} l_{j} v\left(p_{j}\right)=0 \text { for } v \in T^{\prime} \backslash T \tag{10.6.8}
\end{equation*}
$$

As observed before, the quantities $v\left(\varepsilon_{i}\right), v\left(p_{j}\right)\left(v \in T^{\prime} \backslash T, i=1, \ldots, s^{\prime}, j=\right.$
$1, \ldots, t)$ can be computed. Now one can effectively determine a basis for the $\mathbb{Z}$ module of vectors $\left(k_{1}, \ldots, k_{s^{\prime}}, l_{1}, \ldots, l_{t}\right) \in \mathbb{Z}^{s^{\prime}+t}$ with 10.6.8. By substituting these basis vectors into 10.6.7, we obtain a system of generators for $A^{*}$.

Lemma 10.6.3 For effectively given $L, S, q, P$, and any effectively given non-zero element $\theta$ of $A=O_{S}\left[X_{1}, \ldots, X_{q}, 1 / P\right]$, one can effectively determine a finite set $\left\{\delta_{1}, \ldots, \delta_{w}\right\}$ in $A$, such that for every element $\beta$ of $A$ that divides $\theta$, there exist $\delta_{i} \in\left\{\delta_{1}, \ldots, \delta_{w}\right\}$ and $\varepsilon \in A^{*}$ such that

$$
\beta=\varepsilon \delta_{i} .
$$

Proof We may write $\theta=Q \cdot P^{-l}$, where $Q \in O_{S}\left[X_{1}, \ldots, X_{q}\right]$ and $l$ is a nonzero integer. Let $B:=O_{S}\left[X_{1}, \ldots, X_{q}, 1 / Q P\right]$, and let $T^{\prime}$ be the set of valuations $v \in M$ and that $v \in S^{*}$, or $v(Q P)>0$. Then $T^{\prime} \supseteq T$ and

$$
\begin{equation*}
B=\left\{x \in K: v(x) \geq 0 \text { for } v \in M \backslash T^{\prime}\right\} . \tag{10.6.9}
\end{equation*}
$$

So $B^{*}=\left\{x \in K^{*}: v(x)=0\right.$ for $\left.v \in M \backslash T^{\prime}\right\}$. Notice that $\beta \in A$ divides $\theta$ if and only if $0 \leq v(\beta) \leq v(\theta)$ for $v \in M \backslash T$. Since $v(\theta)=v\left(Q \cdot P^{-l}\right)=0$ for $v \in M \backslash T^{\prime}$, this can be reformulated as

$$
\begin{equation*}
\beta \mid \theta \Leftrightarrow \beta \in B^{*}, 0 \leq v(\beta) \leq v(\theta) \text { for } v \in T^{\prime} \backslash T . \tag{10.6.10}
\end{equation*}
$$

By Lemma 10.6.2, we can effectively determine $\varepsilon_{1}, \ldots, \varepsilon_{h} \in B^{*}$, such that every element of $B^{*}$ can be expressed as

$$
\begin{equation*}
\varepsilon_{1}^{k_{1}} \cdots \varepsilon_{h}^{k_{h}} \text { with } k_{1}, \ldots, k_{h} \in \mathbb{Z} \tag{10.6.11}
\end{equation*}
$$

So in particular, the divisors of $\theta$ are of this form. By combining this with 10.6.10, we infer that the element given by 10.6.11 represents a divisor of $\theta$ if and only if there are integers $a_{v}\left(v \in T^{\prime} \backslash T\right)$ such that

$$
\begin{equation*}
\sum_{i=1}^{h} k_{i} v\left(\varepsilon_{i}\right)=a_{v}, 0 \leq a_{v} \leq v(\theta) \text { for } v \in T^{\prime} \backslash T \tag{10.6.12}
\end{equation*}
$$

As remarked before, the quantities $v(\theta), v\left(\varepsilon_{i}\right)\left(i=1, \ldots, h, v \in T^{\prime} \backslash T\right)$ can be computed. Notice that for any given $a_{v}\left(v \in T^{\prime} \backslash T\right)$, two distinct solutions $\left(k_{1}, \ldots, k_{s}\right)$ of 10.6 .12 yield elements 10.6 .11 which are associated with respect to $A^{*}$. Now for each fixed tuple $a_{v}\left(v \in T^{\prime} \backslash T\right)$ with $0 \leq a_{v} \leq v(\theta)$ for $v \in T^{\prime} \backslash T$, it can be decided whether 10.6.12 is solvable and if so, a solution $\left(k_{1}, \ldots, k_{s}\right) \in \mathbb{Z}^{s}$ can be found. These solutions give rise to elements $\delta_{1}, \ldots, \delta_{w}$ of $A$ as specified in the statement of Lemma 10.6.3

Proof of Theorem 10.1 .5 Let $A=O_{S}\left[X_{1}, \ldots, X_{q}, 1 / P\right]$ be the given integral domain, $G$ the given finite extension of $K, n$ the given integer and $\delta$ the given
non-zero element of $A$. Using Lemma 10.6.2 we compute a finite set of generators $\left\{\varepsilon_{1}, \ldots, \varepsilon_{t}\right\}$ for $A^{*}$.

Take any polynomial $f \in A[X]$ with 10.1.5). Then $D(f)=\delta \eta$ with $\eta \in A^{*}$. Writing $\eta=\varepsilon_{1}^{m_{1}} \cdots \varepsilon_{t}^{m_{t}}$ with $m_{1}, \ldots, m_{t} \in \mathbb{Z}$, and

$$
m_{i}=n(n-1) l_{i}+k_{i} \text { with } l_{i} \in \mathbb{Z}, k_{i} \in\{0, \ldots, n(n-1)-1\},
$$

we find an expression for $\eta$ of the shape $\zeta \varepsilon^{n(n-1)}$ where $\varepsilon \in A^{*}$, and $\zeta$ belongs to the effectively computable finite set

$$
\mathscr{R}:=\left\{\varepsilon_{1}^{k_{1}} \cdots \varepsilon_{t}^{k_{t}}: k_{i} \in\{0, \ldots, n(n-1)-1\} \text { for } i=1, \ldots, t\right\} .
$$

Define $f_{1}$ by

$$
f_{1}(X):=\varepsilon^{-n} f(\varepsilon X)
$$

Then

$$
\begin{equation*}
D\left(f_{1}\right)=\delta \zeta \tag{10.6.13}
\end{equation*}
$$

and $f_{1}$ is $A$-equivalent to $f$. Further, $f_{1}$ has all its zeros in $G$.
Using Theorem 10.1.1 we can compute for each $\zeta \in \mathscr{R}$ a full system of representatives for the strong $A$-equivalence classes of monic polynomials $f_{1} \in$ $A[X]$ of degree $n$ with 10.6.13, with splitting field contained in $G$. By taking the union of these systems for all $\zeta \in \mathscr{R}$, we obtain a finite set $\mathscr{S}$ of polynomials, such that every polynomial $f$ with 10.1 .5 is $A$-equivalent to at least one polynomial from $\mathscr{F}$. By means of Lemma 10.4.1 we can compute a maximal subset $\mathscr{S}_{0}$ of $\mathscr{S}$, any two distinct polynomials of which are pairwise not $A$ equivalent. Clearly, $\mathscr{S}_{0}$ is a full system of representatives for the $A$-equivalence classes of polynomials with 10.1.5. This proves Theorem 10.1.5.

Proof of Theorem 10.1.6 Let $A, \Omega, \mathfrak{D}, \delta$ be as in the statement of Theorem 10.1.6, and let $\left\{\varepsilon_{1}, \ldots, \varepsilon_{t}\right\}$ be the system of generators for $A^{*}$, computed by means of Lemma 10.6.2.

Let $\alpha \in \mathfrak{D}$ be a solution of 10.1.6, i.e., $D_{\Omega / K}(\alpha)=\delta \eta$ with $\eta \in A^{*}$. Similarly as in the proof of Theorem 10.1.5, we can write $\eta$ as $\zeta \varepsilon^{n(n-1)}$ where $\varepsilon \in A^{*}$ and $\zeta$ belongs to an effectively computable finite set $\mathscr{R}$. Put $\alpha_{0}:=\varepsilon^{-1} \alpha$. Then $\alpha_{0} \in \mathfrak{D}, \alpha$ is $A$-equivalent to $\alpha_{0}$, and

$$
\begin{equation*}
D_{\Omega / K}\left(\alpha_{0}\right)=\delta \zeta \tag{10.6.14}
\end{equation*}
$$

Using Theorem 10.1.3 we can compute, for each $\zeta \in \mathscr{R}$, a full system of representatives for the strong $A$-equivalence classes of solutions $\alpha_{0} \in \mathfrak{D}$ of 10.6.14. By taking the union of these systems, and then computing a maximal subset of pairwise not $A$-equivalent elements, we obtain a full system
of representatives for the $A$-equivalence classes of solutions of 10.1.6. This proves Theorem 10.1.6

Proof of Corollary 10.1.7 Similar to the proof of Corollary 10.1.4, by computing a set of $A$-module generators for $A_{\Omega}$.

Proof of Theorem 10.1 .8 Let $P \in O_{S}\left[X_{1}, \ldots, X_{q}\right]$ be the given polynomial, $L$ the given number field, $S$ the given set of places, $\Omega$ the given finite étale $K$-algebra, and $\mathfrak{D}$ the given $A$-order of $\Omega$, where $A=O_{S}\left[X_{1}, \ldots, X_{q}, 1 / P\right]$ and $K=L\left(X_{1}, \ldots, X_{q}\right)$. Suppose $\mathfrak{D}$ is given by a finite set of $A$-module generators $\left\{\omega_{1}, \ldots, \omega_{m}\right\}$. Put $n:=[\Omega: K]$. Since $\mathfrak{D}$ spans $\Omega$ as a $K$-vector space, there are $n K$-linearly independent elements among $\omega_{1}, \ldots, \omega_{m}$, which we may assume to be $\omega_{1}, \ldots, \omega_{n}$. Then

$$
\theta:=D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right) \neq 0 .
$$

Since by Lemma 10.6.1, the integral domain $A$ is integrally closed, we have $\theta \in A$. Using Lemma 10.6 .3 we compute a finite set $\left\{\delta_{1}, \ldots, \delta_{w}\right\}$ in $A$ such that for every $\delta \in A$ with $\delta \mid \theta$ there is $\varepsilon \in A^{*}$ such that $\delta=\delta_{i} \varepsilon$ for some $\delta_{i} \in\left\{\delta_{1}, \ldots, \delta_{w}\right\}$.

Let $\alpha \in \mathfrak{D}$ such that $A[\alpha]=\mathfrak{D}$. Then $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is an $A$-basis of $\mathfrak{D}$. Hence there are $a_{i j} \in A$ such that

$$
\omega_{i}=\sum_{j=0}^{n-1} a_{i j} \alpha^{j} \text { for } i=1, \ldots, n .
$$

Now the basis transformation formula (1.5.3) implies

$$
D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right)=\left(\operatorname{det} a_{i j}\right)^{2} D_{\Omega / K}\left(1, \alpha, \ldots, \alpha^{n-1}\right)=\left(\operatorname{det} a_{i j}\right)^{2} D_{\Omega / K}(\alpha) .
$$

Hence $D_{\Omega / K}(\alpha)$ divides $\theta$ in $A$. Consequently, there is $\delta_{i} \in\left\{\delta_{1}, \ldots, \delta_{w}\right\}$ such that

$$
\begin{equation*}
D_{\Omega / K}(\alpha) \in \delta_{i} A^{*} . \tag{10.6.15}
\end{equation*}
$$

Using Theorem 10.1.6, we compute a full system of representatives for the $A$-equivalence classes of solutions of (10.6.15), for each $\delta_{i} \in\left\{\delta_{1}, \ldots, \delta_{w}\right\}$. By taking the union of these systems, and then applying Lemma 10.5.1 we compute a finite set $\left\{\alpha_{1}, \ldots, \alpha_{R}\right\}$ of pairwise not $A$-equivalent elements of $\mathfrak{D}$ such that if $\alpha$ is any element of $\mathfrak{D}$ with $A[\alpha]=\mathfrak{D}$ then $\alpha$ is $A$-equivalent to one of $\alpha_{1}, \ldots, \alpha_{R}$. Finally, we can check for each $\alpha \in\left\{\alpha_{1}, \ldots, \alpha_{R}\right\}$ whether $A[\alpha]=\mathfrak{D}$, by expressing the given generators $\omega_{1}, \ldots, \omega_{m}$ of $\mathfrak{D}$ as $K$-linear combinations of $1, \alpha, \ldots, \alpha^{n-1}$, and checking whether the coefficients belong to $A$. This completes our proof.

### 10.7 Supplement: Effective computations in finitely generated domains

We have collected some algorithmic results for fields finitely generated over $\mathbb{Q}$ and for integral domains finitely generated over $\mathbb{Z}$. Our main references are [Seidenberg (1974)] and [Aschenbrenner (2004)]. We agree once more that upper case characters such as $X, Y$ denote variables whereas lower case characters denote elements of rings or fields. Given a ring $R$, we denote by $R^{m, n}$ the $R$-module of $m \times n$-matrices with elements in $R$, and by $R^{n}$ the $R$-module of $n$-dimensional column vectors with coordinates in $R$.

By saying that given any input from a specified set we can determine effectively an output, we mean that there exists an algorithm (i.e., a deterministic Turing machine) that, for any choice of input from the given set, computes the output in a finite number of steps. We say that an object is given effectively if it is given in such a form that it can serve as input for an algorithm.

### 10.7.1 Finitely generated fields over $\mathbb{Q}$

We start with the following.
Theorem 10.7.1 For any given positive integer $r$ and any given polynomials $P_{1}, \ldots, P_{s} \in \mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]$ we can:
(i) determine effectively whether a given polynomial $Q \in \mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]$ belongs to the ideal $I=\left(P_{1}, \ldots, P_{s}\right)$ and if so, determine effectively $Q_{1}, \ldots, Q_{s} \in$ $\mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]$ such that $Q=Q_{1} P_{1}+\cdots+Q_{s} P_{s}$ (ideal membership problem); (ii) determine effectively whether $I$ is a prime ideal of $\mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]$.

Proof The main ideas in the proofs of these results originate from [Hermann (1926)] but her arguments contain mistakes. For correct proofs, we refer to [Seidenberg (1974)]: see $\S 4$, p. 277 for (i) and $\S 46$, p. 293 for (ii) (in fact Seidenberg gives a method to determine the prime ideals associated to a given ideal $I$, which certainly enables one to decide whether $I$ is a prime ideal).

To a field $K=\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$ that is finitely generated over $\mathbb{Q}$ we may associate the polynomial ideal

$$
I:=\left\{P \in \mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]: P\left(z_{1}, \ldots, z_{r}\right)=0\right\} .
$$

By Hilbert's Basis Theorem, the ideal $I$ is finitely generated, i.e., there are $P_{1}, \ldots, P_{s} \in I$ such that $I=\left(P_{1}, \ldots, P_{s}\right)$. Then $K$ is isomorphic to the quotient field of

$$
\begin{equation*}
\mathbb{Q}\left[X_{1}, \ldots, X_{r}\right] /\left(P_{1}, \ldots, P_{s}\right), \tag{10.7.1}
\end{equation*}
$$

and $z_{1}, \ldots, z_{r}$ may be identified with the residue classes of $X_{1}, \ldots, X_{r}$ modulo $\left(P_{1}, \ldots, P_{s}\right)$. We say that $K=\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$ is effectively given if a finite set of generators $\left\{P_{1}, \ldots, P_{s}\right\}$ for the ideal $I$ is effectively given. We call $\left\{P_{1}, \ldots, P_{s}\right\}$ an ideal representation for $K$. We say that a field finitely generated over $\mathbb{Q}$ is effectively computable if an ideal represntation for it can be effectively determined.

Notice that for polynomials $P_{1}, \ldots, P_{s} \in \mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]$ to form an ideal representation of a field it is necessary and sufficient that $\left(P_{1}, \ldots, P_{s}\right)$ be a prime ideal of $\mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]$. This can be verified effectively by Theorem 10.7.1, (ii).

Let $K=\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$ be an effectively given field. We say that $y \in K$ is effectively given/can be effectively computed in terms of $z_{1}, \ldots, z_{r}$, if polynomials $P, Q \in \mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]$ are given/can be computed such that and $y=\frac{P\left(z_{1}, \ldots, z_{r}\right)}{Q\left(z_{1}, \ldots, z_{r}\right)}$. Thanks to Theorem 10.7.1 (ii) we can verify whether such an expression is well-defined (i.e., $Q\left(z_{1}, \ldots, z_{r}\right) \neq 0$ or equivalently, $\left.Q \notin I\right)$ and whether two expressions $\frac{P_{i}\left(z_{1}, \ldots, z_{r}\right)}{Q_{i}\left(z_{1}, \ldots, z_{r}\right)}(i=1,2)$ are equal (i.e., $\left.P_{1} Q_{2}-P_{2} Q_{1} \in I\right)$.

We note that if $y_{1}, \ldots, y_{m}$ are effectively given in terms of $z_{1}, \ldots, z_{r}$, then for any given polynomial $Q \in \mathbb{Q}\left[Y_{1}, \ldots, Y_{m}\right]$ it can be decided if $Q\left(y_{1}, \ldots, y_{m}\right) \neq 0$. Moreover, for any two given $P, Q \in \mathbb{Q}\left[Y_{1}, \ldots, Y_{m}\right]$ with $Q\left(y_{1}, \ldots, y_{m}\right) \neq 0$ one can effectively compute $\frac{P\left(y_{1}, \ldots, y_{m}\right)}{Q\left(y_{1}, \ldots, y_{m}\right)}$ in terms of $z_{1}, \ldots, z_{r}$.

Finally, if $y_{1}, \ldots, y_{m}$ are effectively given elements of $K$, then we say that the element $y$ is given/can be computed effectively in terms of $y_{1}, \ldots, y_{m}$, if polynomials $P, Q \in \mathbb{Q}\left[Y_{1}, \ldots, Y_{m}\right]$ are given/can be computed, such that $Q\left(y_{1}, \ldots, y_{m}\right) \neq 0$ and $y=\frac{P\left(y_{1}, \ldots, y_{m}\right)}{Q\left(y_{1}, \ldots, y_{m}\right)}$.
Theorem 10.7.2 For any $r \geq 1$ and any effectively given field $K=\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$ we can:
(i) in case that $r \geq 2$ determine effectively a finite set of generators for the ideal $I_{0}=\left\{P_{0} \in \mathbb{Q}\left[X_{1}, \ldots, X_{r-1}\right]: P_{0}\left(z_{1}, \ldots, z_{r-1}\right)=0\right\} ;$
(ii) decide effectively whether $z_{r}$ is algebraic over $K_{0}:=\mathbb{Q}\left(z_{1}, \ldots, z_{r-1}\right)$ and if so, determine effectively the monic minimal polynomial of $z_{r}$ over $K_{0}$, with coefficients given in terms of $z_{1}, \ldots, z_{r-1}$.

Proof See [Seidenberg (1974), §23 (p. 284), §25 (p. 285)].
Corollary 10.7.3 For any $r \geq 1$ and any effectively given field $K=\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$ we can:
(i) determine effectively a permutation $x_{1}, \ldots, x_{q}, y_{1}, \ldots, y_{t}$ of $z_{1}, \ldots, z_{r}$ in such a way that $x_{1}, \ldots, x_{q}$ are algebraically independent and $y_{1}, \ldots, y_{t}$ are algebraic over $\mathbb{Q}\left(x_{1}, \ldots, x_{q}\right)$;
(ii) for $i=1, \ldots$, , determine effectively the monic minimal polynomial of
$y_{i}$ over $\mathbb{Q}\left(x_{1}, \ldots, x_{q}, y_{1}, \ldots, y_{i-1}\right)$ with coefficients given in terms of $x_{1}, \ldots, x_{q}$, $y_{1}, \ldots, y_{i-1}$ (where $\left\{x_{1}, \ldots, y_{i-1}\right\}:=\left\{x_{1}, \ldots, x_{q}\right\}$ if $i=1$ ).

Proof Straightforward.
Theorem 10.7.4 For any effectively given field $K=\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$ and any $y_{1}, \ldots, y_{t}, y \in K$ given in terms of $z_{1}, \ldots, z_{r}$ we can:
(i) determine effectively a finite set of generators for the ideal

$$
\left\{P \in \mathbb{Q}\left[X_{1}, \ldots, X_{t}\right]: P\left(y_{1}, \ldots, y_{t}\right)=0\right\}
$$

(ii) decide whether $y \in \mathbb{Q}\left(y_{1}, \ldots, y_{t}\right)$ and if so, determine effectively $P, Q \in$ $\mathbb{Z}\left[Y_{1}, \ldots, Y_{t}\right]$ with $Q\left(y_{1}, \ldots, y_{t}\right) \neq 0$ and $y=\frac{P\left(y_{1}, \ldots, y_{t}\right)}{Q\left(y_{1}, \ldots, y_{t}\right)}$.

Proof By [Seidenberg (1974), §27 (p. 287)], one can compute a finite set of generators for the ideal of $P \in \mathbb{Q}\left[X_{1}, \ldots, X_{t+1}\right]$ such that $P\left(y_{1}, \ldots, y_{t}, y\right)=0$. Now (i), (ii) are an easy consequence of Theorem 10.7.2

Theorem 10.7.5 For any effectively given field $K=\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$ and any effectively given polynomial $F \in K\left[X_{1}, \ldots, X_{t}\right]$, we can determine effectively the factorization of $F$ into irreducible polynomials of $K\left[X_{1}, \ldots, X_{t}\right]$, in such a way that the coefficients of these irreducible polynomials are all given in terms of $z_{1}, \ldots, z_{r}$. In particular we can decide whether $F$ is irreducible.

Proof This follows from [Seidenberg (1974), §33-35 (p. 289)], together with a repeated application of Corollary 10.7.3.

Let $K=\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$ be an effectively given field. We say that a finite extension $L$ of $K$ is effectively given/can be effectively computed, if a monic irreducible polynomial $f \in K[X]$ is given/can be computed in terms of $z_{1}, \ldots, z_{r}$ such that $L=K(y), f(y)=0$.

Corollary 10.7.6 For any effectively given field $K=\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$ and any irreducible polynomial $f \in K[X]$ with coefficients given in terms of $z_{1}, \ldots, z_{r}$, we can:
(i) determine effectively a finite set of generators for the ideal

$$
\left\{P \in \mathbb{Q}\left[X_{1}, \ldots, X_{r}, Y\right]: P\left(z_{1}, \ldots, z_{r}, y\right)=0\right\}
$$

where $y$ is a root of $F$;
(ii) for any element of $K(y)$ given in terms of $z_{1}, \ldots, z_{r}, y$, determine effectively an expression for this element as a $K$-linear combination of $1, y, \ldots, y^{\operatorname{deg} f-1}$, with coefficients given in terms of $z_{1}, \ldots, z_{r}$.

Proof Put $L:=K(y), d:=[L: K]$. Suppose $K$ is represented by $P_{1}, \ldots, P_{s}$, i.e., $P_{1}, \ldots, P_{s}$ generate the ideal of polynomials $P \in \mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]$ for which $P\left(z_{1}, \ldots, z_{r}\right)=0$. We may express $f$ as $X^{d}+\left(a_{1} / b\right) X^{d-1}+\cdots+\left(a_{d} / b\right)$ where $a_{1}, \ldots, a_{d}, b$ are given as elements of $\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$.
Let $y^{\prime}:=b y$. Then $K\left(y^{\prime}\right)=L$ and $y^{\prime}$ has minimal polynomial $X^{d}+a_{1} X^{d-1}+$ $\cdots+b^{d-1} a_{d}$ over $K$. Let $Q_{1}, \ldots, Q_{d}$ be polynomials from $Q q\left[X_{1}, \ldots, X_{r}\right]$ with $b^{i-1} a_{i}=Q_{i}\left(z_{1}, \ldots, z_{r}\right)$ for $i=1, \ldots, d$. Then the ideal of polynomials $Q \in$ $\mathbb{Q}\left[X_{1}, \ldots, X_{r}, Y\right]$ with $Q\left(z_{1}, \ldots, z_{r}, y^{\prime}\right)=0$ is generated by $P_{1}, \ldots, P_{s}$ and $Y^{d}+$ $\sum_{i=1}^{d} Q_{i} Y^{d-i}$. Using Theorem 10.7.4, we can compute a finite set of generators for the ideal of $P \in \mathbb{Q}\left[X_{1}, \ldots, X_{r}, Y\right]$ with $P\left(z_{1}, \ldots, z_{r}, y\right)=0$, and so these form an ideal representation for $L$.
Finally, from an expression of an element of $L$ in terms of $z_{1}, \ldots, z_{r}, y$ we can compute an expression for this element as a $K$-linear combination of $1, y, \ldots, y^{d-1}$, using division by $f$ with remainder.

Corollary 10.7.7 For any effectively given field $K=\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$ and any polynomial $f \in K[X]$ with coefficients given in terms of $z_{1}, \ldots, z_{r}$ we can determine effectively the splitting field of $f$ over $K$.

Proof Denote by $L$ the splitting field of $F$ over $K$. We first factorize $f$ in $K[X]$ by means of Theorem 10.7.5. Let $f_{1}$ be one of the irreducible factors of $f$ over $K$, and define the field $K_{1}:=K\left(y_{1}\right)=K[X] /\left(f_{1}\right)$, where $y_{1}$ is the residue class of $X$ modulo $f_{1}$. By the previous result, we can compute an ideal representation for $K_{1}$. Next, compute an irreducible factor $f_{2}$ of $f /\left(X-y_{1}\right)$ in $K_{1}[X]$ and construct the field $K_{2}:=K_{1}\left(y_{2}\right)=K_{1}[X] /\left(f_{1}\right)$, etc. Continuing in this manner, we construct the splitting field $L$ of $F$ over $K$ in the form $K\left(y_{1}, \ldots, y_{n}\right)$, where $y_{1}, \ldots, y_{n}$ are the distinct roots of $f$. By induction, we obtain an ideal representation for $L$.

Corollary 10.7.8 For any effectively given field $K=\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$ and any effectively given finite extension $L=\mathbb{Q}\left(z_{1}, \ldots, z_{r}, y_{1}, \ldots, y_{n}\right)$ of $K$ of degree $d$, we can:
(i) determine effectively an element $y$ of $L$ in terms of $z_{1}, \ldots, z_{r}, y_{1}, \ldots, y_{n}$ such that $L=K(y)$, together with the monic minimal polynomial of $y$ over $K$, with coefficients given in terms of $z_{1}, \ldots, z_{r}$;
(ii) for any element of $L$ given in terms of $z_{1}, \ldots, z_{r}, y_{1}, \ldots, y_{n}$, determine effectively an expression for this element as a $K$-linear combination of $1, y, \ldots, y^{d-1}$.

Proof Let $K$ be the effectively given field. For $i=1, \ldots, n$, define $K_{i}:=$ $K\left(y_{1}, \ldots, y_{i}\right)$, put $d_{i}:=\left[K_{i}: K_{i-1}\right]$, and denote by $f_{i}$ the monic minimal polynomial of $y_{i}$ over $K_{i-1}$. The coefficients of $f_{i}$ can be computed in terms of
$z_{1}, \ldots, z_{r}, y_{1}, \ldots, y_{i-1}$ by means of Theorem 10.7.2. Then

$$
\left\{\omega_{1}, \ldots, \omega_{d}\right\}:=\left\{y_{1}^{k_{1}} \cdots y_{n}^{k_{n}}: 0 \leq k_{j}<d_{j}(j=1, \ldots, n)\right\}
$$

is a $K$-basis of $L=K_{n}$. Using Corollary 10.7 .6 we can compute, for any element of $L$ given in terms of $z_{1}, \ldots, z_{r}, y_{1}, \ldots, y_{n}$, an expression of this element as a $K$-linear combination of $\omega_{1}, \ldots, \omega_{d}$, with coefficients given in terms of $z_{1}, \ldots, z_{r}$.

Let $\sigma_{1}, \ldots, \sigma_{d}$ be the $K$-isomorphisms of $L$ into $\bar{K}$. It is easy to see that there are rational integers $c_{1}, \ldots, c_{n}$ with $\left|c_{i}\right| \leq d^{2}$ for $i=1, \ldots, n$ such that $\sum_{i=1}^{n} c_{i} \sigma_{j}\left(\omega_{i}\right)(j=1, \ldots, d)$ are all distinct. Then $y:=\sum_{i=1}^{n} c_{i} \omega_{i}$ is a primitive element of $L$ over $K$.
We determine $c_{1}, \ldots, c_{n}$ and the minimal polynomial $f$ of $y$ over $K$ (with coefficients in terms of $z_{1}, \ldots, z_{r}$ ) as follows: for each tuple of integers $\left(c_{1}, \ldots, c_{n}\right)$ with $\left|c_{i}\right| \leq d^{2}$ for $i=1, \ldots, n$, we express $1, y, y^{2}, \ldots$ as $K$-linear combinations of $\omega_{1}, \ldots, \omega_{d}$ and determine the smallest $m$ such that $1, y, \ldots, y^{m}$ are $K$-linearly dependent. As soon as $m=d$, we are done.

Let $w$ be a given element of $L$. By computing expressions for $w, 1, y, \ldots, y^{d-1}$ as $K$-linear combinations of $\omega_{1}, \ldots, \omega_{d}$ and solving a system of linear equations, we obtain an expression for $w$ as a $K$-linear combination of $1, y, \ldots, y^{d-1}$. This completes our proof.

### 10.7.2 Finitely generated domains over $\mathbb{Z}$

We need some analogues of the results mentioned above for finitely generated integral domains $\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$ instead of fields $\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$. We start with recalling some effective results of Aschenbrenner for modules and ideals over polynomial rings over $\mathbb{Z}$.
For a polynomial $P$ with integer coefficients, we denote by $H(P)$ its height (maximum of the absolute values of its coefficients) and by $\operatorname{Deg} P$ its total degree. Further, we define the polynomial ring $R:=\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$.

Theorem 10.7.9 Let $M$ be an $m \times n$-matrix with entries from $R$, and $\mathbf{b} a$ vector from $R^{m}$, such that the entries of $M$ and $\mathbf{b}$ have total degrees at most d and heights at most $H$.
(i) The R-module

$$
\left\{\mathbf{x} \in R^{n}: M \mathbf{x}=\mathbf{0}\right\}
$$

is generated by vectors, of which the coordinates are polynomials whose total degrees are bounded above by an effectively computable number $C_{1}$ depending only on $m, n, d, r$ and whose heights are bounded above by an effectively
computable number $C_{2}$ depending only on $m, n, d, r$ and $H$.
(ii) Suppose that the system

$$
M \mathbf{x}=\mathbf{b}
$$

is solvable in $\mathbf{x} \in R^{n}$. Then this system has a solution $\mathbf{x}_{0} \in R^{n}$ whose coordinates have total degrees bounded above by $C_{3}$ and heights bounded above by $C_{4}$, where both $C_{3}, C_{4}$ are effectively computable numbers depending only on $m, n, d, r$ and $H$.

Proof In [Aschenbrenner (2004)] the above theorem was proved with the constants $C_{1}=(2 m d)^{(2 r)^{c_{1} r}}, C_{2}=\exp \left((2 m(d+1))^{(2 r)^{c 2^{2} r}}(1+\log H)\right)$ (cf. his Proposition 5.2) and $C_{3}=(2 m d)^{(2 r)^{c} 3^{r}}(1+\log H)(c f$. his Theorem 6.1), where $c_{1}, c_{2}, c_{3}$ are effectively computable absolute constants. In (ii), thanks to our upper bound for the total degrees, the problem to find a solution to $M \mathbf{x}=\mathbf{b}$ reduces to solving a finite system of inhomogeneous linear equations over $\mathbb{Z}$. From, e.g., Lemma 8.5 .1 ] or a result from [Borosh, Flahive, Rubin and Treybig (1989)], it follows that if such a system is solvable in integers, then it has an integer solution with for the absolute values of the coordinates an effective upper bound in terms of the coefficients of the system. This yields a value for $C_{4}$.

Corollary 10.7.10 (Ideal membership over $\mathbb{Z})$ Let $I=\left(P_{1}, \ldots, P_{s}\right)$ be an ideal of $R$ and $Q \in I$. Suppose that $P_{1}, \ldots, P_{s}$ and $Q$ have total degrees at most $d$ and heights at most $H$. Then there exist $P_{1}, \ldots, P_{s} \in R$ of total degrees and heights bounded above by effectively computable numbers depending only on $r, d$ and $H$, such that $Q=\sum_{i=1}^{s} Q_{i} P_{i}$.

Proof Apply part (ii) of Theorem 10.7 .9 with $m=1$.
Theorem 10.7.11 Let $P_{1}, \ldots, P_{s} \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ have total degrees at most $d$ and heights at most $H$. Let $\bar{I}$ be the ideal of $\mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]$ generated by $P_{1}, \ldots, P_{s}$. Then $\bar{I} \cap \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ is an ideal generated by polynomials of total degree at most $C_{5}$ and height at most $C_{6}$, where $C_{5}$ is an effectively computable number depending only on $r$ and $d$, and $C_{6}$ an effectively computable number depending only on $r, d$ and $H$.

Proof The upper bound for the total degrees follows from [Aschenbrenner (2004), Thm. 4.7]. Computing an upper bound for the heights of the generators comes down to computing an upper bound for the absolute values of the coordinates of a basis for a $\mathbb{Z}$-module of the shape $V \cap \mathbb{Z}^{N}$ where $N$ is some positive integer and $V$ a linear subspace of $\mathbb{Q}^{N}$. It is a standard procedure to compute such a bound from a given basis of $V$ lying in $\mathbb{Z}^{N}$.

Let $A$ be an integral domain with quotient field $K$ of characteristic 0 that is finitely generated over $\mathbb{Z}$ as a $\mathbb{Z}$-algebra, say $A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$, and let

$$
I:=\left\{P \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]: P\left(z_{1}, \ldots, z_{r}\right)=0\right\}
$$

be the associated polynomial ideal. Again by Hilbert's Basis Theorem, the ideal $I$ has a finite set of generators. Any finite system of generators $P_{1}, \ldots, P_{s}$ for $I$ is called an ideal representation for $A$. In other words, $P_{1}, \ldots, P_{s}$ form an ideal representation for $A$ if $A$ is isomorphic to $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right] /\left(P_{1}, \ldots, P_{s}\right)$. As before, we say that an integral domain $A$ is effectively given/can be determined effectively if an ideal representation for $A$ is given/can be determined effectively.

We agree that an element $y$ of $A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$ is given/can be determined effectively, if a polynomial $P \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ is given/can be determined such that $y=P\left(z_{1}, \ldots, z_{r}\right)$. By means of Corollary 10.7.10 one can decide whether two expressions $P\left(z_{1}, \ldots, z_{r}\right), Q\left(z_{1}, \ldots, z_{r}\right)$ with $P, Q \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ are equal.

If $y_{1}, \ldots, y_{r}$ are effectively given elements of $A$ or $K$, we say that another element $y$ of $A$ or $K$ is effectively given/computable as a polynomial in $y_{1}, \ldots, y_{r}$ if one is given/can compute $Q \in \mathbb{Z}\left[Y_{1}, \ldots, Y_{r}\right]$ such that $y=Q\left(y_{1}, \ldots, y_{r}\right)$.

Finally, we say that a finitely generated $A$-module $M \subset K$ is effectively given/can be determined effectively, if a set of $A$-module generators of $M$ is given/can be determined effectively, i.e., each element of this set of generators can be expressed as a quotient $P\left(z_{1}, \ldots, z_{r}\right) / Q\left(z_{1}, \ldots, z_{r}\right)$ with $P, Q \in$ $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$.

We first give a method to check whether given $P_{1}, \ldots, P_{s} \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$ do form an ideal representation of an integral domain that is finitely generated over $\mathbb{Z}$.

Lemma 10.7.12 Given polynomials $P_{1}, \ldots, P_{s} \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$, it can be decided effectively whether $\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right] /\left(P_{1}, \ldots, P_{s}\right)$ is an integral domain containing $\mathbb{Z}$.

Proof Write $I=\left(P_{1}, \ldots, P_{s}\right)$, and assume $A=\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right] / I$ without loss of generality. Let $\bar{I}:=I \cdot \mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]$.
The ring $A$ is an integral domain containing $\mathbb{Z}$ if and only if $I$ is a prime ideal with $I \cap \mathbb{Z}=(0)$, and the latter is equivalent to the assertion that $\bar{I}$ is a prime ideal of $\mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]$ with $\bar{I} \cap \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]=I$ and with $1 \notin \bar{I}$. We can check using Theorem 10.7.1 whether $\bar{I}$ is a prime ideal of $\mathbb{Q}\left[X_{1}, \ldots, X_{r}\right]$ not containing 1. Further, using Theorem 10.7.11, we can determine a finite set of generators for $\bar{I} \cap \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$. Finally, by means of Corollary 10.7.10 we can check
whether these generators belong to $I$ and thus, whether $\bar{I} \cap \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]=$ $I$.

Theorem 10.7.13 For any effectively given integral domain $A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$ כ $\mathbb{Z}$ and any given monic irreducible polynomial $f \in A[X]$ with coefficients given as polynomials in $z_{1}, \ldots, z_{r}$, we can.
(i) determine effectively a finite set of generators for the ideal

$$
\left\{P \in \mathbb{Z}\left[X_{1} \ldots X_{r}, Y\right]: P\left(z_{1}, \ldots, z_{r}, y\right)=0\right\}
$$

where $y$ is a root of $f$,
(ii) for any element of $A[y]$ given as polynomial in $z_{1}, \ldots, z_{r}, y$, determine effectively an expression of this element as A-linear combination of $1, y, \ldots, y^{\operatorname{deg} f-1}$.

Proof Similar to Corollary 10.7.6.
Theorem 10.7.14 For any effectively given integral domain $A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$ with $A \supset \mathbb{Z}$, any $m \times n$-matrix $M$ with entries in the quotient field $K$ of $A$, and any column vector $\mathbf{b} \in K^{n}$, all with entries given in terms of $z_{1}, \ldots, z_{r}$ we can: (i) determine effectively a finite set of generators, with coordinates given as polynomials in $z_{1}, \ldots, z_{r}$, for the $A$-module $\left\{\mathbf{x} \in A^{n}: M \mathbf{x}=\mathbf{0}\right\}$;
(ii) decide whether $M \mathbf{x}=\mathbf{b}$ is solvable in $\mathbf{x} \in A^{n}$ and if so, determine effectively a solution with coordinates given as polynomials in $z_{1}, \ldots, z_{r}$.

Proof Suppose that $A$ is represented by $P_{1}, \ldots, P_{s} \in \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$. This means that $A \cong \mathbb{Z}\left[X_{1}, \ldots, X_{r}\right] / I$ where $I=\left(P_{1}, \ldots, P_{s}\right)$, and $z_{i}$ corresponds to the residue class of $X_{i} \bmod I$.
After multiplication with a suitable non-zero element of $A$, we may assume that $M$ and $\mathbf{b}$ have their entries in $A$, and are given as polynomials with integer coefficients in $z_{1}, \ldots, z_{r}$. Write $R:=\mathbb{Z}\left[X_{1}, \ldots, X_{r}\right]$. The columns of $M$ may be represented as the reductions mod $I$ of vectors $\mathbf{a}_{1}, \ldots, \mathbf{a}_{n} \in R^{m}$ and $\mathbf{b}$ may be represented as the reduction mod $I$ of some vector $\mathbf{c} \in R^{m}$. Let $\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}$ denote the standard basis vectors of $R^{m}$, where $\mathbf{e}_{i}$ has a 1 on the $i$-th place, and zeros elsewhere.

We first prove (ii). There exists $\mathbf{x} \in A^{n}$ with $M \mathbf{x}=\mathbf{b}$ if and only if there are $y_{1}, \ldots, y_{n} \in R$ and $y_{i j} \in R(1 \leq i \leq s, 1 \leq j \leq m)$, such that

$$
\begin{equation*}
\sum_{k=1}^{n} y_{k} \mathbf{a}_{k}+\sum_{i=1}^{s} \sum_{j=1}^{m} y_{i j} P_{i} \mathbf{e}_{j}=\mathbf{c} \tag{10.7.2}
\end{equation*}
$$

and moreover, the coordinates of $\mathbf{x}$ are the reductions $\bmod I$ of the first $n$ coordinates of

$$
\mathbf{y}=\left(y_{1}, \ldots, y_{n}, y_{11}, \ldots, y_{s m}\right)^{T} .
$$

Using Theorem 10.7.9 (ii), one can check whether 10.7.2 has a solution $\mathbf{y} \in$ $R^{n+s m}$ and if so, compute a solution. By reducing modulo $I$ we then obtain a solution $\mathbf{x} \in A^{n}$ of $M \mathbf{x}=\mathbf{b}$ with coordinates given as polynomials in $z_{1}, \ldots, z_{r}$.
The proof of (i) is similar. Completely similarly as above, we can rewrite the system $M \mathbf{x}=\mathbf{0}$ in $\mathbf{x} \in A^{n}$ into a system of type $(10.7 .2)$, but with $\mathbf{c}=\mathbf{0}$. Using Theorem 10.7.9 (i), we can determine a finite set of generators for the $R$-module of solutions of 10.7 .2 , and by reducing modulo $I$ we then obtain a finite set of generators for the $A$-module of solutions of $M \mathbf{x}=\mathbf{0}$, again with coordinates given as polynomials in $z_{1}, \ldots, z_{r}$.

Corollary 10.7.15 For any effectively given integral domain $A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$ with $A \supset \mathbb{Z}$, and any two effectively given finitely generated $A$-modules $M_{1}, M_{2} \subseteq$ $K$, we can effectively determine a finite set of A-module generators for $M_{1} \cap M_{2}$.

Proof Let $\omega_{1}, \ldots, \omega_{u}, \omega_{u+1}, \ldots, \omega_{v}$ be the given sets of $A$-module generators of $M_{1}, M_{2}$ respectively. Then the elements of $M_{1} \cap M_{2}$ are characterized by

$$
x_{1} \omega_{1}+\cdots+x_{u} \omega_{u}=x_{u+1} \omega_{u+1}+\cdots+x_{v} \omega_{v} \text { with } x_{1}, \ldots, x_{u}, \ldots, x_{v} \in A
$$

Using Theorem 10.7.14 (i) we can determine a finite set of generators for the $A$-module of solutions $\left(x_{1}, \ldots, x_{v}\right) \in A^{v}$ of this equation, and from this, a set of $A$-module generators for $M_{1} \cap M_{2}$.

Theorem 10.7.16 For any effectively given field $K=\mathbb{Q}\left(z_{1}, \ldots, z_{r}\right)$ and any $y_{1}, \ldots, y_{t}$ and $y \in K$ given in terms of $z_{1}, \ldots, z_{r}$ we can:
(i) determine effectively a finite set of generators for the ideal

$$
I=\left\{P \in \mathbb{Z}\left[Y_{1}, \ldots, Y_{t}\right]: P\left(y_{1}, \ldots, y_{t}\right)=0\right\} ;
$$

(ii) decide whether $y \in \mathbb{Z}\left[y_{1}, \ldots, y_{t}\right]$ and if so, determine effectively a polynomial $Q \in \mathbb{Z}\left[Y_{1}, \ldots, Y_{t}\right]$ such that $y=Q\left(y_{1}, \ldots, y_{t}\right)$.

Proof The algorithm of Theorem 10.7.4 computes a finite set of generators for the ideal

$$
\bar{I}:=\left\{P \in \mathbb{Q}\left[Y_{1}, \ldots, Y_{t}\right]: P\left(y_{1}, \ldots, y_{t}\right)=0\right\} .
$$

Then using Theorem 10.7.11 one can determine a finite set of generators for the intersection $\bar{I} \cap \mathbb{Z}\left[Y_{1}, \ldots, Y_{t}\right]=: I$.

By Theorem 10.7 .4 it can be decided whether $y \in \mathbb{Q}\left(y_{1}, \ldots, y_{t}\right)$ and if so, elements $a, b$ of $\mathbb{Z}\left[y_{1}, \ldots, y_{t}\right]$ can be computed, both represented as polynomials with integer coefficients in $y_{1}, \ldots, y_{t}$, such that $y=a / b$. By Theorem 10.7.14, it can be decided whether $a / b \in \mathbb{Z}\left[y_{1}, \ldots, y_{t}\right]$ and if so, a polynomial $Q \in \mathbb{Z}\left[Y_{1}, \ldots, Y_{t}\right]$ can be computed such that $a / b=Q\left(y_{1}, \ldots, y_{t}\right)$. This proves Theorem 10.7.16

Let $A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right] \supset \mathbb{Z}$ be an effectively given integral domain and $K$ its quotient field. Recall that by Theorem5.1.2, the integral closure of $A($ in $K)$ is finitely generated as an $A$-module.

Theorem 10.7.17 For any effectively given integral domain $A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$ with $A \supset \mathbb{Z}$, we can:
(i) effectively decide whether $A$ is integrally closed;
(ii) if not so, determine effectively in terms of $z_{1}, \ldots, z_{r}$ a finite set of $A$-module generators for the integral closure of A in its quotient field.

Proof This is a combination of results from [de Jong (1998)], [Matsumura (1986)] and [Matsumoto (2000)]. We briefly outline the idea.

Let $A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right] \supset \mathbb{Z}$ be an integral domain, and denote by $K$ its quotient field and by $A_{K}$ its integral closure in $K$. Let $J$ be a non-zero ideal of $A$ that is contained in the intersection of the singular prime ideals of $A$, these are the prime ideals $\mathfrak{p}$ of $A$ for which the localization $A_{\mathfrak{p}}$ is not regular (see [Eisenbud (1994), § 10.3]). Let

$$
\sqrt{J}:=\left\{a \in A: \exists n \in \mathbb{Z}_{>0} \text { with } a^{n} \in J\right\}
$$

be the radical of $J$. Define the idealizer of $\sqrt{J}$ by

$$
A_{1}:=\{x \in K: x \sqrt{J} \subseteq \sqrt{J}\} .
$$

Then $A_{1}$ is a subring of $A_{K}$ containing $A$. In [de Jong (1998)] it is shown that $A_{1} \supsetneqq A$ if and only if $A$ is not integrally closed. In [Matsumura (1986), Thm. 30.4] it is explained how to find a set of generators for a suitable $J$ and in [Matsumoto (2000)] how to compute a set of generators for $\sqrt{J}$. Let $\left\{\omega_{1}, \ldots, \omega_{m}\right\}$ be the computed set of generators for $\sqrt{J}$. Then $A_{1}=\bigcap_{i=1}^{m} \omega_{i}^{-1} \sqrt{J}$ and so a set of $A$-module generators for $A_{1}$ can be computed using Corollary 10.7.15
Using Theorem 10.7.14 (ii) we can check whether these generators belong to $A$, and thus, whether $A_{1}=A$ and $A$ is integrally closed. In case that $A_{1} \supsetneqq A$ we can compute an ideal representation for $A_{1}$ and repeat the above procedure. This leads to a sequence of subrings $A=A_{0} \varsubsetneqq A_{1} \varsubsetneqq A_{2} \varsubsetneqq \cdots$ of $A_{K}$, which must eventually terminate since $A$ is a Noetherian domain and since by Theorem 5.1.2, $A_{K}$ is a finitely generated $A$-module. The last ring in this sequence must be $A_{K}$ itself. The above procedure computes for each $i \geq 1$ a set of $A_{i-1}$-module generators for $A_{i}$. Assuming that $A_{K}=A_{i_{0}}$, we obtain a set of $A$-module generators for $A_{K}$ by taking all products $\prod_{i=1}^{i_{0}} \omega_{i}$, where $\omega_{i}$ is in the computed set of $A_{i-1}$-module generators for $A_{i}$.

Corollary 10.7.18 For any effectively given integral domain $A=\mathbb{Z}\left[z_{1}, \ldots, z_{r}\right]$ with $A \supset \mathbb{Z}$ and any effectively given finite extension $L$ of the quotient field of

A, we can compute a finite set of A-module generators for the integral closure of $A$ in $L$.

Proof Denote by $K$ the quotient field of $A$ and by $A_{L}$ the integral closure of $A$ in $L$. We have $L=K(y)$, where $y$ is a zero of an effectively given irreducible monic polynomial $f \in K[X]$. Let $d:=\operatorname{deg} f$. One can effectively determine a non-zero $a \in A$ such that $a f \in A[X]$. Then $L=K(w)$, where $w:=a y$ and $w$ is a zero of $f^{\prime}(X):=a^{d} f(X / a)$, which is an irreducible monic polynomial in $A[X]$. So $w$ is integral over $A$, and thus, $A_{L}$ is the integral closure of $A[w]=$ $\mathbb{Z}\left[z_{1}, \ldots, z_{r}, w\right]$. Using Corollary 10.7 .6 we can compute an ideal representation for $L$, and then by Theorem 10.7.16 an ideal representation for $A[w]$. Now by Theorem 10.7 .17 we can compute a set of $A[w]$-module generators for $A_{L}$, say $\left\{\omega_{1}, \ldots, \omega_{m}\right\}$. Then $\left.\omega_{i} w^{j}: i=1, \ldots, m, j=0, \ldots, d-1\right\}$ is a set of $A$-module generators for $A_{L}$.

### 10.8 Notes

- As was mentioned above, in Theorems 10.1.1 and 10.1.3 the condition that the underlying domain $A$ be integrally closed can be relaxed. More precisely, in Theorem 10.1.1 it can be replaced by the weaker condition

$$
\begin{equation*}
\left(\frac{1}{n} A^{+} \cap A_{K}^{+}\right) / A^{+} \text {is finite, } \tag{10.8.1}
\end{equation*}
$$

and in Theorem 10.1.3 by

$$
\begin{equation*}
(D \cap K)^{+} / A^{+} \text {is finite. } \tag{10.8.2}
\end{equation*}
$$

Here $A_{K}$ denotes the integral closure of $A($ in $K$ ), $n$ is the degree of the polynomials $F$ in 10.1.1, $\mathfrak{D}$ is an $A$-order of a finite étale $K$-algebra $\Omega$, and $A^{+}, A_{K}^{+}$and $(\mathfrak{D} \cap K)^{+}$ are the additive groups of $A, A_{K}$ and $\mathfrak{D} \cap K$, respectively. As is pointed out in [Evertse and Győry (2016)], for effectively given $A$, resp. $A, \Omega, \mathfrak{D}$, it can be effectively decided whether (10.8.1), resp. 10.8.2 is satisfied. Further, the condition (10.8.2) is already necessary for the finiteness assertion of Theorem 10.1.3 It is an open problem whether the condition 10.8.1 can be weakened for the finiteness in Theorem 10.1.1

- The main results of this chapter are proved by applying Theorem 4.2.1 on unit equations. Another approach would be to follow the strategy of proof in [Bérczes, Evertse and Györy (2014)]. In that paper the authors obtained effective finiteness results for Thue equations and hyper- and superelliptic equations over finitely generated domains over $\mathbb{Z}$ by combining effective results for such equations over number fields (obtained by Baker's method) and function fields (obtained by the Stothers-Mason abc-theorem for function fields [Stothers (1981)], [Mason (1983, 1984)]) with the effective specialization method described in [Evertse and Győry (2013)] or [Evertse and Győry (2015), chap. 8]. Indeed, by combining the corresponding theorems of Chapter 8 on polynomials and integral elements with given discriminant with their function field analogues from [Győry (2008b)] and [Gaál (1988)] and using the effective specialization argument mentioned above, one could establish essentially the same effective results as presented in Section 10.1 In fact, following this approach, but using a specialization method that
is not as generally applicable, Győry [Győry (1984)] already obtained results similar to those in Section 10.1 for a restricted class of integral domains.
- Also in [Győry (1984)], analogues of some results of the present chapter are established in the so-called relative case when the ground ring $A$ is a domain which is finitely generated over a field of characteristic 0 . Effective bounds are given for the so-called Degrees of the solutions of the equations in question which, however, do not imply the finiteness of the number of solutions.


## 11

## Further applications

In this chapter we present two applications of the results from Chapters 6 and 8 respectively. The first one characterizes the number fields having a canonical number system and the bases of all canonical number systems. In the second application we consider $O_{S}$-orders of finite étale algebras over an algebraic number field. Our main result is, that if $\mathfrak{D}$ is such an $O_{S}$-order, and $\mathfrak{D}$ is effectively given, then one can compute the minimal number $r$ of generators of $\mathfrak{D}$ as an $O_{S}$-algebra, and also a set $\alpha_{1}, \ldots, \alpha_{r}$ such that $\mathfrak{D}=O_{S}\left[\alpha_{1}, \ldots, \alpha_{r}\right]$.

### 11.1 Number systems and power integral bases

Number systems and their generalizations have been intensively studied for a long time. As is well-known, any non-zero integer can be uniquely written in the form $\pm \sum_{i=0}^{k} a_{i} a^{i}$, where $a \geq 2$ is a fixed integer and the $a_{i}$ are integers with $0 \leq a_{i}<a, a_{k} \neq 0$. Grünwald [Grünwald (1885)] introduced the radix representation with respect to negative bases in the following way: Let $a \leq-2$ be an integer. Then every non-zero integer can be uniquely represented in the form

$$
\sum_{i=0}^{k} a_{i} a^{i} \text { with integers } a_{i} \text { such that } 0 \leq a_{i}<|a|, a_{k} \neq 0
$$

This concept allows a far reaching generalization which was started in [Knuth (1960)]. In this section we present some generalizations and point out the close connection with power integral bases. For further results and applications, we refer to [Knuth (1998)], [Pethő (2004)], [Brunotte, Huszti and Pethő (2006)] and the references given there.

### 11.1.1 Canonical number systems in algebraic number fields

Let $K$ be an algebraic number field of degree $d$ and denote by $O_{K}$ its ring of integers.

Definition Let $\alpha \in O_{K}$ with $\left|N_{K / \mathbb{Q}}(\alpha)\right| \geq 2$. Then $\{\alpha, \mathscr{N}(\alpha)\}$ with $\mathscr{N}(\alpha)=$ $\left\{0,1, \ldots,\left|N_{K / \mathbb{Q}}(\alpha)\right|-1\right\}$ is called a canonical number system, in short CNS, in $O_{K}$ if every non-zero $\gamma \in O_{K}$ has a unique representation of the form

$$
\begin{equation*}
\gamma=a_{0}+a_{1} \alpha+\cdots+a_{k} \alpha^{k} \text { with } a_{i} \in \mathscr{N}(\alpha) \text { for } i=0, \cdots, k, a_{k} \neq 0 . \tag{11.1.1}
\end{equation*}
$$

In what follows $\alpha$ will be called the base and $\mathscr{N}(\alpha)$ the set of digits of the number system.
This is a generalization of the radix representation considered in $\mathbb{Z}$.
Remark 11.1.1 We note that in 11.1.1 the uniqueness follows already from the representability of every non-zero $\gamma \in O_{K}$. Indeed, suppose that for some $\gamma \in O_{K}$, 11.1.1 and $\gamma=a_{0}^{\prime}+a_{1}^{\prime} \alpha+\cdots+a_{l}^{\prime} \alpha^{l}$ hold with $a_{j}^{\prime} \in \mathscr{N}(\alpha)$ for $j=0, \ldots, l$. If $k>l$, we may take $a_{l+1}^{\prime}=\cdots=a_{k}^{\prime}=0$. Every residue class of $O_{K}$ modulo $\alpha$ can be represented by an integer from $\mathscr{N}(\alpha)$, and this integer is uniquely determined since $\mathscr{N}(\alpha)$ and $O_{K} /(\alpha)$ have the same cardinality. Hence $a_{0}=a_{0}^{\prime}$. Repeating this argument with $\left(\gamma-a_{0}\right) / \alpha$, we obtain $a_{1}=a_{1}^{\prime}$, and subsequently $a_{2}=a_{2}^{\prime}, \ldots, a_{k}=a_{k}^{\prime}$.

All the canonical number systems have been determined in $\mathbb{Z}$ in [Penney (1965)] and in the Gaussian integers by [Kátai and Szabó (1975)]. Later this was extended to arbitrary quadratic number fields in [Kátai and Kovács (1980, 1981)] and independently in [Gilbert (1981)].
Kovács [Kovács (1981)] gave the following necessary and sufficient condition for an arbitrary number field to have a canonical number system.

Theorem 11.1.2 Let $K$ be an algebraic number field with ring of integers $O_{K}$. Then in $O_{K}$ there exists a canonical number system if and only if $O_{K}$ has a power integral basis.

This provides a characterization of number fields having a canonical number system.
Let $\overline{\mathbb{Q}}$ be an effectively given algebraic closure of $\overline{\mathbb{Q}}$, see Section 3.7. We recall that an element $\alpha$ of $\overline{\mathbb{Q}}$ is effectively given/computable if a representation (3.7.1) for $\alpha$ is effectively given/computable. Further, a number field $K$ is said to be effectively given if $\alpha_{1}, \ldots, \alpha_{r} \in \overline{\mathbb{Q}}$ are effectively given such that $K=$ $\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{r}\right)$. If $K$ is effectively given, Corollary 6.2 .5 gives an algorithm to
decide whether $O_{K}$ has a power integral basis. Together with Theorem 11.1.2 this implies at once the following.

Theorem 11.1.3 If $K$ is effectively given, then it is effectively decidable whether there exists a canonical number system in $O_{K}$.

Corollary 6.2 .5 provides even an algorithm to determine all power integral bases in $O_{K}$. Using this, in [Kovács and Pethő (1991)] a characterization was given for the bases of all canonical number systems of $O_{K}$. By Theorem 11.1.2 it suffices to deal with the case when $O_{K}$ has a canonical number system.

Theorem 11.1.4 Suppose that $K$ is effectively given and that $O_{K}$ has a canonical number system. There exist $\alpha_{1}, \ldots, \alpha_{t} \in O_{K}, n_{1}, \ldots, n_{t} \in \mathbb{Z}$ and finite subsets $\mathscr{N}_{1}, \ldots, \mathscr{N}_{t}$ of $\mathbb{Z}$, which are all effectively computable, such that $\{\alpha, \mathscr{N}(\alpha)\}$ is a canonical number system in $O_{K}$ if and only if $\alpha=\alpha_{i}-h$ for some integers $i, h$ with $1 \leq i \leq t$ and either $h \geq n_{i}$ or $h \in \mathscr{N}_{i}$.

This implies that if there is at least one canonical number system in $O_{K}$ then there are infinitely many ones. Further, up to translation by rational integers there are only finitely many canonical number systems in $O_{K}$. Using Theorem 9.1.5. we prove that the number of such canonical number systems can be estimated from above by a bound depending only on the degree $d$ of $K$. More precisely, we have the following.

Theorem 11.1.5 Up to translation by rational integers there are at most $2^{5 d^{2}+1}$ elements $\alpha \in O_{K}$ such that $\{\alpha, \mathscr{N}(\alpha)\}$ is a canonical number system in $O_{K}$.

We note that this theorem is new, not yet published.

### 11.1.2 Proofs

Keeping the notation of the previous subsection, let again $K$ be an algebraic number field of degree $d$ with ring of integers $O_{K}$. We recall that $\left\{1, \alpha, \ldots, \alpha^{d-1}\right\}$ is a power integral basis of $O_{K}$ if and only if $O_{K}=\mathbb{Z}[\alpha]$.

To prove Theorem 11.1.2 we need the following two lemmas.
Lemma 11.1.6 If $\{\alpha, \mathscr{N}(\alpha)\}$ is a canonical number system in $O_{K}$ then $O_{K}=$ $\mathbb{Z}[\alpha]$.

Proof Let $\{\alpha, \mathscr{N}(\alpha)\}$ be a canonical number system in $O_{K}$ and let $f(X)=$ $X^{d}+p_{d-1} X^{d-1}+\cdots+p_{0}$ be the minimal polynomial of $\alpha$ over $\mathbb{Z}$. Then every $\gamma \in$ $O_{K}$ has a unique representation in the form 11.1.1 with $a_{0}, \ldots, a_{k} \in \mathscr{N}(\alpha)$.

Putting $B(X)=a_{k} X^{k}+a_{k-1} X^{k-1}+\cdots+a_{0}$, there is a uniquely determined polynomial $B_{0}(X)$ of degree at most $d-1$ with integral coefficients such that

$$
B(X) \equiv B_{0}(X)(\bmod f(X))
$$

This implies that $\gamma=B_{0}(\alpha)$ which proves our lemma.
Lemma 11.1.7 Assume that $O_{K}=\mathbb{Z}[\alpha]$ for some $\alpha \in O_{K}$ and that the minimal polynomial $f(X)=X^{d}+p_{d-1} X^{d-1}+\cdots+p_{0}$ of $\alpha$ over $\mathbb{Z}$ has the property $1 \leq p_{d-1} \leq \cdots \leq p_{0}$ with $p_{0} \geq 2$. Then $\{\alpha, \mathscr{N}(\alpha)\}$ is a canonical number system in $O_{K}$.

Proof By assumption, every $\gamma \in O_{K}$ can be written in the form $\gamma=u_{0}+$ $u_{1} \alpha+\cdots+u_{d-1} \alpha^{d-1}$ with suitable integers $u_{0}, \ldots, u_{d-1}$. Let $g(X)=u_{d-1} X^{d-1}+$ $\cdots+u_{1} X+u_{0}$. There exists a polynomial $t(X)$ with suitable non-negative integer coefficients such that $g(X)+t(X) f(X)=v_{0}+v_{1} X+\cdots+v_{m} X^{m}$ with non-negative integers $v_{0}, \ldots, v_{m}$. Then $\gamma=g(\alpha)=v_{0}+v_{1} \alpha+\cdots+v_{m} \alpha^{m}$.

Consider an arbitrary representation $\gamma=v_{0}+v_{1} \alpha+\cdots+v_{m} \alpha^{m}$, where $v_{0}, \ldots, v_{m}$ are non-negative integers. We may assume here that $m \geq d+1$. Let $T(\gamma, v):=v_{0}+v_{1}+\cdots+v_{m}$. For $\gamma \neq 0$, this is a positive integer. Since $p_{0} \geq 2$, we have $v_{0}=r_{0}+L p_{0}$ with some $r_{0} \in \mathscr{N}(\alpha)$ and non-negative integer $L$. Then, putting $p_{d}=1$, we get

$$
\begin{aligned}
\gamma & =\gamma+L \cdot(\alpha-1) P(\alpha) \\
& =r_{0}+\sum_{i=1}^{d}\left(v_{i}-L p_{i}+L p_{i-1}\right) \alpha^{i}+\left(v_{d+1}+L\right) \alpha^{d+1}+\cdots+v_{m} \alpha^{m} \\
& =v_{0}^{*}+v_{1}^{*} \alpha+\cdots+v_{m}^{*} \alpha^{m}
\end{aligned}
$$

with non-negative integers $v_{0}^{*}, \ldots, v_{m}^{*}$ such that $v_{0}^{*}=r_{0}$. Let $\gamma_{1}=v_{1}^{*}+v_{2}^{*} \alpha+$ $\cdots+v_{m}^{*} \alpha^{m-1}$. Then $0 \leq T\left(\gamma_{1}, v^{*}\right)=T(\gamma, v)-v_{0}^{*} \leq T(\gamma, v)$ and $\gamma=r_{0}+\beta_{1} \alpha$. By repeating this procedure we get $\gamma_{1}=r_{1}+\gamma_{2} \alpha, \gamma_{2}=r_{2}+\gamma_{3} \alpha, \ldots$, where $r_{i} \in \mathscr{N}(\alpha)$ for each $i \geq 0, T(\gamma, v) \geq T\left(\gamma_{1}, v\right) \geq \cdots$ and $T\left(\gamma_{i}, v\right)=T\left(\gamma_{i+1}, v\right)$ only if $r_{i}=0$. Since $\left\{T\left(\gamma_{k}, \alpha\right)\right\}$ is a monotone non-increasing sequence of nonnegative integers, for a suitable integer $M$ we have $T\left(\gamma_{k}, v\right)=T\left(\gamma_{k+1}, v\right)$ for $k \geq M$. Consequently, $r_{k}=0$ and $\gamma_{k}=\gamma_{k+1} \alpha$ if $k \geq M$. So $\alpha^{i}$ divides $\gamma_{M}$ in $O_{K}$ and hence $N_{K / \mathbb{Q}}(\alpha)^{i}$ divides $N_{K / \mathbb{Q}}\left(\gamma_{M}\right)$ in $\mathbb{Z}$ for every integer $i \geq 1$. But by assumption $\left|N_{K / \mathbb{Q}}(\alpha)\right|=p_{0} \geq 2$, thus it follows that $\gamma_{M}=0$ and so $\gamma=r_{0}+r_{1} \alpha+\cdots+r_{M-1} \alpha^{M-1}$ with $r_{0}, \ldots, r_{M-1} \in \mathscr{N}(\alpha)$. Further, by Remark 11.1.1, this representation is unique. This completes the proof.

Proof of Theorem 11.1.2 If $\{\alpha, \mathscr{N}(\alpha)\}$ is a canonical number system in $O_{K}$ then, by Lemma $11.1 .6 O_{K}=\mathbb{Z}[\alpha]$ holds, i.e. $\left\{1, \alpha, \ldots, \alpha^{d-1}\right\}$ is a power integral basis of $O_{K}$ with $d=[K: \mathbb{Q}]$.

Conversely, suppose that $\alpha$ generates a power integral basis of $O_{K}$, and let $f(X)=X^{d}+p_{d-1} X^{d-1}+\cdots+p_{0} \in \mathbb{Z}[X]$ be the minimal polynomial of $\alpha$ over $\mathbb{Z}$. Then for every large integer $N$ we have

$$
f_{N}(X):=f(X+N)=X^{d}+b_{d-1} X^{d-1}+\cdots+b_{0} \in \mathbb{Z}[X]
$$

such that $1 \leq b_{s} \leq b_{s-1}$ for $s=1, \ldots, d-1$ and $b_{0} \geq 2$. But, for $\beta=\alpha-N$, $f_{N}(\beta)=0$ and $\left\{1, \beta, \ldots, \beta^{d-1}\right\}$ is also a power integral basis of $O_{K}$. Hence, by Lemma 11.1.7, $\{\beta, \mathscr{N}(\beta)\}$ is a canonical number system in $O_{K}$.

In the proof of Theorem 11.1.4 we need again several lemmas. As above, $K$ denotes an algebraic number field of degree $d$ with ring of integers $O_{K}$. We denote by $\sigma_{1}, \ldots, \sigma_{d}$ the $\mathbb{Q}$-isomorphisms of $K$ into $\mathbb{C}$, and put $\beta^{(j)}:=\sigma_{j}(\beta)$ for $\beta \in K, K^{(j)}:=\sigma_{j}(K), O_{K}^{(j)}:=\sigma_{j}\left(O_{K}\right)$.

Lemma 11.1.8 Let $\{\beta, \mathscr{N}(\beta)\}$ be a canonical number system in $O_{K}$. Then $\left|\beta^{(j)}\right|>1$ for $j=1, \ldots, d$.

Proof First suppose that $\left|\beta^{(j)}\right|=1$ for some $j$. Then $\left(\beta^{(j)}\right)^{-1}$ is equal to the complex conjugate of $\beta^{(j)}$. Hence $\left(\beta^{(j)}\right)^{-1}$, and so $\beta^{-1}$ is an algebraic integer. But then $\beta$ is a unit in $O_{K}$, whence $\left|N_{K / \mathbb{Q}}(\beta)\right|=1$ which is impossible because $\{\beta, \mathscr{N}(\beta)\}$ is a canonical number system.
Next suppose that $\left|\beta^{(j)}\right|<1$ for some $j$. Every $\gamma \in O_{K}$ has a representation of the form

$$
\gamma=a_{0}+a_{1} \beta+\cdots+a_{k} \beta^{k} \text { with } a_{i} \in \mathscr{N}(\beta) \text { for } i=0, \ldots, k
$$

Then

$$
\left|\gamma^{(j)}\right| \leq \frac{A}{1-\left|\beta^{(j)}\right|},
$$

where $A:=\left|N_{K / \mathbb{Q}}(\beta)\right|-1 \geq 1$. But this is impossible because $O_{K}^{(j)}$ has elements in absolute value larger than $A /\left(1-\left|\beta^{(j)}\right|\right)$. This completes the proof.

Lemma 11.1.9 Let $\beta \in O_{K}$ be of degree d over $\mathbb{Q}$ such that $\left|\beta^{(j)}\right|>1$ for $j=1, \ldots$, d. Put $A:=\left|N_{K / Q}(\beta)\right|-1$. Then for every $\gamma \in \mathbb{Z}[\beta]$ and every integer $k \geq 1$ there exist $a_{0}, \ldots, a_{k-1} \in \mathscr{N}(\beta)$ and $\gamma^{\prime} \in \mathbb{Z}[\beta]$ such that

$$
\begin{equation*}
\gamma=\sum_{i=0}^{k-1} a_{i} \beta^{i}+\gamma^{\prime} \beta^{k} \tag{11.1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\gamma^{(j)}\right|<\frac{\left|\gamma^{(j)}\right|}{\left|\beta^{(j)}\right|^{k}}+\frac{A}{\left|\beta^{(j)}\right|-1} \text { for } j=1, \ldots, d \text {. } \tag{11.1.3}
\end{equation*}
$$

Proof Let $X^{d}+b_{d-1} X^{d-1}+\cdots+b_{0}$ be the minimal polynomial of $\beta$ over $\mathbb{Z}$. Then $\left|b_{0}\right|=\left|N_{K / \mathbb{Q}}(\beta)\right|$. Let $\gamma \in \mathbb{Z}[\beta]$. The assertion (11.1.2) is trivial for $k=1$. Assume that it holds for some $k \geq 1$, i.e

$$
\begin{equation*}
\gamma=\sum_{i=0}^{k-1} a_{i} \beta^{i}+\gamma_{k} \beta^{k} \tag{11.1.4}
\end{equation*}
$$

where $a_{i} \in \mathscr{N}(\beta)$ for $i=0, \ldots, k-1$ and $\gamma_{k} \in \mathbb{Z}[\beta]$. Then there are $c_{0}, \ldots, c_{d-1} \in$ $\mathbb{Z}$ such that

$$
\gamma_{k}=c_{0}+c_{1} \beta+\cdots+c_{d-1} \beta^{d-1} .
$$

Let $a \in \mathscr{N}(\beta)$ with $a \equiv c_{0}\left(\bmod \left|b_{0}\right|\right)$ and $h=\left(c_{0}-a\right) / b_{0}$. Then we have

$$
\begin{aligned}
\gamma_{k} & =\gamma_{k}-h\left(b_{0}+b_{1} \beta+\cdots+b_{d-1} \beta^{d-1}+\beta^{d}\right) \\
& =a+\left(c_{1}-h b_{1}\right) \beta+\cdots+\left(c_{d-1}-h b_{d-1}\right) \beta^{d-1}-h \beta^{d} \\
& =a+\beta \gamma_{k+1}
\end{aligned}
$$

with some $\gamma_{k+1} \in \mathbb{Z}[\beta]$. Inserting this into (11.1.4), we get (11.1.4) with $k$ replaced by $k+1$. This proves 11.1 .2 for any $\gamma \in \mathbb{Z}[\beta]$. Finally, 11.1.3) easily follows from (11.1.2) by taking the conjugates of (11.1.2) and deducing

$$
\left|\gamma^{\prime(j)}\right| \leq \frac{\left|\gamma^{(j)}\right|}{\left|\beta^{(j)}\right|^{k}}+\frac{1}{\left|\beta^{(j)}\right|^{k}} \sum_{i=0}^{k-1}\left|a_{i}\right|\left|\beta^{(j)}\right|^{i} \text { for } j=1, \ldots, d
$$

This immediately implies 11.1.3.
Lemma 11.1.10 Let $\beta \in O_{K}$ and $A:=\left|N_{K / Q}(\beta)\right|-1$. Then $\{\beta, \mathscr{N}(\beta)\}$ is a canonical number system in $O_{K}$ if and only if
(i) $\left|\beta^{(j)}\right|>1$ for $j=1, \ldots, d$,
(ii) $\mathbb{Z}[\beta]=O_{K}$,
(iii) every $\gamma \in O_{K}$ with

$$
\begin{equation*}
\left|\gamma^{(j)}\right| \leq \frac{A}{\left|\beta^{(j)}\right|-1} \text { for } j=1, \ldots, d \tag{11.1.5}
\end{equation*}
$$

has a representation of the form

$$
\gamma=a_{0}+a_{1} \beta+\cdots+a_{k} \beta_{k} \text { with } a_{i} \in \mathscr{N}(\beta) \text { for } i=0, \ldots, k
$$

Proof The necessity of (i) follows from Lemma 11.1.8, and the necessity of (ii) and (iii) is obvious.

We prove now the sufficiency of (i), (ii) and (iii). Let $\gamma \in O_{K}$. Then by (ii) we have $\gamma \in \mathbb{Z}[\beta]$. By (i) there exists for any $\epsilon>0$ an integer $k=k(\epsilon)$ for which

$$
\left|\gamma^{(j)}\right|<\epsilon\left|\beta^{(j)}\right|^{k} \text { for } j=1, \ldots, d
$$

By Lemma 11.1 .9 there are $a_{0}, \ldots, a_{k-1}$ in $\mathscr{N}(\beta)$ such that

$$
\begin{equation*}
\gamma=\sum_{i=0}^{k-1} a_{i} \beta^{i}+\gamma_{k} \beta^{k} \tag{11.1.6}
\end{equation*}
$$

and

$$
\left|\gamma_{k}^{(j)}\right| \leq \frac{\left|\gamma^{(j)}\right|}{\left|\beta^{(j)}\right|^{k}}+\frac{A}{\left|\beta^{(j)}\right|-1}<\epsilon+\frac{A}{\left|\beta^{(j)}\right|-1} \text { for } j=1, \ldots, d .
$$

For $\epsilon=1$, this inequality has only finitely many solutions in $\gamma_{k}$. Consequently, we can choose $\epsilon$ so small that, for a corresponding $k$,

$$
\left|\gamma_{k}^{(j)}\right| \leq \frac{A}{\left|\beta^{(j)}\right|-1}, j=1, \ldots, d
$$

holds. By (iii) and 11.1.6 we get the desired representation of $\gamma$. Lemma 11.1.10 is proved.

For the proof of Theorem 11.1.4 we need a further characterization. Denote by $r_{2}$ the number of pairs of non-real conjugates of $K$.

Lemma 11.1.11 Keep the notation of Lemma 11.1.10 and put

$$
\begin{gathered}
C_{1}:=\left(\frac{2^{r_{2}+1}(A+1)}{\left|D_{K / \mathbb{Q}}(\beta)\right|^{1 / 2}} \sqrt{\sum_{j=1}^{d}\left(\frac{1}{\beta^{(j)} \mid-1}\right)^{2}}\left(d|\beta|^{d}\right)^{\frac{d-1}{2}}\right)^{d} \\
C_{2}:=\max _{1 \leq j \leq d}\left[\frac{\log (A+1)}{\log \left|\beta^{(j)}\right|}\right]+1 .
\end{gathered}
$$

Then $\{\beta, \mathscr{N}(\beta)\}$ is a canonical number system in $O_{K}$ if and only if (i), (ii) from Lemma 11.1.10 hold and if moreover
(iv)

$$
\frac{\sum_{i=0}^{k-1} a_{i} \beta^{i}}{\beta^{k}-1} \notin O_{K}
$$

holds for each integer $k$ with

$$
\begin{equation*}
0<k \leq C_{1} C_{2} \tag{11.1.7}
\end{equation*}
$$

and for each $a_{0}, \ldots, a_{k-1} \in \mathscr{N}(\beta)$ with $a_{i} \neq 0$ for at least one $i \in\{0, \ldots, k-1\}$.
It is easy to check that both factors $C_{1}$ and $C_{2}$ are greater than 1.
Proof In the proof of Lemma 11.1 .10 we have seen that (i) and (ii) are necessary conditions for $\{\beta, \mathscr{N}(\beta)\}$ to be a canonical number system in $O_{K}$. Assume
now that $\{\beta, \mathscr{N}(\beta)\}$ is a canonical number system in $O_{K}$ and that there exists an integer $k>0$ with (11.1.7) and $a_{i} \in \mathscr{N}(\beta)$ for $i=1, \ldots, k-1$, such that

$$
0 \neq \gamma=\frac{\sum_{i=0}^{k-1} a_{i} \beta^{i}}{\beta^{k}-1} \in \mathbb{Z}[\beta] .
$$

Then

$$
\begin{equation*}
-\gamma=\sum_{i=0}^{k-1} a_{i} \beta^{i}-\gamma \beta^{k} \tag{11.1.8}
\end{equation*}
$$

But $-\gamma$ can be represented in the form

$$
-\gamma=b_{0}+b_{1} \beta+\cdots+b_{h} \beta^{h}, \text { with } b_{i} \in \mathscr{N}(\beta) \text { for } i=1, \ldots, h .
$$

Inserting this into the right-hand side of (11.1.8, we get a second finite representation of $-\gamma$ in $\{\beta, \mathscr{N}(\beta)\}$ which is not allowed. Hence assumption (iv) is indeed necessary.
To prove the sufficiency of (iv), it is enough to show that, subject to the conditions (i) and (ii), each $\gamma \in O_{K}$ with

$$
\begin{equation*}
\left|\gamma^{(j)}\right| \leq \frac{A+1}{\left|\beta^{(j)}\right|-1} \text { for } j=1, \ldots, d \tag{11.1.9}
\end{equation*}
$$

has a representation in $\{\beta, \mathscr{N}(\beta)\}$.
Let $K^{(1)}, \ldots, K^{\left(r_{1}\right)}$ be the images of the real embeddings, and $K^{\left(r_{1}+1\right)}, \overline{K^{\left(r_{1}+1\right)}}$, $\ldots, K^{\left(r_{1}+r_{2}\right)}, \overline{K^{\left(r_{1}+r_{2}\right)}}$ the images of the complex conjugate pairs of complex embeddings of $K$, where $r_{1}+2 r_{2}=d$. Then 11.1.9 implies that

$$
\left.\begin{array}{l}
\left|\gamma^{(j)}\right| \leq \frac{A}{\left|\beta^{(j)}\right|-1} \text { for } j=1, \ldots, r_{1},  \tag{11.1.10}\\
\left|\operatorname{Re} \gamma^{\left(r_{1}+j\right)}\right|,\left|\operatorname{Im} \gamma^{\left(r_{1}+j\right)}\right| \leq \frac{A+1}{\left|\beta^{(j)}\right|-1} \text { for } j=1, \ldots, r_{2} .
\end{array}\right\}
$$

Write $\gamma=c_{0}+c_{1} \beta+\cdots+c_{d-1} \beta^{d-1}$ with $c_{i} \in \mathbb{Z}$ for $i=0, \ldots, d-1$. Using Cramer's rule and Hadamard's inequality, one can see that the number of solutions of 11.1 .10 in $c_{0}, c_{1}, \ldots, c_{d-1}$, and so the number of $\gamma \in O_{K}$ satisfying 11.1.9 is bounded above by $C_{1}$.

Let $\gamma \in O_{K}$ satisfying 11.1.9. Choose $k$ so that $k=C_{2}$. Then 11.1.7 holds and

$$
\frac{\left|\gamma^{(j)}\right|}{\left|\beta^{(j)}\right|^{k}} \leq \frac{A+1}{\left|\beta^{(j)}\right|^{k}\left(\left|\beta^{(j)}\right|-1\right)} \leq \frac{1}{\left|\beta^{(j)}\right|-1} \text { for } j=1, \ldots, d
$$

By Lemma 11.1 .9 there are $a_{0}, \ldots, a_{k-1} \in \mathscr{N}(\beta)$ and $\gamma_{1} \in O_{K}$ such that

$$
\gamma=\sum_{i=0}^{k-1} a_{i} \beta^{i}+\gamma_{1} \beta^{k}
$$

and $\gamma_{1}$ satisfies 11.1.9). Repeating the application of Lemma 11.1 .9 to $\gamma_{1}$, $\gamma_{2}, \ldots$ instead of $\gamma$ we get a sequence $\gamma, \gamma_{1}, \gamma_{2}, \ldots$ of elements of $O_{K}$ with (11.1.9. This procedure either terminates with $\gamma_{i^{\prime}}=0$ for some $i^{\prime}$, and then the lemma is proved, or will be periodic. If it is periodic, then we may assume that it is purely periodic, i.e.

$$
\begin{equation*}
\gamma=a_{0}+a_{1} \beta+\cdots+a_{h-1} \beta^{h-1}+\gamma \beta^{h} \tag{11.1.11}
\end{equation*}
$$

holds with $a_{i} \in \mathscr{N}(\beta)$ for $i=0, \ldots, h-1$ and $h \leq C_{1} C_{2}$. At least one of $a_{i}$ is non-zero because otherwise $\beta$ would be a root of unity. Now 11.1.11 implies that

$$
-\gamma=\left(a_{0}+a_{1} \beta+\cdots+a_{h-1} \beta^{h-1}\right) /\left(\beta^{h}-1\right) \in O_{K}
$$

which contradicts condition (iv). This completes the proof of Lemma 11.1.11.

In the next two lemmas we assume that the number field $K$ is effectively given.

Lemma 11.1.12 Assume that $O_{K}=\mathbb{Z}[\alpha]$ for some $\alpha \in O_{K}$. If $\alpha$ is effectively given in $K$ then there is an effectively computable $N_{0} \in \mathbb{Z}$ such that $\{\alpha-N, \mathscr{N}(\alpha-N)\}$ is a canonical number system in $O_{K}$ for all $N \geq N_{0}$.
Proof Since by assumption $\alpha$ is effectively given, its minimal polynomial over $\mathbb{Z}$, denoted by $f(X)=X^{d}+a_{d-1} X^{d-1}+\cdots+a_{0}$, is effectively computable. For an integer $N>0$, let $f(X+N)=X^{d}+b_{d-1}(N) X^{d-1}+\cdots+b_{0}(N)$. The $b_{i}(N)$ are polynomials in $N$ and there is an effectively computable integer $N_{0}$ such that

$$
1 \leq b_{d-1}(N) \leq \cdots \leq b_{0}(N) \text { and } b_{0}(N) \geq 2 \text { for } N \geq N_{0}
$$

Applying now Lemma 11.1.7 to $f(X+N)$, it follows that $\{\alpha-N, \mathscr{N}(\alpha-N)\}$ is a canonical number system if $N \geq N_{0}$.

Lemma 11.1.13 Assume that $O_{K}=\mathbb{Z}[\alpha]$ for some $\alpha \in O_{K}$. If $\alpha$ is effectively given in $K$ then there exists an effectively computable $M_{0} \in \mathbb{Z}$ such that $\{\alpha+M, \mathscr{N}(\alpha+M)\}$ is a canonical number system in $O_{K}$ for all $M>M_{0}$.

Proof Let $f(X)$ be as in the proof of Lemma 11.1.12. Let $M>0$ be an integer and $f(X-M)=X^{d}+C_{d-1}(M) X^{d-1}+\cdots+C_{0}(M)$. Then $C_{0}(M)=f(-M)$, hence there exists an effectively computable $M_{0} \in \mathbb{Z}$ such that $\left|C_{0}(M)\right|$ is strictly decreasing (strictly increasing if $d$ is even) for $M \geq M_{0}$. This means that $\left|C_{0}(M)\right| \geq 2$ and $\left|C_{0}(M)\right| \in \mathscr{N}(\alpha+M+1)$ if $M \geq M_{0}$. Further, we have

$$
\frac{\left|C_{0}(M)\right|}{(\alpha+M+1)-1}=\frac{\left|C_{0}(M)\right|}{\alpha+M} \in O_{K}
$$

and so, by Lemma 11.1.11, $\{\alpha+M+1, \mathscr{N}(\alpha+M+1)\}$ is not a canonical number system.

Proof of Theorem 11.1.4 Suppose that $K$ is effectively given and that there is a canonical number system $\{\alpha, \mathscr{N}(\alpha)\}$ in $O_{K}$. Then, by Lemma 11.1.6, $\left\{1, \alpha, \ldots, \alpha^{d-1}\right\}$ is an integral basis of $O_{K}$. Further, it follows from Corollary 6.2 .5 that there are effectively computable elements $\alpha_{1}, \ldots, \alpha_{t}$ in $O_{K}$ such that $\alpha=\alpha_{i}+h$ for some $i$ with $1 \leq i \leq t$ and some rational integer $h$.

Let $i$ be fixed with $1 \leq i \leq t$. By Lemma 11.1.13 one can effectively determine an integer $M_{i}$ such that $\left\{\alpha_{i}+M, \mathscr{N}\left(\alpha_{i}+M\right)\right\}$ is not a canonical number system for every integer $M>M_{i}$. On the other hand, it follows from Lemma 11.1 .12 that there is an effectively computable integer $N_{i}$ such that $\left\{\alpha_{i}+N, \mathscr{N}\left(\alpha_{i}+N\right)\right\}$ is a canonical number system for all integers $N \leq N_{i}$. Finally, by Lemma 11.1.11 it is possible to decide for every integer $m$ with $N_{i}<$ $m \leq M_{i}$ whether $\left\{\alpha_{i}+m, \mathscr{N}\left(\alpha_{i}+m\right)\right\}$ is a canonical number system. Denoting by $\mathscr{N}_{i}$ the set of those $m$ for which $N_{i}<m \leq M_{i}$ and $\left\{\alpha_{i}+m, \mathscr{N}\left(\alpha_{i}+m\right)\right\}$ is a canonical number system and taking $n_{i}=-N_{i}, \mathscr{N}_{i}$ and $n_{i}$ satisfy the assertion of Theorem 11.1.4 which completes the proof.

Proof of Theorem 11.1.5 If $\{\alpha, \mathscr{N}(\alpha)\}$ is a canonical number system in $O_{K}$, then by Lemma $11.1 .6\left\{1, \alpha, \ldots, \alpha^{d-1}\right\}$ is a power integral basis of $O_{K}$. But Theorem 9.1 .5 implies that up to translation by rational integers the number of such $\alpha$ is at most $2^{5 d^{2}+1}$. This proves our theorem.

### 11.1.3 Notes

- Let $K$ be an algebraic number field, and $O_{K}$ its ring of integers. Theorem 11.1 .4 makes it possible, at least in principle, to determine all canonical number systems in $O_{K}$. Combining their method of proof with Corollary 6.2.5 Kovács and Pethő [Kovács and Pethő (1991)] gave an algorithm for deciding whether $\{\beta, \mathscr{N}(\beta)\}$ is a canonical number system. Brunotte [Brunotte (2001)] considerably improved their procedure. This provided an efficient algorithm for finding all such number systems, provided that one has an efficient algorithm for determining all power integral bases in $O_{K}$. As was seen in Chapter 7. such an algorithm is known if the degree of $K$ is at most 6 and the discriminant is not large in absolute value. Combining the results of [Gaál and Schulte (1989)] and the enumeration technique of [Fincke and Pohst (1983)] with their Theorem 11.1.4 Kovács and Pethő [Kovács and Pethő (1991)] computed all but one classes of bases of canonical number systems in the rings of integers of totally real cubic fields with discriminant $\leq 564$. For complete determination of canonical number systems in some other cubic and some quartic number fields, see [Körmendi (1986)], [Brunotte (2001)], [Akiyama, Brunotte and Pethő (2003)], [Pethő (2004)], [Brunotte, Huszti and Pethő (2006)] and the references given there.
- Kovács and Pethő [Kovács and Pethő (1991)] proved their Theorem 11.1.4 in a more
general form, for orders of $O_{K}$ instead of $O_{K}$. Further, they generalized the concept of canonical number systems to arbitrary integral domains.

Let $A$ be an integral domain, $\alpha$ an element of $A$ and $\mathscr{N}=\left\{n_{1}, \ldots, n_{m}\right\}$ a finite subset of $\mathbb{Z}$. They called $\{\alpha, \mathscr{N}\}$ a number system in $A$ if any $\gamma \in A$ can be uniquely represented as

$$
\gamma=a_{0}+a_{1} \alpha+\cdots+a_{k} \alpha^{k} \text { with } a_{i} \in \mathscr{N} \text { for } i=0, \ldots, k \text { and } a_{k} \neq 0 \text { if } k>0 .
$$

If the characteristic of $A$ is a prime $p$, then we may identify any $n \in \mathbb{Z}$ with $n 1 \in A$, where $0 \leq n 1<p$ and 1 is the identity element of $A$. Hence, in this case we may assume without loss of generality that $\mathscr{N} \subseteq\{0, \ldots, p-1\}$.

We denote by $\mathbb{F}_{p}$ the finite field with $p$ elements, where $p$ is a prime. The following theorems were proved in [Kovács and Pethő (1991)].

Theorem 11.1.14 In A there exists a number system if and only if
(i) $A=\mathbb{Z}[\alpha]$ for some $\alpha$ algebraic over $\mathbb{Q}$, if char $A=0$,
(ii) $A=\mathbb{F}_{p}[x]$, where $x$ is transcendental over $\mathbb{F}_{p}$, if char $A=p$ for some prime $p$.

This theorem generalizes a result of [Kovács (1989)], where integral domains with some special number systems were characterized.

If char $A=p>0$, then $A=\mathbb{F}_{p}[x]$ and, in this case, all number systems can be described.

Theorem 11.1.15 $\{\alpha, \mathscr{N}\}$ is a number system in $\mathbb{F}_{p}[x]$ if and only if $\alpha=a_{0}+a_{1} x$, where $a_{0}, a_{1} \in \mathbb{F}_{p}, a_{1} \neq 0$ and $\mathscr{N}=\{0,1, \ldots, p-1\}$.

- Let $f(X) \in \mathbb{Z}[X]$ be a monic polynomial of degree $d$ and put $p_{0}=f(0)$. If for every $A(X) \in \mathbb{Z}[X]$ there exist $0 \leq a_{j}<\left|p_{0}\right|, j=0, \ldots, k$, such that

$$
A(X) \equiv \sum_{j=0}^{k} a_{j} X^{j}(\bmod f(X))
$$

then $f(X)$ is called a CNS polynomial. This notion which was introduced in [Pethő (1991)] is a natural generalization of the CNS in number fields by taking for $f(X)$ the minimal polynomial of the base of a CNS. The CNS concept was further generalized in [Akiyama, Borbély, Brunotte, Pethő and Thuswalder (2005)] to shift radix systems (SRS) as follows: For $\mathbf{r} \in \mathbb{R}^{d}$ let $\tau_{\mathbf{r}}: \mathbb{Z}^{d} \rightarrow \mathbb{Z}^{d}$ be the mapping defined by $\tau_{\mathbf{r}}(\mathbf{a})=$ $\left(a_{2}, \ldots, a_{d},-\lfloor\mathbf{r} \cdot \mathbf{a}\rfloor\right)$ for $\mathbf{a}=\left(a_{1}, \ldots, a_{d}\right) \in \mathbb{Z}^{d}$, where $\mathbf{r} \cdot \mathbf{a}$ denotes the scalar product of $\mathbf{r}$ and $\mathbf{a}$. The mapping $\tau_{\mathbf{r}}$ is called SRS with finiteness property if for every $\mathbf{a} \in \mathbb{Z}^{d}$ there exists an integer $k \geq 0$ such that $\tau_{\mathbf{r}}^{k}(\mathbf{a})=\mathbf{0}$. In [Akiyama et al. (2005)] it was proved among others that $f(X)=X^{d}+p_{d-1} X^{d-1}+\cdots+p_{0} \in \mathbb{Z}[X]$ is a CNS polynomial if and only if $\tau_{\mathbf{r}}$ is a SRS with finiteness property for $\mathbf{r}=\left(\frac{1}{p_{0}}, \frac{p_{d-1}}{p_{0}}, \ldots, \frac{p_{1}}{p_{0}}\right)$.

SRS is a common generalization of many numeration concepts, see [Kirschenhofer and Thuswaldner (2014)]. Moreover, as a quite simple discrete dynamical system, it makes it possible to study properties of such systems as well as the tilings associated with them, see [Barat, Berthé, Liardet and Thuswaldner (2006)].

### 11.2 The number of generators of an $O_{S}$-order

For commutative rings $A \subset B$, we denote by $r(B, A)$ the least number of elements of $B$ that generate $B$ as an $A$-algebra, i.e., the minimal number $r$ for which there exist $\alpha_{1}, \ldots, \alpha_{r}$ such that $B=A\left[\alpha_{1}, \ldots, \alpha_{r}\right]$. As was already mentioned in Subsection 8.4.2, Pleasants [Pleasants (1974)] gave, for number fields $K \subset L$, an explicit formula which enables one to compute a positive integer $m\left(O_{L}, O_{K}\right)$ such that

$$
m\left(O_{L}, O_{K}\right) \leq r\left(O_{L}, O_{K}\right) \leq \max \left\{m\left(O_{L}, O_{K}\right), 2\right\} .
$$

Together with Corollary 8.4.13, this provides an algorithm for determining the least number of elements of $O_{L}$ that generate $O_{L}$ as an $O_{K}$-algebra.
In this section we generalize part of Pleasants' results to the following setting. Let $K$ be an algebraic number field, $S$ a finite set of places of $K$ containing all infinite places, $\Omega$ a finite étale $K$-algebra, and $\mathfrak{D}$ an $O_{S}$-order of $\Omega$. Suppose that $K, S, \Omega$ and $\mathfrak{D}$ are all effectively given in the sense of Section 3.7. In particular, this means that $\mathfrak{D}$ is given by a finite set of $O_{S}$-module generators. We agree here that an element $\alpha$ of $\mathfrak{D}$ is given/can be computed effectively, if it is given/can be computed as an $O_{S}$-linear combination of the given $O_{S}$-module generators of $\mathfrak{D}$.
For a place $v \in M_{K} \backslash S$, we define the local ring, maximal ideal and residue class field

$$
A_{v}:=\left\{x \in K:|x|_{v} \leq 1\right\}, \quad \mathfrak{p}_{v}:=\left\{x \in K:|x|_{v}<1\right\}, \quad k_{v}:=A_{v} / \mathfrak{p}_{v} .
$$

Further, we define the localization of $\mathfrak{D}$ at $v, \mathfrak{D}_{v}:=A_{v} \mathfrak{D}$. We prove the following result.

Theorem 11.2.1 One can effectively compute

$$
m\left(\mathfrak{D}, O_{S}\right):=\max _{v \in M_{K} \backslash S} r\left(\mathfrak{D}_{v}, A_{v}\right)
$$

Further, one can effectively compute $\alpha_{1}, \ldots, \alpha_{h}$, where $h:=\max \left\{2, m\left(\mathfrak{D}, O_{S}\right)\right\}$, such that $\mathfrak{D}=O_{S}\left[\alpha_{1}, \ldots, \alpha_{h}\right]$.

Apart from the effectivity, this is a special case of Theorem 5.7 of [Kravchenko, Mazur and Petrenko (2012)]. The authors attribute the basic idea of their proof to H.W. Lenstra. The authors did not make an explicit statement on the effective computability of $\alpha_{1}, \ldots, \alpha_{h}$ but their proof is easily seen to be constructive. Below we give the proof of Kravchenko et al., specialized to our situation.
Recall that by Corollary 8.4 .7 one can decide whether there is $\alpha$ such that $\mathfrak{D}=O_{S}[\alpha]$ and if so, compute such $\alpha$. Assume $\mathfrak{D}$ is not monogenic over $O_{S}$.

Then since clearly $r\left(\mathfrak{D}, O_{S}\right) \geq r\left(\mathfrak{D}_{v}, A_{v}\right)$ for all $v \in M_{K} \backslash S$, the quantity $h$ in Theorem 11.2.1 gives the right value for $r\left(\mathfrak{D}, O_{S}\right)$. This leads at once to the following.

Theorem 11.2.2 One can effectively compute $r\left(\mathfrak{D}, O_{S}\right)$. Further, if $r\left(\mathfrak{D}, O_{S}\right)=$ $r$, one can effectively compute $\alpha_{1}, \ldots, \alpha_{r}$ such that $\mathfrak{D}=O_{S}\left[\alpha_{1}, \ldots, \alpha_{r}\right]$.

It already follows from Pleasants' result [Pleasants (1974)] mentioned above in combination with Corollary 8.4.7 that if $L$ is a finite extension of $K$ then $r\left(O_{L}, O_{K}\right)$ can be computed effectively. Pleasants did not explicitly make the observation that one can effectively compute $\alpha_{1}, \ldots, \alpha_{r}$ with $r=r\left(O_{L}, O_{K}\right)$ such that $O_{L}=O_{K}\left[\alpha_{1}, \ldots, \alpha_{r}\right]$, but his proof can be made constructive.
The proof of Theorem 11.2 .1 requires some lemmas. We frequently use the algorithmic results mentioned in Section 3.7 without explicitly mentioning them.
For $v \in M_{K} \backslash S$, we define the quotient order $\overline{\mathfrak{D}_{v}}:=\mathfrak{D}_{v} / \mathfrak{p}_{v} \mathfrak{D}_{v}$. This is a finite dimensional $k_{v}$-algebra. For $\alpha \in \mathfrak{D}_{v}$, we denote by $\bar{\alpha}$ the corresponding element $\alpha \bmod \mathfrak{p}_{v} \mathfrak{D}_{v}$ in $\overline{\mathfrak{D}_{v}}$.

Lemma 11.2.3 Let $\alpha_{1}, \ldots, \alpha_{s} \in \mathfrak{D}_{v}$ be such that $\overline{\mathfrak{D}_{v}}=k_{v}\left[\overline{\alpha_{1}}, \ldots, \overline{\alpha_{s}}\right]$. Then $\mathfrak{D}_{v}=k_{v}\left[\alpha_{1}, \ldots, \alpha_{s}\right]$.

Proof Since $A_{v}$ is a principal ideal domain, $\mathfrak{D}_{v}$ is free as an $A_{v}$-module. Let $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ be an $A_{\nu}$-basis of $\mathfrak{D}_{\nu}$. Our assumption on $\overline{\mathfrak{D}_{v}}$ implies that there are polynomials $P_{i} \in A_{\nu}\left[X_{1}, \ldots, X_{s}\right]$ such that

$$
\omega_{i}-P_{i}\left(\alpha_{1}, \ldots, \alpha_{s}\right) \in \mathfrak{p}_{v} O_{v} \text { for } i=1, \ldots, n
$$

Let $\theta_{i}:=P_{i}\left(\alpha_{1}, \ldots, \alpha_{s}\right)$ for $i=1, \ldots, n$. Let $\pi$ be a generator of $\mathfrak{p}_{v}$. Then there are $a_{i j} \in A_{v}$ such that

$$
\theta_{i}=\omega_{i}+\pi \sum_{j=1}^{n} a_{i j} \omega_{j} \text { for } i=1, \ldots, n
$$

This shows that $\theta_{1}, \ldots, \theta_{n}$ are expressible as $A_{\nu}$-linear combinations of $\omega_{1}, \ldots, \omega_{n}$ with coefficient matrix in $\operatorname{GL}\left(n, A_{v}\right)$. Hence $\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ is also an $A_{v}$-basis of $\mathfrak{D}_{v}$. This implies the lemma.

Lemma 11.2.4 Let $v \in M_{K} \backslash S$ be effectively given. Then one can effectively compute $r\left(\mathfrak{D}_{v}, A_{v}\right)$. Moreover, if $r\left(\mathfrak{D}_{v}, A_{v}\right)=r$, one can effectively compute $\alpha_{1}, \ldots, \alpha_{r}$ with $\mathfrak{D}_{v}=A_{v}\left[\alpha_{1}, \ldots, \alpha_{r}\right]$.

Proof By the previous lemma, it suffices to determine the smallest $r$ such that $\overline{\mathfrak{D}_{v}}$ is generated by $r$ elements as a $k_{v}$-algebra, and to determine such a system of $r$ generators.

The assumption that $v$ is effectively given, means that a set of $O_{K}$-module generators is given for the prime ideal $\mathfrak{p}$ of $O_{K}$ corresponding to $v$. This allows to compute a full system of representatives $\mathscr{R}$ for $k_{v} \cong O_{K} / \mathfrak{p}$. Further, for any two given elements of $O_{K}$ one can decide whether their difference is in $\mathfrak{p}$, i.e., whether they represent they same class in $k_{v}$. We use the elements from $\mathscr{R}$ to represent the elements from $k_{v}$ and to perform the arithmetic operations in $k_{v}$.

Let $\left\{\omega_{1}, \ldots, \omega_{s}\right\}$ be the given set of $O_{S}$-module generators of $\mathfrak{D}$. Then $\overline{\mathfrak{D}_{v}}$ is generated as a $k_{v}$-vector space by $\overline{\omega_{1}}, \ldots, \overline{\omega_{s}}$. Using linear algebra, one can effectively select from this set a $k_{v}$-basis for $\overline{\mathfrak{D}_{v}}$, say $\left\{\overline{\omega_{1}}, \ldots, \overline{\omega_{n}}\right\}$. Then the elements of $\overline{\mathfrak{D}_{v}}$ can be represented uniquely as $k_{v}$-linear combinations of $\overline{\omega_{1}}, \ldots, \overline{\omega_{n}}$.

Notice that every element $\bar{\alpha}$ of $\overline{\mathfrak{D}_{\nu}}$ is a zero of a polynomial from $k_{\nu}[X]$ of degree at most $n$. Hence if $\overline{\alpha_{1}}, \ldots, \overline{\alpha_{r}}$ are given elements of $\overline{\mathfrak{D}_{v}}$, then the algebra $k_{v}\left[\overline{\alpha_{1}}, \ldots, \overline{\alpha_{r}}\right]$ is generated as a $k_{v}$-vector space by the monomials $\prod_{i=1}^{n}{\overline{\alpha_{i}}}^{k_{i}}$ with $k_{i} \in \mathbb{Z}, 0 \leq k_{i}<n$ for $i=1, \ldots, r$. So to check whether $k_{v}\left[\overline{\alpha_{1}}, \ldots, \overline{\alpha_{r}}\right]=$ $\overline{\mathfrak{D}_{v}}$, it suffices to verify if among the monomials mentioned above there are $n$ linearly independent ones. This is done by straightforward linear algebra.

Now to compute the minimal number $r$ of generators needed to generate $\overline{\mathfrak{D}_{v}}$ as a $k_{v}$-algebra, and to compute a set of $r$ generators, it clearly suffices to check, for all $r \leq n$ and all $\overline{\alpha_{1}}, \ldots, \overline{\alpha_{r}} \in \overline{\mathfrak{D}_{v}}$, whether $\overline{\mathfrak{D}_{v}}=k_{v}\left[\overline{\alpha_{1}}, \ldots, \overline{\alpha_{r}}\right]$. This requires only a finite computation, since $\overline{\mathfrak{D}_{v}}$ is finite. This proves Lemma 11.2.4

Lemma 11.2.5 For any effectively given finite set of places $T \supset S$ of $K$ and elements $\alpha_{v} \in \mathfrak{D}_{v}(v \in T \backslash S)$, one can effectively determine $\alpha \in \mathfrak{D}$ with $\alpha-\alpha_{v} \in \mathfrak{p}_{v} \mathfrak{D}_{v}$ for $v \in T \backslash S$.

Proof Let $\left\{\omega_{1}, \ldots, \omega_{s}\right\}$ be the given set of $O_{S}$-module generators of $\mathfrak{D}$. For $v \in T \backslash S$ one can compute $x_{i v} \in A_{v}(i=1, \ldots, s)$ such that $\alpha_{v}=\sum_{i=1}^{s} x_{i v} \omega_{i}$. Using an algorithmic version of the Chinese Remainder Theorem (see Section 3.7), one can compute $x_{i} \in O_{S}$ with $x_{i} \equiv x_{i v} \bmod \mathfrak{p}_{v}$ for $v \in T \backslash S, i=1, \ldots, s$. Then $\alpha:=\sum_{i=1}^{s} x_{i} \omega_{i}$ satisfies the requirements of the lemma.

Lemma 11.2.6 Let $\alpha \in \mathfrak{D}$ with $K[\alpha]=\Omega$. Then there is a finite set of places $T \supset S$ of $K$ such that $\mathfrak{D}_{v}=A_{v}[\alpha]$ for $v \in M_{K} \backslash T$. Given $\alpha$, this set can be determined effectively.

Proof Let $[\Omega: K]=n$ and let $\left\{\omega_{1}, \ldots, \omega_{s}\right\}$ be the set of $O_{S}$-module generators by which $\mathfrak{D}$ is given. Then we can compute $x_{i j} \in K$ such that $\omega_{i}=$ $\sum_{j=0}^{n-1} x_{i j} \alpha^{j}$. By investigating the prime ideal factorizations of the $x_{i j}$, we can determine a finite set of places $T \supset S$ such that $x_{i j} \in A_{v}$ for $v \in M_{K} \backslash T$ and all $i, j$. Then clearly, $\mathfrak{D}_{v}=A_{v}[\alpha]$ for $v \in M_{K} \backslash T$.

Proof of Theorem 11.2.1 We can effectively determine $\alpha \in \Omega$ with $\Omega=K[\alpha]$, and after multiplying this with a non-zero element of $O_{S}$, which we can compute, we can arrange that $\alpha \in \mathfrak{D}$. By Lemma 11.2 .6 , we can effectively compute a finite set of places $T \supset S$ such that $\mathfrak{D}_{v}=A_{v}[\alpha]$ for $v \in M_{K} \backslash T$. Now clearly, $r\left(\mathfrak{D}_{v}, A_{v}\right)=1$ for $v \in M_{K} \backslash T$ and by Lemma 11.2 .4 we can compute $r\left(\mathfrak{D}_{v}, A_{v}\right)$ for $v \in T \backslash S$. This allows us to compute $m\left(\mathfrak{D}, O_{S}\right)$.
Let $h:=\max \left\{2, m\left(\mathfrak{D}, O_{S}\right)\right\}$. Choose $w \in M_{K} \backslash T$. By Lemma 11.2.4 we can compute, for each $v \in T \backslash S$, a tuple $\alpha_{1 v}, \ldots, \alpha_{h v}$ such that $\mathfrak{D}_{v}=A_{v}\left[\alpha_{1 v}, \ldots, \alpha_{h v}\right]$ for $v \in T$. Using Lemma 11.2 .5 we can compute $\alpha_{1} \in \mathfrak{D}$ such that

$$
\alpha_{1}-\alpha_{1 v} \in \mathfrak{p}_{v} \mathfrak{D}_{v} \text { for } v \in T \backslash S, \quad \alpha_{1}-\alpha \in \mathfrak{p}_{w} \mathfrak{D}_{w} .
$$

Then by Lemma 11.2.3 we have $\mathfrak{D}_{v}=A_{v}\left[\alpha_{1}, \alpha_{2 v}, \ldots, \alpha_{h v}\right]$ for $v \in T \backslash S$ and $\mathfrak{D}_{w}=A_{w}\left[\alpha_{1}\right]$. The latter enforces that $\Omega=K\left[\alpha_{1}\right]$. Choosing $\alpha_{i v}=\alpha$ for $i=2, \ldots, h, v \in M_{K} \backslash T$, we get in fact $\mathfrak{D}_{v}=A_{v}\left[\alpha_{1}, \alpha_{2 v}, \ldots, \alpha_{h v}\right]$ for all $v \in M_{K} \backslash S$. It is at this point that we have to use $h \geq 2$.
Since $K\left[\alpha_{1}\right]=\Omega$ and $\alpha_{1} \in \mathfrak{D}$, we can compute, in view of Lemma 11.2.6, a finite set of places $T^{\prime} \supset S$, such that $\mathfrak{D}_{v}=A_{v}\left[\alpha_{1}\right]$ for $v \in M_{K} \backslash T^{\prime}$. By Lemma 11.2.5, we can compute $\alpha_{2}, \ldots, \alpha_{h} \in \mathfrak{D}$ such that $\alpha_{i}-\alpha_{i v} \in \mathfrak{p}_{v} \mathfrak{D}_{v}$ for $v \in T^{\prime} \backslash S$, $i=2, \ldots, h$. Then Lemma 11.2 .3 yields $\mathfrak{D}_{v}=A_{v}\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{h}\right]$ for $v \in T^{\prime} \backslash S$. This is clearly also true for $v \in M_{K} \backslash T^{\prime}$, so for all $v \in M_{K} \backslash S$.

The final step of the proof is to apply Proposition 2.9.1 leading to $\mathfrak{D}=$ $O_{S}\left[\alpha_{1}, \ldots, \alpha_{h}\right]$.

### 11.2.1 Notes

We call an $O_{S}$-order $\mathfrak{D}$ of $\Omega$ exceptional over $O_{S}$ if $m\left(\mathfrak{D}, O_{S}\right)=1$ but $r\left(\mathfrak{D}, O_{S}\right)=2$. The condition $m\left(\mathfrak{D}, O_{S}\right)=1$ can be interpreted otherwise as follows. Recall that if $\alpha \in \mathfrak{D}$ and $\Omega=K[\alpha]$, then the index ideal of $\alpha$ with respect to $\mathfrak{D}$ is given by

$$
\mathfrak{I}_{\mathfrak{D}}(\alpha):=\left[\mathfrak{D}: O_{S}[\alpha]\right]_{o_{S}}
$$

(see (2.9.3) and (5.3.6). We call a prime ideal of $O_{S}$ a common index divisor of $\mathfrak{D}$ over $O_{S}$ if it divides $\Im_{\mathfrak{D}}(\alpha)$ for every $\alpha \in \mathfrak{D}$ with $K[\alpha]=\Omega$. Notice that if for some $v \in M_{K} \backslash S, \alpha \in \mathfrak{D}_{v}$ we have $\mathfrak{D}_{v}=A_{v}[\alpha]$, then after multiplying $\alpha$ with a suitable element of $A_{v}^{*}$ we can arrange that $\alpha \in \mathfrak{D}$. Hence $r\left(\mathfrak{D}_{v}, A_{v}\right)=1$ if and only if there exists $\alpha \in \mathfrak{D}$ with $\mathfrak{D}_{\nu}=A_{\nu}[\alpha]$ and by $[2.9 .4]$, the latter holds if and only if the prime ideal of $O_{S}$ corresponding to $v$ is not a common index divisor of $\mathfrak{D}$. That is, $m\left(\mathfrak{D}, O_{S}\right)=1$ if and only if $\mathfrak{O}$ has no common index divisors over $O_{S}$.

Hall [Hall (1937)] constructed infinitely many cubic number fields $L$ such that $O_{L}$ is exceptional over $\mathbb{Z}$, that is, $O_{L}$ has no common index divisors over $\mathbb{Z}$ but $O_{L}$ is not monogenic. Pleasants [Pleasants (1974)] extended this to number fields of arbitrarily large degree. For instance, in his paper he shows that for every $n>2$ such that $n+1$ is a prime, there are infinitely many integers $D$ such that the ring of integers of $L:=\mathbb{Q}(\sqrt[n]{D})$ is exceptional over $\mathbb{Z}$.

## PART THREE

## BINARY FORMS OF GIVEN DISCRIMINANT

## A brief overview of the basic finiteness theorems

We give a brief overview of the basic finiteness theorems, in their simplest qualitative and ineffective form, for binary forms of given discriminant or given invariant order. These theorems will be proved in a more precise, effective and quantitative form in the subsequent chapters. We start with some definitions.

Let $F=a_{0} X^{n}+a_{1} X^{n-1} Y+\cdots+a_{n} Y^{n}$ be a binary form of degree $n \geq 1$ with coefficients in a field $K$. We can factor $F$ over a finite extension of $K$ as

$$
F(X, Y)=\prod_{i=1}^{n}\left(\beta_{i} X-\alpha_{i} Y\right)
$$

say. Then the discriminant of $F$ is given by

$$
D(F):=\left\{\begin{array}{cc}
\prod_{1 \leq i<j \leq n}\left(\alpha_{i} \beta_{j}-\alpha_{j} \beta_{i}\right)^{2} & \text { if } n \geq 2  \tag{12,1}\\
1 & \text { if } n=1
\end{array}\right.
$$

The discriminant $D(F)$ can be expressed otherwise by means of the determinantal formula 1.4.5). So $D(F)$ is a homogeneous polynomial of degree $2 n-2$ in $\mathbb{Z}\left[a_{0}, \ldots, a_{n}\right]$.

For $U=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$ with entries in $K$ we define the binary form $F_{U}$ by

$$
F_{U}(X, Y):=F(a X+b Y, c X+d Y)
$$

Then from (12|1) one deduces at once

$$
\begin{equation*}
D\left(\lambda F_{U}\right)=\lambda^{2 n-2}(\operatorname{det} U)^{n(n-1)} D(F) \tag{12,2}
\end{equation*}
$$

for any $\lambda \in K$ and $2 \times 2$-matrix $U$ with entries in $K$.
Now let $A$ be a subring of $K$. Two binary forms $F_{1}, F_{2} \in K[X, Y]$ are called $\operatorname{GL}(2, A)$-equivalent, if there exist a unit $\varepsilon \in A^{*}$ and a matrix $U \in \operatorname{GL}(2, A)$ such that

$$
F_{2}=\varepsilon\left(F_{1}\right)_{U}
$$

In this case we clearly have

$$
\begin{equation*}
D\left(F_{2}\right)=\eta D\left(F_{1}\right) \text { for some } \eta \in A^{*} . \tag{12,3}
\end{equation*}
$$

Let $K$ be a field of characteristic 0 and $F \in K[X, Y]$ a binary form of degree $n \geq 3$ with non-zero discriminant $D(F)$. We define a finite étale $K$-algebra $\Omega(F)$ and a zero $\left(\alpha_{F}, \beta_{F}\right) \in \Omega(F) \times \Omega(F)$ associated with $F$ as follows. Write $F=F_{1} \cdots F_{q}$ where $F_{1}, \ldots, F_{q} \in K[X, Y]$ are pairwise non-proportional irreducible binary forms in $K[X, Y]$. For $i=1, \ldots, q$, let $L_{i}=K, \alpha_{i}=1, \beta_{i}=0$ if $F_{i}=c Y$ with $c \in K^{*}$, and $L_{i}=K\left(\theta_{i}\right), \alpha_{i}=\theta_{i}, \beta_{i}=1$ if $F_{i}(1,0) \neq 0$ where $\theta_{i}$ is a zero of $F_{i}(X, 1)$. Then put

$$
\Omega(F):=L_{1} \times \cdots \times L_{q}, \quad \alpha:=\left(\alpha_{1}, \ldots, \alpha_{q}\right), \beta:=\left(\beta_{1}, \ldots, \beta_{q}\right) .
$$

We call $\Omega(F)$ the finite étale $K$-algebra associated with $F$. It is easy to see that $[\Omega(F): K]=\operatorname{deg} F$.
Now let $A$ be an integrally closed integral domain with quotient field $K$. and let $F \in A[X, Y]$ be a binary form of degree $n \geq 3$. Let $\Omega(F), \alpha, \beta$ be as above. It is shown in Chapter 16 that there are unique $\omega_{1}, \ldots, \omega_{n} \in \Omega(F)$ such that

$$
\alpha F(X, Y)=(\beta X-\alpha Y)\left(\omega_{1} X^{n-1}+\omega_{2} X^{n-2} Y+\cdots+\omega_{n} Y^{n-1}\right)
$$

and that the $A$-module with $A$-basis $\left\{1, \omega_{1}, \ldots, \omega_{n-1}\right\}$ is an $A$-order of $\Omega(F)$, the invariant $A$-order of $F$. It is further shown in Chapter 16 that

$$
D_{\Omega(F) / K}\left(1, \omega_{1}, \ldots, \omega_{n-1}\right)=D(F)
$$

and moreover, that $\operatorname{GL}(2, A)$-equivalent binary forms in $A[X, Y]$ of non-zero discriminant have isomorphic invariant $A$-orders. In case that $F(1,0)=1$, the invariant $A$-order of $F$ is isomorphic to $A[X] /(F(X, 1))$.
Now let $K$ be an algebraic number field, $S$ a finite set of places of $K$ containing the infinite places, $\delta$ a non-zero element of $O_{S}$ and $n$ an integer $\geq 3$. Consider the discriminant equation

$$
\begin{equation*}
D(F) \in \delta O_{S}^{*} \text { in binary forms } F \in O_{S}[X, Y] \text { of degree } n . \tag{12,4}
\end{equation*}
$$

It is clear from (12|3) that the set of binary forms with $12 \mid 4)$ is a union of $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes. We have the following result.
Theorem 12, 1 The binary forms $F \in O_{S}[X, Y]$ with (12]4] lie in only finitely many $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes.

Proof This was first proved in [Birch and Merriman (1972)] and, in a more precise effective form in [Evertse and Győry (1991a)].

More precisely, Evertse and Győry proved that every binary form $F \in O_{S}[X, Y]$ with $\sqrt[12 / 4]{4}$ is $\mathrm{GL}\left(2, O_{S}\right)$-equivalent to a binary form $F^{*}$ whose height is bounded above by an explicit quantity depending only on $K, S, n$ and the $S$-norm $N_{S}(\delta)$ (see 3.4.1).

One immediately obtains the following corollary.
Corollary 12, 2 Let $\mathfrak{D}$ be an $O_{S}$-order of a finite étale $K$-algebra $\Omega$ with $[\Omega: K] \geq 2$. Then there are only finitely many $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms $F \in O_{S}[X, Y]$ with invariant $O_{S}$-order isomorphic to $\mathfrak{D}$.
Let $A$ be an integrally closed integral domain of characteristic 0 that is finitely generated as a $\mathbb{Z}$-algebra. Denote by $K$ its quotient field. In Section 17.9 we show that if there is a non-zero $b \in A$ such that $A / b A$ is infinite (e.g., $A=\mathbb{Z}[t], b=t)$ then for every $n \geq 2$ there is a non-zero $\delta \in A$ such that the binary forms $F \in A[X, Y]$ with $D(F) \in \delta A^{*}$ lie in infinitely many GL( $2, A$ )equivalence classes. That is, Theorem 121 can not be extended to arbitrary finitely generated domains over $\mathbb{Z}$. On the other hand, in Section 17.9 we prove the following.

Theorem 12.3 Let $\mathfrak{D}$ be an $A$-order of a finite étale $K$-algebra $\Omega$ for which $[\Omega: K] \geq 3$. Then there are only finitely many $\mathrm{GL}(2, A)$-equivalence classes of binary forms $F \in A[X, Y]$ with invariant $A$-order isomorphic to $\mathfrak{D}$.

In the subsequent chapters we prove various refinements and generalizations of Theorem 12,1 and Corollary 12 2. In Chapter 13 we develop a reduction theory for binary forms, going back to Hermite. By combining this with the effective results for $S$-unit equations recalled in Section 4.1 we obtain in Chapter 14 a sharpening of the effective result from [Evertse and Győry (1991a)] on Theorem 12. 1. In Chapter 15 we deduce a so-called semi-effective result, which implies that every binary form $F$ with $(12 \sqrt{4})$ is GL $\left(2, O_{S}\right)$-equivalent to a binary form whose height is bounded above by a quantity with a very good, and effectively computable dependence on $N_{S}(\delta)$, but with a non-effective dependence on $S, n$ and the splitting field of $F$. In Chapter 17we consider, among other things the binary forms $F \in O_{S}[X, Y]$ with invariant $O_{S}$-order isomorphic to a given $O_{S}$-order $\mathfrak{D}$, and give a uniform explicit upper bound for the number of $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of those, which depends only on $n$ and $O_{S}$ hence is independent of $\mathfrak{D}$. Here the main tool is Corollary 4.3.4 We also deduce a result which implies an explicit upper bound for the number of $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms $F \in O_{S}[X, Y]$ of degree $n \geq 2$ with a given associated finite étale $K$-algebra that satisfy (12]4). In Chapter 18 we give two applications: one to root separation of polynomials and one to reduction of hyperelliptic curves.

## 13

## Reduction theory of binary forms

We recall some history on reduction theories of binary forms. Lagrange [Lagrange (1773)] was the first to develop a reduction theory for binary quadratic forms with integer coefficients. His theory was made more precise by Gauss in his Disquisitiones Arithmeticae [Gauss (1801)]. The theories of Lagrange and Gauss imply that there are only finitely many $\operatorname{GL}(2, \mathbb{Z})$-equivalence classes of binary quadratic forms in $\mathbb{Z}[X, Y]$ of given discriminant. In fact, their arguments provide an effective method to determine a full system of representatives for these classes. Hermite [Hermite (1851)] studied binary forms with integer coefficients of degree larger than 2 . He developed an effective reduction theory for such forms which implies, among other things, that there are only finitely many $\mathrm{GL}(2, \mathbb{Z})$-equivalence classes of cubic forms in $\mathbb{Z}[X, Y]$ of given discriminant. For binary forms in $\mathbb{Z}[X, Y]$ of degree larger than 3 , Hermite defined a suitable invariant $\Psi(F)$ for a binary form $F$ and proved that there are only finitely many $\operatorname{GL}(2, \mathbb{Z})$-equivalence classes of binary forms with a given value of this invariant. Hermite's theory was made more precise in [Julia (1917)]. For another account of Hermite's and Julia's reduction method, see [Cremona (1999)]. Humbert [Humbert (1940, 1949)] developed a reduction theory for binary quadratic forms with coefficients in the ring of integers $O_{K}$ of a number field $K$. Finally, Birch and Merriman [Birch and Merriman (1972)] generalized Hermite's reduction theory to binary forms of arbitrary degree over $O_{K}$.
We briefly discuss the contents of this chapter. In Section 13.1 we consider binary forms with integer coefficients and recall the reduction theory of [Hermite (1851)] and [Julia (1917)] for such forms. A consequence of this theory is that every binary form $F \in \mathbb{Z}[X, Y]$ of degree $n \geq 4$ is $\mathrm{GL}(2, \mathbb{Z})$-equivalent to a binary form $F^{*}$ whose height is effectively bounded above in terms of the invariant $\Psi(F)$ mentioned above. In Chapter 14 we give an effective upper bound for $\Psi(F)$ in terms of $n$ and $|D(F)|$, using the effective results on unit equations from Section 4.2. Thus, we show that every binary form $F$ of degree $n \geq 4$
with non-zero discriminant is equivalent to a binary form $F^{*}$ whose height is effectively bounded above in terms of $n$ and $|D(F)|$. This leads to a method to effectively determine in principle all binary forms $F \in \mathbb{Z}[X, Y]$ of given degree $n$ and discriminant $D$, up to GL( $2, \mathbb{Z}$ )-equivalence.

In Section 13.2 we have listed some auxiliary results from the geometry of numbers over algebraic number fields. In Section 13.3 we have collected some estimates for polynomials which are used both in this chapter and the subsequent chapters. Finally, in Section 13.4 we extend the reduction theory of Hermite and Julia to binary forms whose coefficients lie in the ring $O_{S}$ of $S$-integers of a number field. Here we apply the results from Sections 13.2 and 13.3 Also in Section 13.3 we deduce that every quadratic or cubic form $F \in O_{S}[X, Y]$ with discriminant $D(F) \neq 0$ is $\mathrm{GL}\left(2, O_{S}\right)$-equivalent to a binary form whose height is effectively bounded in terms of the $S$-norm $N_{S}(D(F))$. In Chapter 14 we extend this to binary forms of arbitrary degree, by combining the reduction theory over the $S$-integers with Theorem 4.1.3

### 13.1 Reduction of binary forms over $\mathbb{Z}$

The main tool in our reduction theory is the following well-known result for quadratic forms.

Lemma 13.1.1 Let $F \in \mathbb{R}[X, Y]$ be a quadratic form of discriminant $D(F)<$ 0 . Then $F$ is $\mathrm{GL}(2, \mathbb{Z})$-equivalent to a quadratic form

$$
F^{*}=A X^{2}+B X Y+C Y^{2}
$$

with $|B| \leq A \leq C$. We have $A C \leq|D(F)| / 3$.
A quadratic form $F^{*}$ as in Lemma 13.1.1 is said to be reduced.
Proof Denote by $A$ the minimum of all values $|F(x, y)|$ with $(x, y) \in \mathbb{Z}^{2}$ and $(x, y) \neq(0,0)$. Since $D(F)<0$ this minimum exists and is $>0$. Choose $(a, c) \in$ $\mathbb{Z}^{2}$ such that $|F(a, c)|=A$. Clearly, $\operatorname{gcd}(a, c)=1$. Let $\left(b^{\prime}, d^{\prime}\right) \in \mathbb{Z}^{2}$ such that $a d^{\prime}-b^{\prime} c=1$, and define $F^{\prime}(X, Y):= \pm F\left(a X+b^{\prime} Y, c X+d^{\prime} Y\right)$ where $\pm F(a, c)=$ $A$. Then $F^{\prime}=A X^{2}+B^{\prime} X Y+C^{\prime} Y^{2}$. Next, choose $k \in \mathbb{Z}$ such that $\left|B^{\prime}-2 k A\right| \leq A$, put $B:=B^{\prime}-2 k A$ and define $F^{*}(X, Y):=F^{\prime}(X-k Y, Y)$. Then $F^{*}$ is GL( $2, \mathbb{Z}$ )equivalent to $F$, and $F^{*}=A X^{2}+B X Y+C Y^{2}$. Clearly, $|B| \leq A$. Further, we have $C>0$ since $B^{2}-4 A C=D\left(F^{*}\right)=D(F)<0$. Also $A \leq C$ holds, since $\left|F^{*}(x, y)\right|$ and $|F(x, y)|$ assume the same values on $\mathbb{Z}^{2}$, whence $A$ is the minimum of $\left|F^{*}(x, y)\right|$ on $\mathbb{Z}^{2} \backslash\{(0,0)\}$.

Finally, we have $4 A C=|D(F)|+B^{2} \leq|D(F)|+A C$, hence $A C \leq|D(F)| / 3$. This proves our lemma.

A binary form $F \in \mathbb{Z}[X, Y]$ is said to be (ir)reducible if it is (ir)reducible over $\mathbb{Q}$.

Proposition 13.1.2 Let $F \in \mathbb{Z}[X, Y]$ be a quadratic form of discriminant $D(F) \neq 0$. Then $F$ is $\mathrm{GL}(2, \mathbb{Z})$-equivalent to a quadratic form $F^{*}$ such that
(i) $H\left(F^{*}\right) \leq|D(F)| / 3$ if $D(F)<0$;
(ii) $H\left(F^{*}\right) \leq D(F) / 4$ if $D(F)>0$ and $F$ is irreducible;
(iii) $H\left(F^{*}\right) \leq D(F)^{1 / 2}$ if $D(F)>0$ and $F$ is reducible.

Proof (i) Use Lemma 13.1.1, together with the observation that $A$ is a positive integer, hence $\geq 1$.
(ii) Our assumptions imply that $|F(x, y)|$ assumes a minimum $A \geq 1$ on $\mathbb{Z}^{2} \backslash\{(0,0)\}$. The same argument as in the proof of Lemma 13.1.1 gives that $F$ is $\operatorname{GL}(2, \mathbb{Z})$-equivalent to a quadratic form $F^{*}=A X^{2}+B X Y+C Y^{2}$ with $|B| \leq A \leq|C|$. We have $B^{2}-4 A C=D\left(F^{*}\right)=D(F)>0$, hence $A C<0$. It follows that $|A C| \leq D(F) / 4$. Hence $H\left(F^{*}\right)=|C| \leq D(F) / 4$.
(iii) $F$ is $\mathrm{GL}(2, \mathbb{Z})$-equivalent to $F^{\prime}=B X Y+C^{\prime} Y^{2}$ with $B, C^{\prime} \in \mathbb{Z}$ and $B \neq 0$. Choose an integer $k$ such that $\left|C^{\prime}-k B\right| \leq|B| / 2$ and define $F^{*}(X, Y)=$ $F^{\prime}(X-k Y, Y)$. Then $F^{*}$ is $\mathrm{GL}(2, \mathbb{Z})$-equivalent to $F$, and $F^{*}=B X Y+C Y^{2}$ with $|C|=\left|C^{\prime}-k B\right| \leq|B| / 2$. Hence $H\left(F^{*}\right)=|B|=D\left(F^{*}\right)^{1 / 2}=D(F)^{1 / 2}$.

In what follows, for a polynomial $P$ with complex coefficients we denote by $\bar{P}$ the polynomial obtained by complex conjugating the coefficients of $P$.

Let $F=a_{0} X^{n}+a_{1} X^{n-1} Y+\cdots+a_{n} Y^{n} \in \mathbb{Z}[X, Y]$ be a binary form of non-zero discriminant. We fix a factorization

$$
\begin{equation*}
F=l_{1} \cdots l_{n} \tag{13.1.1}
\end{equation*}
$$

where $l_{1}, \ldots, l_{n}$ are linear forms in $X, Y$ such that $l_{1}, \ldots, l_{r}$ have real coefficients, $l_{r+1}, \ldots, l_{n}$ have complex coefficients, and $l_{r+s+i}=\overline{l_{r+i}}$ for $i=1, \ldots, s=$ $(n-r) / 2$. Let $\mathbf{B}=\left(B_{1}, \ldots, B_{n}\right)$ be a tuple of positive reals such that

$$
\begin{equation*}
B_{r+s+i}=B_{r+i} \text { for } i=1, \ldots, s \tag{13.1.2}
\end{equation*}
$$

and consider the quadratic form

$$
\begin{equation*}
\Phi=\Phi_{F, \mathbf{B}}:=\sum_{i=1}^{n} B_{i}^{-2} l_{i} \cdot \bar{l}_{i} . \tag{13.1.3}
\end{equation*}
$$

It is not difficult to see that $\Phi$ is positive definite. The form $\Phi$ depends on the choice of $l_{1}, \ldots, l_{n}$. Notice that if $U \in \operatorname{GL}(2, \mathbb{Z})$ and if we choose the factorization $F_{U}=\prod_{i=1}^{n} l_{i, U}$, then

$$
\begin{equation*}
\Phi_{F_{U}, \mathbf{B}}=\sum_{i=1}^{n} B_{i}^{-2} l_{i, U} \overline{l_{i, U}}=\left(\Phi_{F, \mathbf{B}}\right)_{U} . \tag{13.1.4}
\end{equation*}
$$

Define

$$
\left\{\begin{array}{l}
\Delta_{i j}:=\operatorname{det}\left(l_{i}, l_{j}\right) \quad(1 \leq i, j \leq n),  \tag{13.1.5}\\
M:=B_{1} \cdots B_{n}, \quad R:=\left(\sum_{1 \leq i<j \leq n} \frac{\left|\Delta_{i j}\right|^{2}}{B_{i}^{2} B_{j}^{2}}\right)^{1 / 2}
\end{array}\right.
$$

Theorem 13.1.3 Let $n \geq 3$. Then $F$ is $\mathrm{GL}(2, \mathbb{Z})$-equivalent to a binary form $F^{*}$ such that

$$
\begin{equation*}
H\left(F^{*}\right) \leq\left(\frac{4}{n \sqrt{3}}\right)^{n} M^{2} R^{n} \tag{13.1.6}
\end{equation*}
$$

if $F$ has no linear factor in $\mathbb{Q}[X, Y]$, and

$$
\begin{equation*}
H\left(F^{*}\right) \leq\left(\frac{2}{\sqrt{n}}\right)^{n}\left(\frac{2}{\sqrt{3(n-1)}}\right)^{n(n-1) /(n-2)}\left(M^{2} R^{n}\right)^{(n-1) /(n-2)} \tag{13.1.7}
\end{equation*}
$$

if $F$ does have a linear factor in $\mathbb{Q}[X, Y]$.
Proof In view of 13.1.4 and Lemma 13.1.1, we may assume without loss of generality that $\Phi$ is reduced, i.e.,

$$
\begin{equation*}
\Phi=A X^{2}+B X Y+C Y^{2} \text { with }|B| \leq A \leq C, \quad A C \leq|D(\Phi)| / 3 . \tag{13.1.8}
\end{equation*}
$$

Further, since $M^{2} R^{n}$ is invariant under replacing $B_{1}, \ldots, B_{n}$ by $t B_{1}, \ldots, t B_{n}$ for any real $t>0$, we may assume that

$$
\begin{equation*}
M=B_{1} \cdots B_{n}=1 . \tag{13.1.9}
\end{equation*}
$$

We show that 13.1.6, 13.1.7 hold with $F^{*}=F, M=1$.
Write

$$
m_{i}:=B_{i}^{-1} l_{i}=\alpha_{i} X+\beta_{i} Y \quad(i=1, \ldots, n)
$$

Then by (13.1.1), (13.1.9) we have

$$
\begin{equation*}
F=m_{1} \cdots m_{n}=\prod_{i=1}^{n}\left(\alpha_{i} X+\beta_{i} Y\right) \tag{13.1.10}
\end{equation*}
$$

An important role will be played by the quantities $\sum_{i=1}^{n}\left|\alpha_{i}\right|^{2}$ and $\sum_{i=1}^{n}\left|\beta_{i}\right|^{2}$ and so we want to estimate $H(F)$ in terms of these quantities. By a straightforward estimate, using the inequality of the arithmetic and geometric mean, and the Cauchy-Schwarz inequality, we get

$$
\begin{align*}
H(F) & \leq \prod_{i=1}^{n}\left(\left|\alpha_{i}\right|+\left|\beta_{i}\right|\right) \leq\left(n^{-1} \sum_{i=1}^{n}\left(\left|\alpha_{i}\right|+\left|\beta_{i}\right|\right)\right)^{n}  \tag{13.1.11}\\
& \leq\left(2 \cdot n^{-1} \sum_{i=1}^{n}\left(\left|\alpha_{i}\right|^{2}+\left|\beta_{i}\right|^{2}\right)\right)^{n / 2} .
\end{align*}
$$

Define the matrices

$$
W:=\left(\begin{array}{ccc}
\alpha_{1} & \cdots & \alpha_{n} \\
\beta_{1} & \cdots & \beta_{n}
\end{array}\right), \quad W^{*}:=\left(\begin{array}{cc}
\overline{\alpha_{1}} & \overline{\beta_{1}} \\
\vdots & \vdots \\
\overline{\alpha_{n}} & \overline{\beta_{n}} .
\end{array}\right)
$$

Then

$$
\Phi=\sum_{i=1}^{n} m_{i} \overline{m_{i}}=\sum_{i=1}^{n}\left(\alpha_{i} X+\beta_{i} Y\right)\left(\overline{\alpha_{i}} X+\overline{\beta_{i}} Y\right)=(X, Y) W \cdot W^{*}\binom{X}{Y} .
$$

By our choices of $l_{1}, \ldots, l_{n}, B_{1}, \ldots, B_{n}$ in 13.1.1, 13.1.2, the linear forms $m_{1}, \ldots, m_{r}$ have real coefficients, while $m_{r+s+i}=\overline{m_{r+i}}$ for $i=1, \ldots, s$. As a consequence, $W \cdot W^{*}$ is a real symmetric positive definite $2 \times 2$-matrix. By the Cauchy-Binet formula,

$$
\begin{align*}
D(\Phi) & =-4 \operatorname{det} W \cdot W^{*}=-4 \sum_{1 \leq i<j \leq n}\left|\operatorname{det}\left(m_{i}, m_{j}\right)\right|^{2}  \tag{13.1.12}\\
& =-4 \sum_{1 \leq i<j \leq n} \frac{\left|\Delta_{i j}\right|^{2}}{B_{i}^{2} B_{j}^{2}}=-4 R^{2} .
\end{align*}
$$

Note that $\Phi=A X^{2}+B X Y+C Y^{2}$ with $A=\sum_{i=1}^{n}\left|\alpha_{i}\right|^{2}, C=\sum_{i=1}^{n}\left|\beta_{i}\right|^{2}$. So by (13.1.8, 13.1.12,

$$
\begin{equation*}
\left(\sum_{i=1}^{n}\left|\alpha_{i}\right|^{2}\right) \cdot\left(\sum_{i=1}^{n}\left|\beta_{i}\right|^{2}\right) \leq \frac{4}{3} R^{2}, \quad \sum_{i=1}^{n}\left|\alpha_{i}\right|^{2} \leq \sum_{i=1}^{n}\left|\beta_{i}\right|^{2} . \tag{13.1.13}
\end{equation*}
$$

We now prove our Theorem by combining (13.1.11, 13.1.13). Note that by 13.1.10, the coefficient of $X^{n}$ in $F$ is $\alpha_{1} \cdots \alpha_{n}$. First assume that this coefficient is non-zero. This is certainly the case if $F$ does not have a linear factor in $\mathbb{Q}[X, Y]$. Then by the inequality of the arithmetic and geometric mean,

$$
1 \leq\left|\alpha_{1} \cdots \alpha_{n}\right|^{2 / n} \leq \frac{1}{n} \sum_{i=1}^{n}\left|\alpha_{i}\right|^{2}
$$

and together with 13.1.13) this yields

$$
\sum_{i=1}^{n}\left|\alpha_{i}\right|^{2} \leq \sum_{i=1}^{n}\left|\beta_{i}\right|^{2} \leq \frac{4}{3 n} R^{2} .
$$

Combined with 13.1.11 this implies

$$
H(F) \leq\left(\frac{16}{3 n^{2}} R^{2}\right)^{n / 2}
$$

which is 13.1.6 with $F^{*}=F, M=1$.
Next, assume that the coefficient $\alpha_{1} \cdots \alpha_{n}$ of $X^{n}$ in $F$ is 0 , say $\alpha_{1}=0$. Then
the coefficient of $X^{n-1} Y$ in $F$ is $\neq 0$, since $F$ has non-zero discriminant. This coefficient is $\beta_{1} \alpha_{2} \cdots \alpha_{n}$. So

$$
\begin{aligned}
1 & \leq\left|\beta_{1} \alpha_{2} \cdots \alpha_{n}\right|^{2} \\
& \leq\left(\sum_{i=1}^{n}\left|\beta_{i}\right|^{2}\right) \cdot\left(\frac{1}{n-1} \cdot \sum_{i=1}^{n}\left|\alpha_{i}\right|^{2}\right)^{n-1} .
\end{aligned}
$$

Together with 13.1.13) this implies

$$
\begin{aligned}
\sum_{i=1}^{n}\left|\alpha_{i}\right|^{2} & \leq \sum_{i=1}^{n}\left|\beta_{i}\right|^{2} \\
& \leq\left(\frac{1}{n-1} \cdot\left(\sum_{i=1}^{n}\left|\alpha_{i}\right|^{2}\right) \cdot\left(\sum_{i=1}^{n}\left|\beta_{i}\right|^{2}\right)\right)^{(n-1) /(n-2)} \\
& \leq\left(\frac{4}{3(n-1)} R^{2}\right)^{(n-1) /(n-2)}
\end{aligned}
$$

and combined with 13.1.11 this gives

$$
H(F) \leq\left(2 \cdot n^{-1} \cdot 2\left(\frac{4}{3(n-1)} R^{2}\right)^{(n-1) /(n-2)}\right)^{n / 2}
$$

which is 13.1 .7 with $F^{*}=F, M=1$. This completes our proof of Theorem 13.1.3

Corollary 13.1.4 Let $F \in \mathbb{Z}[X, Y]$ be a binary cubic form of non-zero discriminant $D(F)$. Then $F$ is $\operatorname{GL}(2, \mathbb{Z})$-equivalent to a cubic form $F^{*}$ such that

$$
\begin{align*}
& H\left(F^{*}\right) \leq \frac{64}{27} \cdot|D(F)|^{1 / 2} \text { if } F \text { is irreducible, }  \tag{13.1.14}\\
& H\left(F^{*}\right) \leq \frac{64}{3 \sqrt{3}} \cdot|D(F)| \text { if } F \text { is reducible. } \tag{13.1.15}
\end{align*}
$$

Proof Write $F$ as a product of linear forms $l_{1} l_{2} l_{3}$ such that either $l_{1}, l_{2}, l_{3}$ have real coefficients, or $l_{1}$ has real coefficients and $l_{3}=\overline{l_{2}}$. Put again $\Delta_{i j}:=$ $\left|\operatorname{det}\left(l_{i}, l_{j}\right)\right|$ and take $B_{i}=\Delta_{j k}^{-1}$ for any permutation $i, j, k$ of $1,2,3$. With this choice, we have $M=|D(F)|^{-1 / 2}, R=(3|D(F)|)^{1 / 2}$. Now Corollary 13.1.4 follows directly from Theorem 13.1.3.

### 13.2 Geometry of numbers over the $S$-integers

Let $K$ be an algebraic number field, $v$ a place of $K$, and $g$ a positive integer. A $g$ dimensional symmetric $v$-adic convex body is a set $\mathscr{C}_{v} \subset K_{v}^{g}$ with the following properties:

- $\mathscr{C}_{v}$ is compact in the topology of $K_{v}^{g}$ and has $\mathbf{0}$ as an interior point;
- for $\mathbf{x} \in \mathscr{C}_{v}, \alpha \in K_{v}$ with $|\alpha|_{v} \leq 1$ we have $\alpha \mathbf{x} \in \mathscr{C}_{v}$;
- if $v$ is infinite then for $\mathbf{x}, \mathbf{y} \in \mathscr{C}_{v}, \lambda \in \mathbb{R}$ with $0 \leq \lambda \leq 1$ we have $(1-\lambda) \mathbf{x}+\lambda \mathbf{y} \in$ $\mathscr{C}_{v}$;
- if $v$ is finite, then for $\mathbf{x}, \mathbf{y} \in \mathscr{C}_{v}$ we have $\mathbf{x}+\mathbf{y} \in \mathscr{C}_{v}$.

For infinite places $v$ and reals $\lambda \geq 0$, we define $\lambda \mathscr{C}_{v}=\left\{\lambda \mathbf{x}: \mathbf{x} \in \mathscr{C}_{v}\right\}$.
Now let $S$ be a finite set of places of $K$, containing all infinite places. We write elements of the Cartesian product $\prod_{v \in S} K_{v}^{g}$ as $\left(\mathbf{x}_{v}\right)_{v \in S}$, where $\mathbf{x}_{v} \in K_{v}^{g}$. We view $O_{S}^{g}$ as a subset of $\prod_{v \in S} K_{v}^{g}$ by identifying $\mathbf{x} \in O_{S}^{g}$ with the tuple ( $\left.\mathbf{x}\right)_{v \in S}$ with the same component for each $v \in S$.

A $g$-dimensional $S$-convex body is a Cartesian product

$$
\mathscr{C}=\prod_{v \in S} \mathscr{C}_{v} \subset \prod_{v \in S} K_{v}^{g}
$$

where for $v \in S, \mathscr{C}_{v}$ is a $g$-dimensional symmetric $v$-adic convex body. For $\lambda>0$ set

$$
\lambda \mathscr{C}:=\prod_{v \mid \infty}\left(\lambda \mathscr{C}_{v}\right) \times \prod_{\substack{v \in S \\ v \nmid \infty}} \mathscr{C}_{v}
$$

For $i=1, \ldots, g$, we define the $i$-th successive minimum $\lambda_{i}$ of $\mathscr{C}$ to be the minimum of all $\lambda \in \mathbb{R}_{\geq 0}$ such that $\lambda \mathscr{C} \cap O_{S}^{g}$ contains at least $i K$-linearly independent points. From the definition of $v$-adic convex body and from the fact that $O_{S}^{g}$ is discrete in $\prod_{v \in S} K_{v}$, it follows that these minima exist and

$$
0<\lambda_{1} \leq \cdots \leq \lambda_{g}<\infty
$$

Thus we have $g$ linearly independent points $\mathbf{x}_{1}, \ldots, \mathbf{x}_{g}$ of $O_{S}^{g}$ with $\mathbf{x}_{i} \in \lambda_{i} \mathscr{C}$ but in general these do not form a basis of $O_{S}^{g}$.

Suppose $[K: \mathbb{Q}]=d$, let $r_{1}$ be the number of real places and $r_{2}$ the number of complex places of $K$, and put $r:=r_{1}+r_{2}-1$. Denote as usual by $D_{K}, R_{K}, h_{K}$ the discriminant, regulator and class number of $K$. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ be the prime ideals corresponding to the finite places of $S$. For $K \neq \mathbb{Q}$ define

$$
\begin{aligned}
& Q_{S}:=N_{K}\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{t}\right) \text { if } t>0, Q_{S}:=1 \text { otherwise } \\
& C_{1}:=24 g\left\{d^{2}(2 / \pi)^{r_{2}}\right\}^{g+g /(2 d)} \cdot \exp \left\{\frac{1}{2} r\left(\frac{6 r d^{2}}{\log d}\right)^{r} R_{K}\right\} \cdot Q_{S}^{\left(h_{K}-1\right) / d}
\end{aligned}
$$

We have the following result:
Theorem 13.2.1 Let $\mathscr{C}$ be a $g$-dimensional $S$-convex body, and let $\lambda_{1}, \ldots, \lambda_{g}$ be its successive minima.
(i) Suppose that $K=\mathbb{Q}$. Then $O_{S}^{g}$ has a basis $\mathbf{x}_{1}, \ldots, \mathbf{x}_{g}$ such that

$$
\mathbf{x}_{i} \in \max \left(1, \frac{1}{2} i\right) \lambda_{i} \mathscr{C} \text { for } i=1, \ldots, g .
$$

(ii) Suppose that $K \neq \mathbb{Q}$. Then $O_{S}^{g}$ has a basis $\mathbf{x}_{1}, \ldots, \mathbf{x}_{g}$ such that

$$
\mathbf{x}_{i} \in C_{1} \lambda_{i+1} \mathscr{C} \text { for } i=1, \ldots, g-1, \quad \mathbf{x}_{g} \in C_{1} \lambda_{g} \mathscr{C}
$$

Proof (i) In case that $O_{S}^{g}=\mathbb{Z}^{g}$, this is essentially a result of Mahler, see [Cassels (1959), chap. V]. For arbitrary $S$, we observe that the set of $\mathbf{x} \in O_{S}^{g}$ with $\mathbf{x} \in \mathscr{C}_{v}$ for $v \in S \backslash\{\infty\}$ is equal to a $g$-dimensional lattice $\mathscr{M} \subset \mathbb{Q}^{g}$. Hence $\lambda_{1}, \ldots, \lambda_{g}$ are the successive minima of the symmetric convex body $\mathscr{C}_{\infty} \subset \mathbb{R}^{g}$ with respect to $\mathscr{M}$. By a linear transformation we can reduce this to the case of the successive minima of a symmetric convex body with respect to $\mathbb{Z}^{g}$ and apply Mahler's result.
(ii) This is a special case of [Evertse (1992), Cor. 2].

McFeat [McFeat (1971)] and unaware of his work much later Bombieri and Vaaler [Bombieri and Vaaler (1983)] proved a general Minkowski-type theorem for the successive minima of convex bodies in adèlic spaces. We need only a special case of their result.

For $v \in S$, let $\left\{m_{1 v}, \ldots, m_{g v}\right\}$ be a linearly independent set of linear forms from $K_{v}\left[X_{1}, \ldots, X_{g}\right]$ and define

$$
\mathscr{C}_{v}:=\left\{\mathbf{x} \in K_{v}^{g}: \max _{1 \leq i \leq g}\left|m_{i v}(\mathbf{x})\right|_{v} \leq 1\right\} .
$$

Note that $\mathscr{C}_{v}$ is a symmetric $v$-adic convex body.
Theorem 13.2.2 Let $\lambda_{1}, \ldots, \lambda_{g}$ be the successive minima of $\prod_{v \in S} \mathscr{C}_{v}$. Then

$$
\lambda_{1} \cdots \lambda_{g} \leq\left((2 / \pi)^{r_{2}}\left|D_{K}\right|^{1 / 2}\right)^{g / d} \cdot \prod_{v \in S}\left|\operatorname{det}\left(m_{1 v}, \ldots, m_{g v}\right)\right|_{v}^{1 / d} .
$$

Proof This is a special case of [McFeat (1971), p. 19, Thm. 5], or [Bombieri and Vaaler (1983), Thm. 3].

We deduce the following consequence. For $v \in M_{K}$ we define

$$
\left|K_{v}^{*}\right|_{v}:=\left\{|x|_{v}: x \in K_{v}^{*}\right\} .
$$

This is $\mathbb{R}_{>0}$ if $v$ is infinite, and $\left\{N_{K}(\mathfrak{p})^{m}: m \in \mathbb{Z}\right\}$ if $v=\mathfrak{p}$ is finite.
Corollary 13.2.3 Let $C_{v}\left(v \in M_{K}\right)$ be positive reals such that

$$
\left\{\begin{array}{l}
C_{v} \in\left|K_{v}^{*}\right|_{v} \text { for } v \in M_{K},  \tag{13.2.1}\\
C_{v}=1 \text { for all but finitely many } v, \\
\prod_{v \in M_{K}} C_{v} \geq(2 / \pi)^{r_{2}}\left|D_{K}\right|^{1 / 2}
\end{array}\right.
$$

Then there is $x \in K^{*}$ with $|x|_{v} \leq C_{v}$ for $v \in M_{K}$.
Proof Let $S \supseteq M_{K}^{\infty}$ be a finite set of places of $K$ such that $C_{v}=1$ for $v \in M_{K} \backslash$ $S$. For $v \in S$, choose $\alpha_{v} \in K_{v}^{*}$ with $\left|\alpha_{v}\right|_{v}=C_{v}^{-1}$, and define the one-dimensional $v$-adic symmetric convex body $\mathscr{C}_{v}=\left\{x \in K_{v}:\left|\alpha_{v} x\right|_{v} \leq 1\right\}$. By Theorem 13.2.2 with $g=1, \prod_{v \in S} \mathscr{C}_{v}$ has single minimum $\lambda_{1} \leq 1$, hence it contains a non-zero $x \in O_{S}$. This easily translates into $|x|_{v} \leq C_{v}$ for $v \in M_{K}$.

We deduce a result for other types of convex bodies. We need the following notation. For a polynomial $P$ with coefficients in a commutative ring $A$ and a ring homomorphism $\sigma$ on $A$ we denote by $\sigma(P)$ the polynomial obtained by applying $\sigma$ to the coefficients of $P$. Further, for a set $\mathscr{L}$ of polynomials with coefficients in $A$, we define $\sigma(\mathscr{L}):=\{\sigma(P): P \in \mathscr{L}\}$.

Let $v \in M_{K}$. Recall that $|\cdot|_{v}$ has a unique extension to $\overline{K_{v}}$. A set of linear forms $\mathscr{L}$ from $\overline{K_{v}}\left[X_{1}, \ldots, X_{g}\right]$ is called $K_{v}$-symmetric if $\sigma(\mathscr{L})=\mathscr{L}$ for every $\sigma \in \operatorname{Gal}\left(\overline{K_{v}} / K_{v}\right)$.

Let $n$ be an integer $\geq g$. For $v \in S$, let

$$
\mathscr{L}_{v}=\left\{l_{1 v}, \ldots, l_{n v}\right\} \subset \overline{K_{v}}\left[X_{1}, \ldots, X_{g}\right]
$$

be a $K_{v}$-symmetric set of linear forms of maximal rank $g$, and define

$$
\mathscr{C}_{v}:=\left\{\mathbf{x} \in K_{v}^{g}: \max _{1 \leq i \leq n}\left|l_{i v}(\mathbf{x})\right|_{v} \leq 1\right\} .
$$

This is clearly a $v$-adic symmetric convex body. Further, put

$$
R_{v}=R_{v}\left(\mathscr{L}_{v}\right):=\max _{1 \leq i_{1}, \ldots, i_{g} \leq n}\left|\operatorname{det}\left(l_{i_{1}, v}, \ldots, l_{i_{g}, v}\right)\right|_{v} \text { for } v \in S
$$

where the maximum is taken over all $g$-tuples $i_{1}, \ldots, i_{g}$ from $\{1, \ldots, n\}$, and

$$
C_{2}:=(\sqrt{2} \cdot g)^{g}\left|D_{K}\right|^{g / 2 d} n^{\operatorname{tgn} n / 2} Q_{S}^{g n / 2 d} .
$$

Theorem 13.2.4 Let $\lambda_{1}, \ldots, \lambda_{g}$ be the successive minima of $\prod_{v \in S} \mathscr{C}_{v}$. Then

$$
\lambda_{1} \cdots \lambda_{g} \leq C_{2}\left(\prod_{v \in S} R_{v}\right)^{1 / d}
$$

We need some lemmas. For a finite place $v$ of $K$ put $N v:=N_{K}(\mathfrak{p})=\left|O_{K} / \mathfrak{p}\right|$, $d_{v}:=\left[K_{v}: \mathbb{Q}_{p}\right]$ where $\mathfrak{p}$ is the prime ideal of $O_{K}$ corresponding to $v$ and $p$ is the prime below $\mathfrak{p}$.

Lemma 13.2.5 Let $v \in S$. There exists a set $\mathscr{M}_{v}=\left\{m_{1 v}, \ldots, m_{n v}\right\}$ of linear forms in $K_{v}\left[X_{1}, \ldots, X_{g}\right]$ of rank $g$ such that

$$
\begin{gather*}
\max _{1 \leq i \leq n}\left|l_{i v}(\mathbf{x})\right|_{v} \leq C_{v 1} \max _{1 \leq i \leq n}\left|m_{i v}(\mathbf{x})\right|_{v} \text { for } \mathbf{x} \in K_{v}^{g},  \tag{13.2.2}\\
R_{v}\left(\mathscr{M}_{v}\right) \leq C_{v 2} R_{v}\left(\mathscr{L}_{v}\right), \tag{13.2.3}
\end{gather*}
$$

where

$$
R_{v}\left(\mathscr{M}_{v}\right)=\max _{1 \leq i_{1}, \ldots, i_{g} \leq n}\left|\operatorname{det}\left(m_{i_{1} v}, \ldots, m_{i_{g} v}\right)\right|_{v}
$$

and

$$
\begin{array}{lll}
C_{v 1}=g^{-1}, & C_{v 2}=(\sqrt{2} \cdot g)^{g} & \text { if } v \text { is real, } \\
C_{v 1}=g^{-2}, & C_{v 2}=g^{2 g} & \text { if } v \text { is complex }, \\
C_{v 1}=1, & C_{v 2}=\left(n^{d_{v}} N v\right)^{g n / 2} & \text { if } v \text { is finite. }
\end{array}
$$

Proof We drop the index $v$ and write $l_{i}, m_{i}$ instead of $l_{i v}, m_{i v}$.
First assume that $v$ is complex. Then the linear forms $l_{i}$ have their coefficients in $K_{v}$, and we may take $m_{i}:=g \cdot l_{i}$ for $i=1, \ldots, r$.

Next, assume that $v$ is real. Since $\mathscr{L}_{v}$ is $K_{v}$-symmetric, we may assume that

$$
\mathscr{L}_{v}=\left\{l_{1}, \ldots, l_{r_{1}}, l_{r_{1}+1}, \overline{l_{r_{1}+1}}, \ldots, l_{r_{1}+r_{2}}, \overline{l_{r_{1}+r_{2}}}\right\},
$$

where $r_{1}+2 r_{2}=n$. Now take $m_{i}=g \cdot l_{i}$ for $i=1, \ldots, r_{1}$, and

$$
m_{r_{1}+2 i-1}=\frac{g}{\sqrt{2}}\left(l_{r_{1}+2 i-1}+l_{r_{1}+2 i}\right), \quad m_{r_{1}+2 i}=\frac{g}{\sqrt{-2}} \cdot\left(l_{r_{1}+2 i-1}-l_{r_{1}+2 i}\right)
$$

for $i=1, \ldots, r_{2}$. Then clearly, $m_{1}, \ldots, m_{n}$ have their coefficients in $K_{v}=\mathbb{R}$, and their rank is $g$. Notice that $|\cdot|_{v}$ is just the ordinary absolute value on $\overline{K_{v}}=\mathbb{C}$. Now for $\mathbf{x} \in K_{v}^{g}=\mathbb{R}^{g}, i=1, \ldots, r_{2}$,

$$
\begin{aligned}
\left|l_{r_{1}+2 i-1}(\mathbf{x})\right|^{2} & =\left|l_{r_{1}+2 i}(\mathbf{x})\right|^{2} \\
& =\frac{1}{2} g^{-2}\left(\left|m_{r_{1}+2 i-1}(\mathbf{x})\right|^{2}+\left|m_{r_{1}+2 i}(\mathbf{x})\right|^{2}\right) \\
& \leq g^{-2} \max \left(\left|m_{r_{1}+2 i-1}(\mathbf{x})\right|^{2},\left|m_{r_{1}+2 i}(\mathbf{x})\right|^{2}\right)
\end{aligned}
$$

Each linear form $m_{i}$ can be expressed as $\alpha l_{j}+\beta l_{k}$ with $|\alpha|+|\beta| \leq \sqrt{2} \cdot g$. Hence for any $g$ indices $i_{1}, \ldots, i_{g}$ from $\{1, \ldots, r\}$, we have

$$
\operatorname{det}\left(m_{i_{1}}, \ldots, m_{i_{g}}\right)=\sum_{\mathbf{j}=\left(j_{1}, \ldots, j_{g}\right)} \alpha_{\mathbf{j}} \operatorname{det}\left(l_{j_{1}}, \ldots, l_{j_{g}}\right)
$$

where the sum is over tuples $\mathbf{j}=\left(j_{1}, \ldots, j_{g}\right)$ in $\{1, \ldots, n\}$ and the $\alpha_{\mathbf{j}}$ are complex numbers with $\sum_{\mathbf{j}}\left|\alpha_{\mathrm{j}}\right| \leq(\sqrt{2} \cdot g)^{g}$. These two inequalities imply (13.2.3) if $v$ is real.

Now let $v$ be a finite place. We can partition $\left\{l_{1}, \ldots, l_{n}\right\}$ into $K_{v}$-conjugacy classes such that $l_{i}, l_{j}$ belong to the same class if $l_{j}=\sigma\left(l_{i}\right)$ for some $\sigma \in$ $\operatorname{Gal}\left(\overline{K_{v}} / K_{v}\right)$. Let $l_{1}, \ldots, l_{q}$ be a full system of representatives for these classes, and let $L_{i v}$ be the extension of $K_{v}$ generated by the coefficients of $l_{i}$. Finally, let $\Omega$ be the finite étale $K_{v}$-algebra $L_{1 v} \times \cdots \times L_{q v}$. Writing $l_{i}=\sum_{j=1}^{g} \alpha_{i j} X_{j}$ we define $l=\sum_{j=1}^{g} \alpha_{j} X_{j}$, where $\alpha_{j}=:\left(\alpha_{1 j}, \ldots, \alpha_{q j}\right) \in \Omega$. We have $\left[\Omega: K_{v}\right]=n$. Denote
by $\sigma_{1}, \ldots, \sigma_{n}$ the $K_{v}$-homomorphisms of $\Omega$ to $\overline{K_{v}}$. Then after a reordering, $l_{i}(\mathbf{x})=\sigma_{i}(l(\mathbf{x}))$ for $i=1, \ldots, n, \mathbf{x} \in K_{v}^{g}$.
Let $A_{v}=\left\{x \in K_{v}:|x|_{v} \leq 1\right\}$ be the local ring of $v$, and let $A_{v, \Omega}$ be its integral closure in $\Omega$. Since $A_{\nu}$ is a principal ideal domain, $A_{\nu, \Omega}$ is a free $A_{\nu}$-module of rank $n$. Choose an $A_{v}$-basis $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ of $A_{v, \Omega}$. Then there is a set of linear forms $\mathscr{M}_{v}=\left\{m_{1}, \ldots, m_{n}\right\} \subset K_{v}\left[X_{1}, \ldots, X_{g}\right]$ such that $l=\sum_{j=1}^{n} \omega_{j} m_{j}$. Hence

$$
l_{i}=\sum_{j=1}^{n} \sigma_{i}\left(\omega_{j}\right) m_{j}(i=1, \ldots, n)
$$

Clearly, $m_{1}, \ldots, m_{n}$ have rank $g$. Since the elements $\sigma_{i}\left(\omega_{j}\right)$ are integral over $A_{v}$, we have $\left|\sigma_{i}\left(\omega_{j}\right)\right|_{v} \leq 1$ for all $i, j$ and so, by the ultrametric inequality,

$$
\max _{1 \leq i \leq n}\left|l_{i}(\mathbf{x})\right|_{v} \leq \max _{1 \leq i \leq n}\left|m_{i}(\mathbf{x})\right|_{v} \text { for } \mathbf{x} \in K_{v}^{g}
$$

This proves 13.2.2, so it remains to prove 13.2.3.
Let $\left(\omega^{i j}\right)$ be the inverse of the matrix $\left(\sigma_{i}\left(\omega_{j}\right)\right)$. Then

$$
\begin{equation*}
m_{i}=\sum_{j=1}^{n} \omega^{i j} l_{j} \quad(i=1, \ldots, n) \tag{13.2.4}
\end{equation*}
$$

We estimate from above $\left|\omega^{i j}\right|_{v}$ for $i, j=1, \ldots, n$. Since the numbers $\sigma_{i}\left(\omega_{j}\right)$ are integral over $A_{v}$, the numbers $\Delta \omega^{i j}$ are also integral over $A_{v}$, where

$$
\Delta=\operatorname{det}\left(\sigma_{i}\left(\omega_{j}\right)\right)
$$

Hence

$$
\left|\omega^{i j}\right|_{v} \leq|\Delta|_{v}^{-1} \text { for } i, j=1, \ldots, n
$$

By (13.2.4 and the ultrametric inequality,

$$
\begin{equation*}
R_{v}\left(\mathscr{M}_{v}\right) \leq|\Delta|_{v}^{-g} R_{v}\left(\mathscr{L}_{v}\right) . \tag{13.2.5}
\end{equation*}
$$

Let $\mathfrak{p}$ be the prime ideal of $O_{K}$ corresponding to $v, p$ the prime number below $\mathfrak{p}$, and denote be $e, f$ the ramification index and residue class degree of $\mathfrak{p}$ over $p$. Then $d_{v}=\left[K_{v}: \mathbb{Q}_{p}\right]=e f$. For $i=1, \ldots, q$, let $n_{i}:=\left[L_{i v}: K_{v}\right]$. Further, Denote by $A_{i v}$ the integral closure of $A_{v}$ in $L_{i v}$. Then by Proposition 2.10.2 and Corollary 2.8.3 (iii) we have

$$
|\Delta|_{v}=\left|D_{A_{v, \Omega} / A_{v}}\right|_{V}^{1 / 2}=\prod_{i=1}^{q}\left|D_{A_{i v} / A_{v}}\right|_{V}^{1 / 2}=N v^{-w / 2},
$$

where

$$
w \leq \sum_{i=1}^{q} n_{i}\left(1+e \frac{\log n_{i}}{\log p}\right)=\sum_{i=1}^{q} n_{i}\left(1+d_{v} \frac{\log n_{i}}{\log N v}\right) \leq n\left(1+d_{v} \frac{\log n}{\log N v}\right) .
$$

Here we used $N v=p^{f}$. Hence

$$
|\Delta|_{v} \geq(N v)^{-n\left(1+d_{v} \log n / \log N v\right) / 2}=\left(n^{d_{v}} N v\right)^{-n / 2} .
$$

Together with (13.2.5) this implies 13.2.3.

Lemma 13.2.6 Let $v \in S$. Then there are linearly independent linear forms $m_{1 v}, \ldots, m_{g v} \in K_{v}\left[X_{1}, \ldots, X_{g}\right]$ such that

$$
\begin{gather*}
\max _{1 \leq i \leq n}\left|l_{i v}(\mathbf{x})\right|_{v} \leq \max _{1 \leq i \leq g}\left|m_{i v}(\mathbf{x})\right|_{v} \text { for } \mathbf{x} \in K_{v}^{g},  \tag{13.2.6}\\
\left|\operatorname{det}\left(m_{1 v}, \ldots, m_{g v}\right)\right|_{v} \leq C_{v 2} R_{v}\left(\mathscr{L}_{v}\right) . \tag{13.2.7}
\end{gather*}
$$

Proof In this proof, we write again $l_{i}, m_{i}$ instead of $l_{i v}, m_{i v}$. Let $\mathscr{M}_{v}$ be the set of linear forms from the previous lemma. Without loss of generality, we have

$$
\begin{equation*}
R_{v}(\mathscr{M})=\left|\operatorname{det}\left(m_{1}, \ldots, m_{g}\right)\right|_{v} . \tag{13.2.8}
\end{equation*}
$$

Then (13.2.3) implies 13.2.7, so it remains to prove 13.2.6.
The linear forms $m_{1}, \ldots, m_{g}$ are linearly independent. By Cramer's rule, we have $m_{i}=\sum_{j=1}^{g}\left(\alpha_{i j} / \alpha\right) m_{j}$ for $i=g+1, \ldots, n$, where $\alpha=\operatorname{det}\left(m_{1}, \ldots, m_{g}\right)$ and $\alpha_{i j}$ is the same determinant but with $m_{j}$ replaced by $m_{i}$. Now 13.2.8) implies that $\left|\alpha_{i j} / \alpha\right|_{v} \leq 1$ for all $i, j$. Consequently, for $\mathbf{x} \in K_{v}^{g}, i=g+1, \ldots, n$,

$$
\left|m_{i}(\mathbf{x})\right|_{v} \leq g^{s(v)} \max _{1 \leq j \leq g}\left|m_{j}(\mathbf{x})\right|_{v},
$$

where as usual, we have put $s(v)=1$ if $v$ is a real place, $s(v)=2$ if $v$ is a complex place, and $s(v)=0$ if $v$ is a finite place. Together with 13.2.2 this implies 13.2.6.

Proof of Theorem 13.2.4 Let $\lambda_{1}, \ldots, \lambda_{g}$ be the successive minima of $\prod_{v \in S} \mathscr{C}_{v}$ as defined in Theorem 13.2.4 For $v \in S$, let $m_{1 v}, \ldots, m_{g v}$ be the linear forms from Lemma 13.2.6 and put

$$
\mathscr{C}_{v}^{\prime}:=\left\{\mathbf{x} \in K_{v}^{g}: \max _{1 \leq i \leq g}\left|m_{i v}(\mathbf{x})\right|_{v} \leq 1\right\} .
$$

Then by 13.2.6 we have $\prod_{v \in S} \mathscr{C}_{v}^{\prime} \subseteq \prod_{v \in S} \mathscr{C}_{v}$, hence $\lambda_{1}, \ldots, \lambda_{g}$ are at most equal to the successive minima of $\prod_{v \in S} \mathscr{C}_{v}^{\prime}$. Now Theorem 13.2.2 and 13.2.7)
imply

$$
\begin{aligned}
\lambda_{1} \cdots \lambda_{g} & \leq\left((2 / \pi)^{r_{2}}\left|D_{K}\right|^{1 / 2}\right)^{g / d} \cdot\left(\prod_{v \in S}\left|\operatorname{det}\left(m_{1 v}, \ldots, m_{g v}\right)\right|_{v}\right)^{1 / d} \\
& \leq\left((2 / \pi)^{r_{2}}\left|D_{K}\right|^{1 / 2}\right)^{g / d}\left(\prod_{v \in S} C_{2 v} R_{v}\right)^{1 / d} \\
& \leq(\sqrt{2} \cdot g)^{g}\left|D_{K}\right|^{g / 2 d} \prod_{\substack{v \in S \\
v \notinfty}}\left(n^{d_{v}} N v\right)^{g n / 2 d} \cdot \prod_{v \in S} R_{v}^{1 / d} \\
& \leq C_{2} \cdot \prod_{v \in S} R_{v}^{1 / d} .
\end{aligned}
$$

This proves Theorem 13.2.4

### 13.3 Estimates for polynomials

Let $K$ be an algebraic number field. As usual, we denote the unique extension of $|\cdot|_{v}\left(v \in M_{K}\right)$ to $\overline{K_{v}}$ also by $|\cdot|_{v}$. For $P \in \overline{K_{v}}\left[X_{1}, \ldots, X_{g}\right]$ we define $|P|_{v}$ as $\max \left(\left|a_{1}\right|_{v}, \ldots,\left|a_{r}\right|_{v}\right)$ where $a_{1}, \ldots, a_{r}$ are the non-zero coefficients of $P$. We frequently use our notation $s(v)=1$ if $v$ is a real place, $s(v)=2$ if $v$ is complex, and $s(v)=0$ if $v$ is finite.

Let $S$ be a finite set of places of $K$ containing the infinite places. We define the $S$-content $(P)_{S}$ of $P \in K\left[X_{1}, \ldots, X_{g}\right]$ to be the fractional ideal of $O_{S}$ generated by the coefficients of $P$, and then the $S$-norm of $P$ by $N_{S}(P):=N_{S}\left((P)_{S}\right)$. Clearly, $N_{S}(0)=0$, and by (3.4.3) we have for non-zero $P$,

$$
\begin{equation*}
N_{S}(P)=\left(\prod_{v \in M_{K} \backslash S}|P|_{v}\right)^{-1} \tag{13.3.1}
\end{equation*}
$$

It is clear that

$$
\begin{equation*}
N_{S}(P) \geq 1 \text { for } P \in O_{S}\left[X_{1}, \ldots, X_{g}\right] \backslash\{0\} \tag{13.3.2}
\end{equation*}
$$

Further, if $P \in O_{S}\left[X_{1}, \ldots, X_{g}\right] \backslash\{0\}$, then $N_{S}(P)=1$ if and only if the coefficients of $P$ generate the unit ideal of $O_{S}$.

We list some other properties. Recall that the $S$-norm of $a \in K^{*}$ equals $N_{S}(a)=\prod_{v \in S}|a|_{v}$. First, by the product formula,

$$
\begin{equation*}
N_{S}(a P)=N_{S}(a) N_{S}(P) \text { for } a \in K^{*}, P \in K\left[X_{1}, \ldots, X_{g}\right] \tag{13.3.3}
\end{equation*}
$$

Second, by Gauss' Lemma, see Proposition 2.6.1, we have

$$
\begin{equation*}
N_{S}(P Q)=N_{S}(P) N_{S}(Q) \text { for } P, Q \in K\left[X_{1}, \ldots, X_{g}\right] \tag{13.3.4}
\end{equation*}
$$

Let $L$ be a finite extension of $K$ of degree $n$, and let $\sigma_{1}, \ldots, \sigma_{n}$ be the $K$ isomorphisms of $L$ into an algebraic closure of $K$. For $P \in L\left[X_{1}, \ldots, X_{g}\right]$ we put

$$
N_{L / K}(P):=\prod_{i=1}^{n} \sigma_{i}(P) .
$$

Lemma 13.3.1 Let $v \in M_{K}$ be a finite place. Then for $P \in L\left[X_{1}, \ldots, X_{g}\right]$ we have $\left|N_{L / K}(P)\right|_{v}=\prod_{V \mid v}|P|_{V}$, where the product is taken over all places of $L$ above $v$.

Proof Denote by $h$ the class number of $O_{L}$ and by $G$ the normal closure of $L / K$. For a polynomial $Q$ with coefficients in $G$, denote by $(Q)$ the fractional ideal of $O_{G}$ generated by the coefficients of $Q$. Then there is $\alpha \in L^{*}$ such that $(P)^{h}=(\alpha)$. Hence $|P|_{V}^{h}=|\alpha|_{V}$ for each place $V$ of $L$ above $v$. Further, by Corollary 2.6.2 (Gauss' Lemma for Dedekind domains),

$$
\left(N_{L / K}(P)\right)^{h}=\prod_{i=1}^{n}\left(\sigma_{i}(P)\right)^{h}=\prod_{i=1}^{n}\left(\sigma_{i}(\alpha)\right)=\left(N_{L / K}(\alpha)\right),
$$

hence $\left|N_{L / K}(P)\right|_{v}^{h}=\left|N_{L / K}(\alpha)\right|_{v}$. Now Lemma 13.3 .1 follows by applying Proposition 3.3.1.

Lemma 13.3.2 Let $P \in L\left[X_{1}, \ldots, X_{g}\right] \backslash\{0\}, F:=N_{L / K}(P)$. Then there is $\lambda \in L^{*}$ such that
(i) the coefficients of $\lambda P$ are integral over $O_{S}$;
(ii) $N_{S}(a F) \leq\left|D_{L}\right|^{1 / 2}$, where $a:=N_{L / K}(\lambda)$.

Proof Let $T$ be the set of places of $L$ lying above the places of $S$. By Lemma 13.3.1 and Corollary 13.2.3 there exists $\lambda \in L^{*}$ such that

$$
\begin{aligned}
& |\lambda|_{V} \leq\left(\left|D_{L}\right|^{1 / 2} \cdot N_{S}(F)^{-1}\right)^{s(V) / n} \text { for } V \in T \\
& |\lambda|_{V} \leq|P|_{V}^{-1} \text { for } V \in M_{L} \backslash T
\end{aligned}
$$

Then clearly, (i) is satisfied. Further, by Proposition 3.3 .1 (ii) and 13.3.2, (13.3.3),

$$
N_{S}(a F)=N_{S}(F) \prod_{v \in S}\left|N_{L / K}(\lambda)\right|_{v}=N_{S}(F) \prod_{V \in T}|\lambda|_{V} \leq\left|D_{L}\right|^{1 / 2} .
$$

An immediate consequence of Lemma 13.3.2 is that roughly speaking, we can multiply a polynomial $P \in K\left[X_{1}, \ldots, X_{g}\right]$ with $a \in K^{*}$ in such a way that the coefficients of $a P$ are in $O_{S}$ and are "almost coprime."

Corollary 13.3.3 Let $P \in K\left[X_{1}, \ldots, X_{g}\right] \backslash\{0\}$. Then there is $a \in K^{*}$ such that for $P^{\prime}:=a P$ we have

$$
P^{\prime} \in O_{S}\left[X_{1}, \ldots, X_{g}\right], \quad N_{S}\left(P^{\prime}\right) \leq\left|D_{K}\right|^{1 / 2}
$$

Proof Apply Lemma 13.3.2 with $L=K$.
We deduce another consequence.
Corollary 13.3.4 Let $\Omega=L_{1} \times \cdots \times L_{q}$ where $L_{1}, \ldots, L_{q}$ are finite extensions of K. Further, let

$$
F=a \prod_{i=1}^{q} N_{L_{i} / K}\left(P_{i}\right)
$$

where $a \in K^{*}, P_{i} \in L_{i}\left[X_{1}, \ldots, X_{g}\right]$ for $i=1, \ldots, q$. Then we can express $F$ otherwise as

$$
\begin{equation*}
F=a^{\prime} \prod_{i=1}^{q} N_{L_{i} / K}\left(P_{i}^{\prime}\right), \tag{13.3.5}
\end{equation*}
$$

where $P_{i}^{\prime} \in L_{i}\left[X_{1}, \ldots, X_{g}\right]$ is a scalar multiple of $P_{i}$, with coefficients integral over $O_{S}$ for $i=1, \ldots, q$, and where

$$
a^{\prime} \in K^{*},\left|D_{\Omega}\right|^{-1 / 2} N_{S}(F) \leq N_{S}\left(a^{\prime}\right) \leq N_{S}(F)
$$

Proof For $i=1, \ldots, q$, let $F_{i}:=N_{L_{i} / K}\left(P_{i}\right)$, choose $\lambda_{i} \in L_{i}^{*}$ according to Lemma 13.3.2 and put $a_{i}:=N_{L_{i} / K}\left(\lambda_{i}\right)$. Then the coefficients of $P_{i}^{\prime}:=\lambda_{i} P_{i}$ are integral over $O_{S}$, and $N_{S}\left(a_{i} F_{i}\right) \leq\left|D_{L_{i}}\right|^{1 / 2}$. Clearly, we have 13.3.5 with $a^{\prime}:=a\left(a_{1} \cdots a_{q}\right)^{-1}$. The lower bound for $N_{S}\left(a^{\prime}\right)$ follows by taking the product over $i=1, \ldots, q$ and applying (13.3.4), while the upper bound follows from $a_{i} F_{i} \in O_{S}\left[X_{1}, \ldots, X_{g}\right]$ for $i=1, \ldots, g$.

Suppose $K$ has degree $d$. Denote by $r$ the rank of $O_{K}^{*}$. Put $Q_{S}:=N_{K}\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{t}\right)$ if $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ are the prime ideals corresponding to the finite places in $S$; if $S$ has no finite places we put $Q_{S}:=1$. We define the (inhomogeneous) height and logarithmic height of $P \in K\left[X_{1}, \ldots, X_{g}\right]$ by

$$
H(P):=\left(\prod_{v \in M_{K}} \max \left(1,|P|_{v}\right)\right)^{1 / d}, h(P):=\log H(P)
$$

Lemma 13.3.5 Let $P \in O_{S}\left[X_{1}, \ldots, X_{g}\right]$. Then there exists $\varepsilon \in O_{S}^{*}$ such that

$$
H(\varepsilon P) \leq e^{c_{0} R_{K}} Q_{S}^{h_{K} / d}\left(\prod_{v \in S}|P|_{v}\right)^{1 / d}
$$

where $c_{0}=0$ if $r=0, c_{0}=1 / d$ if $r=1, c_{0}=29 e r!r \sqrt{r-1} \log d$ if $r \geq 2$.

Proof Put $s:=|S|, A:=\sum_{v \in S} \log |P|_{v}$. By Proposition 3.6.2, there exists $\varepsilon \in O_{S}^{*}$ such that

$$
\left.\sum_{v \in S}|\log | \varepsilon\right|_{v}+\log |P|_{v}-A / s \mid \leq d c_{0} R_{K}+h_{K} \log Q_{S}
$$

As a consequence,

$$
\begin{aligned}
h(\varepsilon P) & =\frac{1}{d} \sum_{v \in S} \max \left(0, \log |\varepsilon|_{v}+\log |P|_{v}\right) \\
& \left.\leq\left.\frac{1}{d} \sum_{v \in S}|\log | \varepsilon\right|_{v}+\log |P|_{v}-A / s \right\rvert\,+A / d \\
& \leq c_{0} R_{K}+\left(h_{K} / d\right) \log Q_{S}+A / d
\end{aligned}
$$

which implies our lemma.

### 13.4 Reduction of binary forms over the $S$-integers

Let $K$ be an algebraic number field of degree $d$. Let as usual $D_{K}, h_{K}, R_{K}$ denote the discriminant, class number and regulator of $K$, and let $r:=\operatorname{rank} O_{K}^{*}$. Further, let $S$ be a finite set of places of $K$, containing all the infinite places, let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ be the prime ideals corresponding to the finite places in $S$, and define as usual $Q_{S}:=1$ if $t=0$ and $Q_{S}:=N_{K}\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{t}\right)$ otherwise.
Let $F \in O_{S}[X, Y]$ be a binary form of degree $n \geq 2$ and non-zero discriminant. Let $G$ be the splitting field of $F$ over $K$. The binary form $F$ has a factorization into linear forms such that

$$
\begin{equation*}
F=a l_{1} \cdots l_{n} \text { with } a \in K^{*}, l_{1}, \ldots, l_{n} \in G[X, Y], \tag{13.4.1}
\end{equation*}
$$

where the system $l_{1}, \ldots, l_{n}$ is $K$-symmetric, that is, for each $\sigma \in \operatorname{Gal}(G / K)$ there is a permutation $(\sigma(1), \ldots, \sigma(n))$ of $(1, \ldots, n)$ such that

$$
\begin{equation*}
\sigma\left(l_{i}\right)=l_{\sigma(i)} \text { for } i=1, \ldots, n, \sigma \in \operatorname{Gal}(G / K) \text {. } \tag{13.4.2}
\end{equation*}
$$

We fix once and for all a factorization (13.4.1) with (13.4.2) of $F$.
Denote by $T$ the set of places of $G$ lying above those in $S$. Let $B_{i V}(V \in T$, $i=1, \ldots, n$ ) be positive real numbers satisfying

$$
\begin{equation*}
B_{\sigma(i), V}=B_{i, V \circ \sigma} \text { for } V \in T, \sigma \in \operatorname{Gal}(G / K), i=1, \ldots, n . \tag{13.4.3}
\end{equation*}
$$

Put

$$
\begin{aligned}
& M:=\left(\prod_{V \in T} \prod_{i=1}^{n} B_{i V}\right)^{1 /[G: Q]} \\
& R:=\left(\prod_{V \in T} \max _{1 \leq i<j \leq n} \frac{\left|\operatorname{det}\left(l_{i}, l_{j}\right)\right|_{V}}{B_{i V} B_{j V}}\right)^{1 /[G: Q]} \\
& C_{3}(n):=\left|D_{K}\right|^{n / d} \cdot \exp \left\{\left(\frac{10 d^{3}}{\log ^{*} d}\right)^{r+1} n R_{K}\right\} \cdot n^{n^{2} t} Q_{S}^{\left(n h_{K}+n^{2}+n\right) / d},
\end{aligned}
$$

where as before, we put $\log ^{*} x:=\max (1, \log x)$.
Theorem 13.4.1 Let $F \in O_{S}[X, Y]$ be a binary form of degree $n$ and non-zero discriminant, and choose a factorization of $F$ as in 13.4.1, , 13.4.2.
(i) Assume that $n \geq 2$ and that $F$ has no linear factor in $K[X, Y]$. Then $F$ is $\mathrm{GL}\left(2, O_{S}\right)$-equivalent to a binary form $F^{*}$ such that

$$
H\left(F^{*}\right) \leq C_{3}(n) N_{S}(a)^{2 / d} M^{2} R^{n} .
$$

(ii) Assume that $n \geq 3$ and that now $F$ does have a linear factor in $K[X, Y]$. Then $F$ is $\mathrm{GL}\left(2, O_{S}\right)$-equivalent to a binary form $F^{*}$ with

$$
H\left(F^{*}\right) \leq\left(C_{3}(n) N_{S}(a)^{2 / d} M^{2} R^{n}\right)^{(n-1) /(n-2)} .
$$

For $v \in S$, denote by $\mathscr{A}(v)$ the set of places of $G$ lying above $v$. Then $\bigcup_{v \in S} \mathscr{A}(v)=T$. After suitable identifications, we may assume that $K \subset G \subset$ $G_{V}$ for $V \in T, K \subset K_{v} \subset G_{V}$ for $v \in S, V \in \mathscr{A}_{V}$, where $G_{V}$ is the completion of $G$ at $V$. For $v \in S$, we define

$$
\mathscr{C}_{v}:=\left\{\mathbf{x} \in K_{v}^{2}:\left|l_{i}(\mathbf{x})\right|_{V} \leq B_{i V} \text { for } i=1, \ldots, n, V \in \mathscr{A}(v)\right\} ;
$$

this is a symmetric $v$-adic convex body in $K_{v}^{2}$. Our crucial tool is the following lemma.

Lemma 13.4.2 Assume that $n \geq 2$. Let $\lambda_{1}, \lambda_{2}$ be the successive minima of $\prod_{v \in S} \mathscr{C}_{v}$. Then

$$
\lambda_{1} \lambda_{2} \leq C_{4}(n) R \text { where } C_{4}(n)=8\left|D_{K}\right|^{1 / d} n^{n t} Q_{S}^{(n+2) / d}
$$

Proof The first step in our proof is to rewrite $R$ and $\mathscr{C}_{\nu}$ in a way which makes it possible to apply the theory of Section 13.2 . For this, we need some preparations.

Let $v \in S$, fix $V_{0} \in \mathscr{A}(v)$, and write $G_{v}$ for $G_{V_{0}}$. Then $G_{v}$ is a Galois extension of $K_{v}$ as it is the splitting field of some polynomial in $K[X]$. Put $g_{v}:=\left[G_{v}: K_{v}\right]$. We can extend $|\cdot|_{\nu}$ uniquely to $\overline{K_{v}}$ and thus to $G_{v}$. On the other hand, $|\cdot|_{V_{0}}$ can
be extended uniquely to $G_{v}$. By Proposition 3.3 .1 (i), $|\cdot|_{V_{0}}$ coincides with $|\cdot|_{v}^{g_{v}}$ on $K$. So in fact we have

$$
\begin{equation*}
|x|_{V_{0}}=|x|_{v}^{g_{v}} \text { for } x \in G_{v} \tag{13.4.4}
\end{equation*}
$$

Let $\mathscr{E}:=\left\{\sigma \in \operatorname{Gal}(G / K): V_{0}=V_{0} \circ \sigma\right\}$, i.e., the decomposition group of $V_{0}$. We can extend each $\sigma \in \mathscr{E}$ uniquely to an element of $\operatorname{Gal}\left(G_{v} / K_{v}\right)$ since $|\sigma(x)|_{V_{0}}=|x|_{V_{0}}$ for $x \in G$. Conversely, any element of $\operatorname{Gal}\left(G_{v} / K_{v}\right)$ leaves $|\cdot|_{V_{0}}$ on $G_{v}$ invariant and so it restricts to an element of $\mathscr{E}$. Thus, the restriction to $G$ yields an isomorphism $\operatorname{Gal}\left(G_{v} / K_{v}\right) \rightarrow \mathscr{E}$ (see [Neukirch (1999), chap. 3, Thm. 2.6]).

For $V \in \mathscr{A}(v)$, put $\mathscr{E}(V \mid v):=\left\{\sigma \in \operatorname{Gal}(G / K): V=V_{0} \circ \sigma\right\}$. Since the places in $\mathscr{A}(v)$ are conjugate over $K$, the sets $\mathscr{E}(V \mid v)$ are precisely the cosets of $\mathscr{E}$ in $\operatorname{Gal}(G / K)$. From (13.4.4) it follows that

$$
\begin{equation*}
|x|_{V}=|\sigma(x)|_{V_{0}}=|\sigma(x)|_{v}^{g_{v}} \text { for } x \in G, V \in \mathscr{A}(v), \sigma \in \mathscr{E}(V \mid v) . \tag{13.4.5}
\end{equation*}
$$

Put

$$
B_{i v}^{\prime}:=B_{i, V_{0}}^{1 / g_{v}}
$$

Then from (13.4.3) it follows that

$$
\begin{equation*}
B_{i v}^{\prime}=B_{\sigma^{-1}(i), V}^{1 / g_{v}} \text { for } V \in \mathscr{A}(v), \sigma \in \mathscr{E}(V \mid v), i=1, \ldots, n \tag{13.4.6}
\end{equation*}
$$

Indices $i, j$ such that $j=\sigma(i)$ for some $\sigma \in \mathscr{E}$ are called conjugate over $K_{v}$. This definition is justified by the fact that every $\sigma \in \mathscr{E}$ is the restriction to $G$ of an element of $\operatorname{Gal}\left(G_{v} / K_{v}\right)$. We have

$$
\begin{equation*}
B_{i v}^{\prime}=B_{j v}^{\prime} \text { if } i, j \text { are conjugate over } K_{v} \tag{13.4.7}
\end{equation*}
$$

Indeed, if $j=\sigma(i)$ for some $\sigma \in \mathscr{E}$ then $B_{j v}^{\prime}=B_{j, V_{0}}^{1 / g_{v}}=B_{\sigma(i), V_{0}}^{1 / g_{v}}=B_{i v}^{\prime}$.
We first rewrite $R$. Let $v \in S$. By 13.4.5, 13.4.2 we have for $V \in \mathscr{A}(v)$, $\sigma \in \mathscr{E}(V \mid v)$,

$$
\left|\operatorname{det}\left(l_{i}, l_{j}\right)\right|_{V}=\left|\sigma\left(\operatorname{det}\left(l_{i}, l_{j}\right)\right)\right|_{v}^{g_{v}}=\left|\operatorname{det}\left(l_{\sigma(i)}, l_{\sigma(j)}\right)\right|_{v}^{g_{v}}
$$

Together with $|\mathscr{E}(V \mid v)|=g_{v}, 13.4 .6$ this implies

$$
\begin{aligned}
\prod_{V \mid v} \max _{1 \leq i<j \leq n} \frac{\left|\operatorname{det}\left(l_{i}, l_{j}\right)\right|_{V}}{B_{i V} B_{j V}} & =\prod_{V \mid v} \prod_{\sigma \in \mathscr{E}(V \mid v)} \max _{1 \leq i<j \leq n} \frac{\left|\operatorname{det}\left(l_{\sigma(i)}, l_{\sigma(j)}\right)\right|_{v}}{B_{\sigma(i), v}^{\prime} B_{\sigma(j), v}^{\prime}} \\
& =\prod_{\sigma \in \operatorname{Gal}(G / K)} \max _{1 \leq i<j \leq n} \frac{\left|\operatorname{det}\left(l_{\sigma(i)}, l_{\sigma(j)}\right)\right|_{v}}{B_{\sigma(i), v}^{\prime} B_{\sigma(j), v}^{\prime}} \\
& =\left(\max _{1 \leq i<j \leq n} \frac{\left|\operatorname{det}\left(l_{i}, l_{j}\right)\right|_{v}}{B_{i v}^{\prime} B_{j v}^{\prime}}\right)^{[G: K]} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
R=\left(\prod_{v \in S} \max _{1 \leq i<j \leq n} \frac{\left|\operatorname{det}\left(l_{i}, l_{j}\right)\right|_{v}}{B_{i v}^{\prime} B_{j v}^{\prime}}\right)^{1 / d} \tag{13.4.8}
\end{equation*}
$$

Next, we rewrite $\mathscr{C}_{v}$. By (13.4.5), (13.4.6, (13.4.2) we have for $\mathbf{x} \in K_{v}^{2}$, that

$$
\begin{aligned}
\left|l_{i}(\mathbf{x})\right|_{V} & \leq B_{i V} \text { for } i=1, \ldots, n, V \in \mathscr{A}(v) \\
& \Longleftrightarrow\left|\sigma\left(l_{i}\right)(\mathbf{x})\right|_{v} \leq B_{\sigma(i), v}^{\prime} \text { for } i=1, \ldots, n, V \in \mathscr{A}(v), \sigma \in \mathscr{E}(V \mid v) \\
& \Longleftrightarrow\left|l_{\sigma(i)}(\mathbf{x})\right|_{v} \leq B_{\sigma(i), v}^{\prime} \text { for } i=1, \ldots, n, \sigma \in \operatorname{Gal}(G / K) \\
& \Longleftrightarrow\left|l_{i}(\mathbf{x})\right|_{v} \leq B_{i v}^{\prime} \text { for } i=1, \ldots, n,
\end{aligned}
$$

that is, for $v \in S$ we have

$$
\begin{equation*}
\mathscr{C}_{v}=\left\{\mathbf{x} \in K_{v}^{2}:\left|l_{i}(\mathbf{x})\right|_{v} \leq B_{i v}^{\prime} \text { for } i=1, \ldots, n\right\} \tag{13.4.9}
\end{equation*}
$$

We make the sets $\mathscr{C}_{v}(v \in S)$ somewhat smaller. Let $v$ be a finite place in $S$ and put $N v:=N_{K}(\mathfrak{p})=\left|O_{K} / \mathfrak{p}\right|$, where $\mathfrak{p}$ is the prime ideal of $O_{K}$ corresponding to $v$. Then in view of 13.4.7) and the fact that the value set of $|\cdot|_{v}$ on $K_{v}^{*}$ is a cyclic group generated by $N v$, there are $a_{i v} \in K_{v}^{*}(i=1, \ldots, n)$ such that

$$
\begin{align*}
& N v^{-1} B_{i v}^{\prime} \leq\left|a_{i v}\right|_{v} \leq B_{i v}^{\prime}(i=1, \ldots, n)  \tag{13.4.10}\\
& a_{i v}=a_{j v} \text { if } i, j \text { are conjugate over } K_{v} . \tag{13.4.11}
\end{align*}
$$

If $v$ is an infinite place we put $N v:=1$, and choose $a_{i v}=B_{i v}^{\prime}$ if $v$ is real, $a_{i v}=\left(B_{i v}^{\prime}\right)^{1 / 2}$ if $v$ is complex. Then (13.4.10, 13.4.11) hold true also for the infinite places. Now let

$$
m_{i v}:=a_{i v}^{-1} l_{i}(v \in S, i=1, \ldots, n)
$$

Then the system $\left\{m_{1 v}, \ldots, m_{n v}\right\}$ is $K_{v}$-symmetric. Indeed, let $i \in\{1, \ldots, n\}$, $\sigma \in \operatorname{Gal}\left(G_{v} / K_{v}\right)$ and $\sigma^{\prime}$ its restriction to $G$. Then by (13.4.2), 13.4.11], we have $\sigma\left(m_{i v}\right)=a_{i v}^{-1} l_{\sigma^{\prime}(i)}=m_{\sigma^{\prime}(i), v}$. Moreover, it is clear from (13.4.9), 13.4.10) that for $v \in S$,

$$
\mathscr{C}_{v} \supseteq \mathscr{C}_{v}^{\prime}:=\left\{\mathbf{x} \in K_{v}^{2}:\left|m_{i v}(\mathbf{x})\right|_{v} \leq 1 \text { for } i=1, \ldots, n\right\} .
$$

Let $\lambda_{1}^{\prime}, \lambda_{2}^{\prime}$ be the successive minima of $\prod_{v \in S} \mathscr{C}_{v}^{\prime}$. Then clearly, $\lambda_{i} \leq \lambda_{i}^{\prime}$ for $i=1,2$. Notice that for $g=2$, the constant $C_{2}$ in Theorem 13.2 .4 is at most $C_{4}(n) Q_{S}^{-2 / d}$. So by that Theorem, and in view of $Q_{S}=\prod_{v \in S} N v, 13.4 .10$,
(13.4.8), we have

$$
\begin{aligned}
\lambda_{1} \lambda_{2} & \leq \lambda_{1}^{\prime} \lambda_{2}^{\prime} \leq C_{4}(n) Q_{S}^{-2 / d}\left(\prod_{v \in S} \max _{1 \leq i<j \leq n}\left|\operatorname{det}\left(m_{i v}, m_{j v}\right)\right|_{v}\right)^{1 / d} \\
& \leq C_{4}(n) Q_{S}^{-2 / d}\left(\prod_{v \in S} \max _{1 \leq i<j \leq n} \frac{\left|\operatorname{det}\left(l_{i}, l_{j}\right)\right|_{v}}{\left|a_{i v} a_{j v}\right|_{v}}\right)^{1 / d} \\
& \leq C_{4}(n)\left(\prod_{v \in S} \max _{1 \leq i<j \leq n} \frac{\left|\operatorname{det}\left(l_{i}, l_{j}\right)\right|_{v}}{B_{i v}^{\prime} B_{j v}^{\prime}}\right)^{1 / d}=C_{4}(n) R .
\end{aligned}
$$

This proves Lemma 13.4.2.
Proof of Theorem 13.4.1 Let $n \geq 2$. Put

$$
C_{5}:=100 d^{4} \exp \left\{r\left(\frac{6 r d^{2}}{\log ^{*} d}\right)^{r} R_{K}\right\} \cdot Q_{S}^{\left(h_{K}-1\right) / d} .
$$

This is an upper bound for the constant $C_{1}$ from Theorem 13.2.1 with $g=2$. It follows that $O_{S}^{2}$ has a basis $\mathbf{a}_{\mathbf{1}}=\left(a_{11}, a_{21}\right), \mathbf{a}_{\mathbf{2}}=\left(a_{12}, a_{22}\right)$ with

$$
\mathbf{a}_{1}, \mathbf{a}_{2} \in C_{5} \lambda_{2} \prod_{v \in S} \mathscr{C}_{v}
$$

For $\lambda>0, \mathbf{x} \in \lambda \prod_{v \in S} \mathscr{C}_{v} \cap O_{S}^{2}$ we have $\left|l_{i}(\mathbf{x})\right|_{V} \leq \lambda^{s(V)} B_{i V}$ for $i=1, \ldots, n$, $V \in T$, where as usual, we put $s(V)=1$ if $V$ is real, $s(V)=2$ if $V$ is complex, and $s(V)=0$ if $V$ is finite. Hence

$$
\begin{equation*}
\max \left(\left|l_{i}\left(\mathbf{a}_{\mathbf{1}}\right)\right|_{V},\left|l_{i}\left(\mathbf{a}_{\mathbf{2}}\right)\right|_{V}\right) \leq\left(C_{5} \lambda_{2}\right)^{s(V)} B_{i V} \tag{13.4.12}
\end{equation*}
$$

for $i=1, \ldots, n, V \in T$. Put $U:=\left(\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right)$. Then $U \in \operatorname{GL}\left(2, O_{S}\right)$, and
$F_{U}=a m_{1} \cdots m_{n}$ with $m_{i}=l_{i}\left(\mathbf{a}_{\mathbf{1}}\right) X+l_{i}\left(\mathbf{a}_{2}\right) Y$ for $i=1, \ldots, n$
by 13.4.1. From this and 13.4.12 it follows that for $V \in T$,

$$
\begin{aligned}
\left|F_{U}\right|_{V} & \leq|a|_{V} 2^{n s(V)} \prod_{i=1}^{n} \max \left(\left|l_{i}\left(\mathbf{a}_{1}\right)\right|_{V},\left|l_{i}\left(\mathbf{a}_{2}\right)\right|_{V}\right) \\
& \leq|a|_{V} B_{1 V} \cdots B_{n V}\left(2 C_{5} \lambda_{2}\right)^{n s(V)} .
\end{aligned}
$$

By Proposition 3.3.1 we have

$$
\begin{equation*}
\left|F_{U}\right|_{v}^{[G: K]}=\prod_{V \mid v}\left|F_{U}\right|_{V},|a|_{v}^{[G: K]}=\prod_{V \mid v}|a|_{V} . \tag{13.4.13}
\end{equation*}
$$

Moreover, $\sum_{V \in T} s(V)=[G: \mathbb{Q}]=d[G: K]$. Hence

$$
\prod_{v \in S}\left|F_{U}\right|_{v}=\left(\prod_{V \in T}\left|F_{U}\right|_{V}\right)^{1 /[G: K]} \leq N_{S}(a)\left(M\left(2 C_{5} \lambda_{2}\right)^{n}\right)^{d}
$$

By Lemma 13.3.5 there is $\varepsilon \in O_{S}^{*}$ such that $F^{*}:=\varepsilon F_{U}$ satisfies

$$
\begin{equation*}
H\left(F^{*}\right) \leq e^{c_{0} R_{K}} Q_{S}^{h_{K} / d}\left(2 C_{5}\right)^{n} \cdot N_{S}(a)^{1 / d} M \lambda_{2}^{n} \tag{13.4.14}
\end{equation*}
$$

Notice that $F^{*}$ is $\operatorname{GL}\left(2, O_{S}\right)$-equivalent to $F$. Thus, it remains to estimate $\lambda_{2}$.
For the moment, we keep our assumption $n \geq 2$. Let $\mathbf{c}_{1}, \mathbf{c}_{2}$ be linearly independent vectors from $O_{S}^{2}$ such that $\mathbf{c}_{\mathbf{i}} \in \lambda_{i} \prod_{v \in S} \mathscr{C}_{v}$ for $i=1,2$, that is,

$$
\begin{equation*}
\left|l_{i}\left(\mathbf{c}_{\mathbf{j}}\right)\right|_{V} \leq B_{i V} \lambda_{j}^{s(V)} \text { for } j=1,2, i=1, \ldots, n, V \in T \tag{13.4.15}
\end{equation*}
$$

First assume that $F\left(\mathbf{c}_{\mathbf{1}}\right) \neq 0$. This is certainly the case if $F$ has no linear factor in $K[X, Y]$. Then $F\left(\mathbf{c}_{1}\right)$ is a non-zero $S$-integer. So by the product formula, and 13.4.13,

$$
\begin{aligned}
1 & \leq \prod_{V \in T}\left|F\left(\mathbf{c}_{\mathbf{1}}\right)\right|_{V}=\prod_{V \in T}|a|_{V} \cdot \prod_{V \in T} \prod_{i=1}^{n}\left|l_{i}\left(\mathbf{c}_{\mathbf{1}}\right)\right|_{V} \\
& \leq N_{S}(a)^{[G: K]} M^{[G: \mathbb{Q}]} \lambda_{1}^{n[G: Q]}
\end{aligned}
$$

Together with Lemma 13.4.2 this implies

$$
\lambda_{2}^{n} \leq N_{S}(a)^{1 / d} M\left(\lambda_{1} \lambda_{2}\right)^{n} \leq N_{S}(a)^{1 / d} C_{4}(n)^{n} M R^{n} .
$$

By inserting this into 13.4.14 we get

$$
\begin{aligned}
H\left(F^{*}\right) & \leq e^{c_{0} R_{K}} Q_{S}^{h_{K} / d}\left(2 C_{5}\right)^{n} C_{4}(n)^{n} N_{S}(a)^{2 / d} M^{2} R^{n} \\
& \leq C_{3}(n) N_{S}(a)^{2 / d} M^{2} R^{n}
\end{aligned}
$$

which is precisely the bound from part (i) of Theorem 13.4.1.
Now assume that $n \geq 3$ and $F\left(\mathbf{c}_{1}\right)=0$. Assume for instance that $l_{1}\left(\mathbf{c}_{1}\right)=0$.
Then

$$
\alpha:=l_{1}\left(\mathbf{c}_{2}\right) \prod_{i=2}^{n} l_{i}\left(\mathbf{c}_{\mathbf{1}}\right) \neq 0
$$

since $l_{1}, \ldots, l_{n}$ are pairwise linearly independent. Further, by Gauss' Lemma 2.6.1.

$$
|\alpha|_{V} \leq|a|_{V}\left|l_{1}\right|_{V} \cdots\left|l_{n}\right|_{V}=|F|_{V} \leq 1 \text { for } V \in M_{G} \backslash T .
$$

So by the product formula, (13.4.15), and 13.4.13),

$$
\begin{aligned}
1 & \leq \prod_{V \in T}|\alpha|_{V} \leq \prod_{V \in T}|a|_{V} M^{[G: Q]}\left(\lambda_{2} \lambda_{1}^{n-1}\right)^{[G: Q]} \\
& =N_{S}(a)^{[G: K]} M^{[G: Q]}\left(\lambda_{2} \lambda_{1}^{n-1}\right)^{[G: Q]} .
\end{aligned}
$$

Combined with Lemma 13.4.2 this gives

$$
\lambda_{2}^{n-2} \leq N_{S}(a)^{1 / d} M\left(\lambda_{1} \lambda_{2}\right)^{n-1} \leq N_{S}(a)^{1 / d} M \cdot\left(C_{4}(n) R\right)^{n-1}
$$

and insertion of this into (13.4.14) leads to

$$
\begin{aligned}
H\left(F^{*}\right) & \leq e^{c_{0} R_{K}} Q_{S}^{h_{K} / d}\left(2 C_{5}\right)^{n} \cdot N_{S}(a)^{1 / d}\left(C_{4}(n)^{n} N_{S}(a)^{2 / d} M^{2} R^{n}\right)^{(n-1) /(n-2)} \\
& \leq\left(C_{3}(n) N_{S}(a)^{2 / d} M^{2} R^{n}\right)^{(n-1) /(n-2)}
\end{aligned}
$$

This proves part (ii) of Theorem 13.4.1
Corollary 13.4.3 Let $F \in O_{S}[X, Y]$ be a binary quadratic form of non-zero discriminant $D(F)$. Then $F$ is $\operatorname{GL}\left(2, O_{S}\right)$-equivalent to a binary form $F^{*}$ such that

$$
H\left(F^{*}\right) \leq C_{3}(2) N_{S}(D(F))^{1 / d} .
$$

Proof First assume that $F$ is irreducible over $K$. Then $F=a l_{1} l_{2}$ where $a \in K^{*}, l_{1}, l_{2}$ are linear forms in $G[X, Y]$, and $D(F)=a^{2} \operatorname{det}\left(l_{1}, l_{2}\right)^{2}$. Apply Theorem 13.4.1 with $B_{1 V}=B_{2 V}=1$ for $V \in T$. Thus, $M=1$ and

$$
\begin{aligned}
R & =\left(\prod_{V \in T}\left|\operatorname{det}\left(l_{1}, l_{2}\right)\right|_{V}\right)^{1 /[G: Q]}=\prod_{V \in T}\left|a^{-2} D(F)\right|_{V}^{1 / 2[G: Q]} \\
& =N_{S}\left(a^{-2} D(F)\right)^{1 / 2 d},
\end{aligned}
$$

where we have used that $N_{S}(b)=N_{T}(b)^{1 /[G: K]}=\left(\prod_{V \in T}|b|_{V}\right)^{1 /[G: K]}$ for $b \in K$. Now Corollary 13.4.3 follows by applying part (i) of Theorem 13.4.1

Now assume that $F$ is reducible over $K$. Thus, $G=K, T=S$. We modify some of the arguments in the proof of Theorem 13.4.1. Choose a factorization $F=l_{1} l_{2}$ with $l_{1}, l_{2}$ linear forms in $K[X, Y]$ (so with $a=1$ ); then conditions (13.4.2, (13.4.3) are void. Take

$$
B_{1 v}:=N_{S}\left(l_{1}\right)^{s(v) / d}, \quad B_{2 v}:=N_{S}\left(l_{2}\right)^{s(v) / d} \quad(v \in S) .
$$

Then by 13.3.4,

$$
\begin{equation*}
M=\left(N_{S}\left(l_{1}\right) N_{S}\left(l_{2}\right)\right)^{1 / d}=N_{S}(F)^{1 / d}, \quad R=N_{S}(D(F))^{1 / 2} / N_{S}(F)_{S}^{2 / d} . \tag{13.4.16}
\end{equation*}
$$

Choose $\mathbf{c}_{1}, \mathbf{c}_{2}$ as in 13.4.15). At least one of $l_{1}\left(\mathbf{c}_{1}\right), l_{2}\left(\mathbf{c}_{\mathbf{1}}\right)$, say the second, is non-zero. Then by the product formula,

$$
\begin{aligned}
1 & =\prod_{v \in M_{K}}\left|l_{2}\left(\mathbf{c}_{\mathbf{1}}\right)\right|_{v} \leq \prod_{v \in S}\left|l_{2}\left(\mathbf{c}_{\mathbf{1}}\right)\right|_{v} \prod_{v \in M_{K} \backslash S}\left|l_{2}\right|_{v} \\
& \leq N_{S}\left(l_{2}\right) \lambda_{1}^{d} \prod_{v \in M_{K} \backslash S}\left|l_{2}\right|_{v}=\lambda_{1}^{d},
\end{aligned}
$$

and together with Lemma 13.4 .2 this implies $\lambda_{2} \leq C_{4}(2) R$. By inserting this and (13.4.16) into 13.4.14), we see that $F$ is $\operatorname{GL}\left(2, O_{S}\right)$-equivalent to a binary quadratic form $F^{*}$ with

$$
H\left(F^{*}\right) \leq e^{c_{0} R_{K}} Q_{S}^{h_{K} / d}\left(2 C_{5}\right)^{2} M \cdot C_{4}(2)^{2} R^{2} \leq C_{3}(2) N_{S}(D(F))
$$

This completes the proof of Corollary 13.4.3.
Corollary 13.4.4 Let $F \in O_{S}[X, Y]$ be a binary cubic form of non-zero discriminant $D(F)$. Then $F$ is $\mathrm{GL}\left(2, O_{S}\right)$-equivalent to a binary form $F^{*}$ such that

$$
\begin{aligned}
& H\left(F^{*}\right) \leq C_{3}(3) N_{S}(D(F))^{1 / 2 d} \quad \text { if } F \text { is irreducible over } K, \\
& H\left(F^{*}\right) \leq C_{3}(3)^{2} N_{S}(D(F))^{1 / d} \quad \text { if } F \text { is reducible over } K .
\end{aligned}
$$

Proof Choose a factorization $F=a l_{1} l_{2} l_{3}$ of $F$ with 13.4.1, 13.4.2. Put $\Delta_{i j}:=\operatorname{det}\left(l_{i}, l_{j}\right)$. Apply Theorem 13.4.1 with

$$
B_{i V}=\left|\Delta_{j k}\right|_{V}^{-1} \text { for } i=1,2,3, V \in T
$$

where $\{j, k\}=\{1,2,3\} \backslash\{i\}$. Then for $V \in T, \sigma \in \operatorname{Gal}(G / K), i=1,2,3$ we have

$$
B_{\sigma(i), V}=\left|\Delta_{\sigma(j), \sigma(k)}\right|_{V}^{-1}=\left|\sigma\left(\Delta_{j k}\right)\right|_{V}^{-1}=\left|\Delta_{j k}\right|_{V \circ \sigma}^{1}=B_{i, V \circ \sigma},
$$

that is, 13.4.3) is satisfied. Further, we have

$$
M=\prod_{V \in T}\left|\Delta_{12} \Delta_{23} \Delta_{13}\right|_{V}^{-1 /[G: Q]}, \quad R=\prod_{V \in T}\left|\Delta_{12} \Delta_{23} \Delta_{13}\right|_{V}^{1 /[G: Q]},
$$

and

$$
\begin{aligned}
N_{S}(a)^{2 / d} M^{2} R^{3} & =\prod_{V \in T}\left|a^{4}\left(\Delta_{12} \Delta_{23} \Delta_{13}\right)^{2}\right|_{V}^{1 / 2[G: Q]} \\
& =\prod_{V \in T}|D(F)|_{V}^{1 / 2[G: Q]}=N_{S}(D(F))^{1 / 2 d}
\end{aligned}
$$

By inserting this into the bounds from Theorem 13.4.1, our Corollary follows at once.

## 14

# Effective results for binary forms of given discriminant 

Recall that two binary forms $F, F^{*}$ having their coefficients in a ring $A$ are called GL( $2, A$ )-equivalent if $F^{*}=\varepsilon F_{U}$ for some $U \in \operatorname{GL}(2, A)$ and $\varepsilon \in A^{*}$.
Birch and Merriman [Birch and Merriman (1972)] proved that there are only finitely many $\operatorname{GL}(2, \mathbb{Z})$-equivalence classes of binary forms in $\mathbb{Z}[X, Y]$ with given degree and given non-zero discriminant. Further, they extended this result to binary forms having their coefficients in the ring $O_{S}$ of $S$-integers of an algebraic number field $K$ where $S$ is any finite set of places of $K$ containing all infinite ones. The proofs of Birch and Merriman are ineffective in the sense that they do not allow to compute in principle a full system of representatives for the equivalence classes under consideration. In [Evertse and Győry (1991a)], the authors proved the following theorem which implies among other things effective versions of the results of Birch and Merriman: every binary form $F \in O_{S}[X, Y]$ of degree $n \geq 2$ with non-zero discriminant $D(F)$ is GL( $2, O_{S}$ )equivalent to a binary form $F^{*}$ such that $H\left(F^{*}\right) \leq C$, where $C$ is an effectively computable number depending only on $n, K, S$ and $N_{S}(D(F))$. Apart from some effectively computable absolute constants occurring in $C$, the bound $C$ was given in an explicit form.
In this chapter we give an alternative proof of the result of Evertse and Győry, with a much better and completely explicit expression for $C$. In the proof we combine the reduction theory of binary forms over $O_{S}$ with some effective results from Chapter 4 on $S$-unit equations.
In Section 14.1 we present our results and some of their applications in the classical situation, for binary forms with rational integer coefficients. The general results over rings of $S$-integers of a number field are formulated in Section 14.2 In Section 14.7 we show that these imply in a weaker form some of the results on monic polynomials from Chapter 8 . In Section 14.3 we give some applications, among other things to the minimal values of binary forms at $S$-integral points and to algebraic numbers of given discriminant. Further
applications will be established in Chapter 18 . The proofs can be found in Sections $14.4,14.5$ and 14.6 In Section 14.8 we show that the effective finiteness assertions for binary forms of given discriminant and for unit equations in two unknowns are in a certain sense equivalent. Finally, in Section 14.9 extensions of some results concerning binary forms are presented to decomposable forms.

### 14.1 Results over $\mathbb{Z}$

Lagrange [Lagrange (1773)] proved that there are only finitely many GL(2, $\mathbb{Z})$ equivalence classes of binary quadratic forms in $\mathbb{Z}[X, Y]$ of given non-zero discriminant. Hermite [Hermite (1851)] proved the same for binary cubic forms in $\mathbb{Z}[X, Y]$. The proofs of Lagrange and Hermite were effective. Versions of these theorems with explicit upper bounds for the heights of binary forms representing the equivalence classes are given in Chapter 13, The finiteness results of Lagrange and Hermite were extended to binary forms of degree $n \geq 4$ in [Birch and Merriman (1972)] in an ineffective form, and later in [Evertse and Győry (1991a)] in an effective and explicit form. We present here an improved and completely explicit version of Evertse and Győry's theorem.
The height $H(F)$ of a binary form $F \in \mathbb{Z}[X, Y]$ is the maximum of the absolute values of its coefficients.

Theorem 14.1.1 Let $F \in \mathbb{Z}[X, Y]$ be a binary form of degree $n \geq 2$ with discriminant $D(F) \neq 0$. Then $F$ is $G L(2, \mathbb{Z})$-equivalent to a binary form $F^{*} \in$ $\mathbb{Z}[X, Y]$ for which

$$
\begin{equation*}
H\left(F^{*}\right) \leq \exp \left\{\left(4^{2} n^{3}\right)^{25 n^{2}}|D(F)|^{5 n-3}\right\} . \tag{14.1.1}
\end{equation*}
$$

This is a special case of Theorem 14.2 .2 from Section 14.2 which is established over $S$-integers of a number field. For $n \geq 4$, the proof requires the use of Theorem 4.1 .3 on $S$-unit equations which was proved by means of the theory of logarithmic forms. This is the reason that the upper bound in 14.1.1 is much larger than those in Chapter 13 for $n=2$ and 3 . For convenience of later applications, Theorem 14.1.1 is stated with a single bound valid both for $n \geq 4$ and for $n \leq 3$. We note that a better bound than (14.1.1) could be obtained by deducing it directly from the specialized version of Theorem4.1.3 for ordinary units.

The following theorem is from [Győry (1974)]. It was proved in terms of polynomials.

Theorem 14.1.2 Every binary form $F$ in $\mathbb{Z}[X, Y]$ with non-zero discriminant
$D(F)$ has degree

$$
\begin{equation*}
n \leq 3+2 \log |D(F)| / \log 3 \tag{14.1.2}
\end{equation*}
$$

with equality if and only if $F$ is $G L(2, \mathbb{Z})$-equivalent to

$$
X Y(X+Y) \text { or } X Y(X+Y)\left(X^{2}+X Y+Y^{2}\right)
$$

We prove this in Section 14.6
Theorem 14.1.2 implies that in Theorem 14.1.1 the upper bound can be replaced by an explicit bound which depends only on $D(F)$. This gives that there are only finitely many $\mathrm{GL}(2, \mathbb{Z})$-equivalence classes of binary forms of degree $\geq 2$ with given non-zero discriminant, and that a full set of representatives of these classes can be effectively determined.

For a binary form $F \in \mathbb{Z}[X, Y]$ of degree $n \geq 2$ with discriminant $D \neq 0$, let

$$
\mu(F):=\min \{|F(x, y)|: x, y \in \mathbb{Z}, F(x, y) \neq 0\}
$$

For $n=2$, Gauss [Gauss (1801)] proved that $\mu(F) \leq(-D / 3)^{1 / 2}$ if $D<0$, and it was shown in [Korkine and Zolotareff (1873)] and [Markoff (1879)] that $\mu(F) \leq(D / 5)^{1 / 2}$ if $D>0$. [Mordell (1945)] obtained for $n=3$ the results $\mu(F) \leq(-D / 23)^{1 / 4}$ if $D<0$, and $\mu(F) \leq(D / 49)^{1 / 4}$ if $D>0$. These bounds are best possible.

The following consequence of Theorem 14.1.1 gives a result of this type for every $n \geq 4$, but with a much larger bound in terms of $D$.

Corollary 14.1.3 Let $F \in \mathbb{Z}[X, Y]$ be a binary form of degree $n \geq 4$ with discriminant $D \neq 0$. Then

$$
\mu(F) \leq \exp \left\{(4 n)^{75 n^{2}}|D|^{5 n-3}\right\} .
$$

This Corollary is deduced as follows. Let $F^{*}$ be the binary form from Theorem 14.1.1. There is an integer $a$ with $|a| \leq n$ such that $F^{*}(1, a) \neq 0$. Then $\mu(F)=\mu\left(F^{*}\right) \leq\left|F^{*}(1, a)\right| \leq(n+1)^{n} H\left(F^{*}\right)$.

Theorem 14.1.1 can be applied to algebraic numbers as well. To every algebraic number $\theta$ of degree $\geq 2$ we associate the irreducible binary form $F_{\theta}(X, Y) \in \mathbb{Z}[X, Y]$ such that $F_{\theta}(\theta, 1)=0, F_{\theta}(1,0)>0$ and the coefficients of $F_{\theta}$ are relatively prime. Let $H(\theta)$ denote as usual the absolute height of $\theta$, and define the discriminant $D(\theta)$ of $\theta$ as the discriminant $D\left(F_{\theta}\right)$ of $F_{\theta}$. Two algebraic numbers $\theta_{1}, \theta_{2}$ are called $\operatorname{GL}(2, \mathbb{Z})$-equivalent if

$$
\theta_{2}=\frac{a \theta_{1}+b}{c \theta_{1}+d} \text { with some }\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \operatorname{GL}(2, \mathbb{Z})
$$

It is easy to verify that $\theta_{2}$ is $\operatorname{GL}(2, \mathbb{Z})$-equivalent to $\theta_{1}$ if and only if $F_{\theta_{2}}$ is $\operatorname{GL}(2, \mathbb{Z})$-equivalent to $F_{\theta_{1}}$. Further, in this case $D\left(\theta_{2}\right)=D\left(\theta_{1}\right)$.

Theorem 14.1.1. together with the inequality $H(\theta) \leq(n+1)^{1 / 2 n} H\left(F_{\theta}\right)^{1 / n}$ (cf. (3.5.3) implies at once:

Corollary 14.1.4 Every algebraic number $\theta$ of degree $n \geq 2$ and discriminant $D$ is $G L(2, \mathbb{Z})$-equivalent to an algebraic number $\theta^{*}$ such that

$$
H\left(\theta^{*}\right) \leq \exp \left\{\left(4^{2} n^{3}\right)^{26 n^{2}}|D|^{5 n-3}\right\} .
$$

We recall that for algebraic integers, a better result is provided by Corollary 6.4.1 with a stronger concept of equivalence.

### 14.2 Results over the $S$-integers of a number field

Let $K$ be an algebraic number field of degree $d$ and $S$ a finite set of places of $K$ containing all infinite places, of cardinality $s$. Thus, $s=r_{1}+r_{2}+t$, where $r_{1}$ is the number of real places, $r_{2}$ the number of complex places of $S$, and $t$ the number of finite places of $S$. In case that $t>0$, let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ be the prime ideals corresponding to the finite places in $S$. Put

$$
P_{S}:=\left\{\begin{array}{l}
\max _{i} N_{K}\left(\mathfrak{p}_{i}\right) \text { if } t>0 \\
1 \text { if } t=0
\end{array}\right.
$$

and

$$
W_{S}:=\left\{\begin{array}{l}
\prod_{i=1}^{t} \log N_{K}\left(\mathfrak{p}_{i}\right) \text { if } t>0 \\
1 \text { if } t=0
\end{array}\right.
$$

where as usual $N_{K}(\mathfrak{a})$ denotes the absolute norm of a fractional ideal $\mathfrak{a}$ of $K$.
Let $F \in O_{S}[X, Y]$ be a binary form of degree $n$ with non-zero discriminant. Then $F=F_{1} \cdots F_{q}$, where $F_{1}, \ldots, F_{q}$ are pairwise non-proportional irreducible binary forms in $K[X, Y]$. For $i=1, \ldots, q$, let $L_{i}=K$ if $F_{i}$ is a scalar multiple of $Y$, and $L_{i}=K\left(\alpha_{i}\right)$ if $F_{i}$ is not a scalar multiple of $Y$, where $F_{i}\left(\alpha_{i}, 1\right)=0$. Then

$$
\begin{equation*}
\Omega(F):=L_{1} \times \cdots \times L_{q} \tag{14.2.1}
\end{equation*}
$$

is a finite étale $K$-algebra of degree $n$. We call $\Omega(F)$ the étale $K$-algebra associated with $F$. Recall that the discriminant of $\Omega(F)$ is $D_{\Omega(F)}=\prod_{i=1}^{q} D_{L_{i}}$, where $D_{L_{i}}$ is the discriminant of $L_{i}$. The algebra $\Omega(F)$ is up to isomorphism uniquely determined by $F$. Choose $U \in \operatorname{GL}(2, K)$ such that $F_{U}(1,0) \neq 0$. Then

$$
\begin{equation*}
\Omega(F) \cong K[X] /\left(F_{U}(X, 1)\right) \tag{14.2.2}
\end{equation*}
$$

For convenience of reference, we state our result for binary forms of any
degree $\geq 2$. For quadratic and cubic forms, Corollaries 13.4.3 and 13.4.4 give much better results. Recall that the height of a binary form $F=\sum_{i=0}^{n} a_{i} X^{n-i} Y^{i} \in$ $K[X, Y]$ is given by

$$
H(F):=\left(\prod_{v \in M_{K}} \max \left(1,\left|a_{0}\right|_{v}, \ldots,\left|a_{n}\right|_{v}\right)\right)^{1 /[K: Q]}
$$

Let

$$
n_{4}:=n(n-1)(n-2)(n-3) \text { if } n \geq 4, \quad n_{4}:=0 \text { if } n=2,3 .
$$

Theorem 14.2.1 Let $\delta \in O_{S} \backslash\{0\}$, and let $F$ be a binary form in $O_{S}[X, Y]$ of degree $n \geq 2$ with discriminant $D(F) \in \delta O_{S}^{*}$. Then $F$ is $G L\left(2, O_{S}\right)$-equivalent to a binary form $F^{*}$ such that

$$
\begin{equation*}
H\left(F^{*}\right)<\exp \left\{C_{1} P_{S}^{n_{4}+1}\left|D_{\Omega(F)}\right|^{4 n-3}\left(\left|D_{\Omega(F)}\right|^{n}+\frac{1}{2 d} \log N_{S}(\delta)\right)\right\}, \tag{14.2.3}
\end{equation*}
$$

where $C_{1}=\left(12 n^{3} s\right)^{25 n^{2} s}$. Further, if $t>0$, then there is a binary form $F^{*} \in$ $O_{S}[X, Y]$ which is $G L\left(2, O_{S}\right)$-equivalent to $F$, such that

$$
\begin{equation*}
H\left(F^{*}\right)<\exp \left\{C_{2}^{t} P_{S}^{n_{4}+1} W_{S}^{n_{4}} \log ^{*} N_{S}(\delta)\right\} \tag{14.2.4}
\end{equation*}
$$

where $C_{2}$ is an effectively computable number which depends only on $d, n$ and $D_{\Omega(F)}$.

The proof of Theorem 14.2.1 is based on a combination of Theorem 13.4.1 concerning reduction of binary forms, and Theorem 4.1.3 concerning $S$-unit equations.

Let $D_{K}$ denote the discriminant of $K$, and put

$$
Q_{S}:=\left\{\begin{array}{l}
N_{K}\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{t}\right) \text { if } t>0 \\
1 \text { if } t=0
\end{array}\right.
$$

The following theorem will be deduced from Theorem 14.2.1
Theorem 14.2.2 Let $\delta \in O_{S} \backslash\{0\}$, and let $F \in O_{S}[X, Y]$ be a binary form of degree $n \geq 2$ with discriminant $D(F) \in \delta O_{S}^{*}$. Then $F$ is $G L\left(2, O_{S}\right)$-equivalent to a binary form $F^{*}$ such that

$$
\begin{equation*}
H\left(F^{*}\right)<\exp \left\{C_{3} P_{S}^{n_{4}+1}\left(Q_{S}^{n}\left|D_{K}\right|^{n} N_{S}(\delta)\right)^{5 n-3}\right\} \tag{14.2.5}
\end{equation*}
$$

where $C_{3}=2 n^{5 n^{2} d t}\left(12 n^{3} s\right)^{25 n^{2}}$.
Theorem 14.2 .2 and the first statement of Theorem 14.2 .1 were proved in [Evertse and Győry (1991a)] with weaker bounds, but with a slightly stronger notion of equivalence, involving matrices from $\operatorname{SL}\left(2, O_{S}\right)$ instead of $\mathrm{GL}\left(2, O_{S}\right)$.

However, from the first parts of Theorem 14.2.1 and Theorem 14.2.2 one can deduce similar results with this stronger equivalence, with bounds of the same form as in 14.2 .3 and 14.2 .5 with different absolute constants instead of $C_{1}$, $C_{3}$.

By means of Theorem 14.2 .2 one can effectively compute a representative from each GL( $2, O_{S}$ )-equivalence class, provided that $K, S$ and $\delta$ are effectively given in the sense described in Section 3.7 Recall that for this we have to assume that an algebraic closure $\overline{\mathbb{Q}}$ of $\mathbb{Q}$ is effectively given, and that all algebraic numbers and number fields considered below belong to this $\overline{\mathbb{Q}}$. A binary form $F \in K[X, Y]$ is effectively given/computable if the degree and coefficients of $F$ are effectively given/computable.

Corollary 14.2.3 Let $n \geq 2$ be an integer, and $\delta \in O_{S} \backslash\{0\}$. Then there are only finitely many $G L\left(2, O_{S}\right)$-equivalence classes of binary forms $F$ in $O_{S}[X, Y]$ of degree $n$ with $D(F) \in \delta O_{S}^{*}$. Further, there exists an algorithm which for any $n \geq 2$ and any effectively given $K, S$ and $\delta$ computes a full set of representatives of these classes.

For every $C \geq 1$ it is possible to determine a finite subset of $K$ such that each $\alpha$ in $K$ with absolute height $H(\alpha) \leq C$ belongs to that subset; see Subsection 3.7.1 However, Corollary 14.2.3 does not follow at once from Theorem 14.2.2 since among the forms $F^{*}$ with small height mentioned in Theorem 14.2 .2 there might be GL( $2, O_{S}$ )-equivalent ones. In Section 14.4 we prove Corollary 14.2 .3 by showing that there exists an algorithm that can decide whether two binary forms in $O_{S}[X, Y]$ are $\mathrm{GL}\left(2, O_{S}\right)$-equivalent.

Remark 14.2.4 Corollary 14.2.3 does not remain valid in general if $n$ is not fixed. Indeed, it follows from the remark made after Corollary 8.2.4 that if $S$ contains all finite places lying above a given rational prime $p$, then for $k=$ $1,2, \ldots$ and $\varepsilon \in O_{S}^{*}$ the binary forms $X^{p^{k}}-\varepsilon Y^{p^{k}}$ have their discriminants in $O_{S}^{*}$.

### 14.3 Applications

The fractional ideal of $O_{S}$ generated by $\alpha_{1}, \ldots, \alpha_{k}$ is denoted by $\left(\alpha_{1}, \ldots, \alpha_{k}\right)_{S}$. For $F \in K\left[X_{1}, \ldots, X_{m}\right]$ we denote by $(F)_{S}$ the fractional ideal of $O_{S}$ generated by the coefficients of $F$. It is called the $S$-content of $F$.

For a binary form $F \in K[X, Y]$ of degree $n \geq 2$ with non-zero discriminant we define the primitive $S$-discriminant of $F$ by the ideal of $O_{S}$,

$$
\begin{equation*}
\mathfrak{D}_{S}(F):=\frac{(D(F))_{S}}{(F)_{S}^{2 n-2}} . \tag{14.3.1}
\end{equation*}
$$

In the case $O_{S}=\mathbb{Z}$ this means that we divide $F$ by the greatest common divisor of its coefficients to make it primitive, and then take the discriminant. The primitive $S$-discriminant is generated by the numbers

$$
\alpha^{2 n-2} D(F)=D(\alpha F) \text { with } \alpha \in(F)_{S}^{-1} .
$$

Since each binary form $\alpha F$ has its coefficients in $O_{S}$, the discriminants $D(\alpha F)$ belong to $O_{S}$, hence the primitive discriminant is indeed an ideal of $O_{S}$. As will be seen in Section 14.5 , if $F, F^{\prime} \in K[X, Y]$ are binary forms such that $F^{\prime}=\lambda F_{U}$ for some $\lambda \in K^{*}$ and $U \in \operatorname{GL}\left(2, O_{S}\right)$, then $F$ and $F^{\prime}$ have the same primitive $S$-discriminant. We shall consistently replace the subscript $S$ by $K$ when $S$ is just the set of infinite places in $K$.
The next applications of Theorems 14.2.1 and 14.2.2 are considerable improvements of the corresponding results of [Evertse and Győry (1991a)].

The first application concerns the following problem. Suppose that $F$ is a binary form in $K[X, Y]$. Then its primitive $S$-discriminant can be factorized as

$$
\begin{equation*}
\mathfrak{D}_{S}(F)=\mathfrak{q}_{1}^{k_{1}} \cdots \mathfrak{q}_{\omega}^{k_{\omega}} O_{S}, \tag{14.3.2}
\end{equation*}
$$

where $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{\omega}$ are distinct prime ideals of $O_{K}$ not corresponding to places in $S$. Recall that the $S$-norm of $\mathfrak{D}_{S}(F)$ is

$$
N_{S}\left(\mathrm{o}_{S}(F)\right)=N_{K}\left(\mathfrak{q}_{1}^{k_{1}} \cdots \mathfrak{q}_{\omega}^{k_{\omega}}\right)
$$

(i.e., the absolute norm of the ideal on the right-hand side). We call

$$
C_{S}(F):=N_{K}\left(\mathfrak{q}_{1} \cdots \mathfrak{q}_{\omega}\right)
$$

the $S$-conductor of $F$. Can we give an upper bound for $N_{S}\left(\mathrm{D}_{S}(F)\right)$ in terms of $K, S$ and $C_{S}(F)$ ? In general, such a bound need not exist, but it does exist when $F$ has minimal primitive $S$-discriminant. This means that with $T=S \bigcup\left\{\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{\omega}\right\}$, we have

$$
N_{S}\left(\mathrm{D}_{S}(F)\right) \leq N_{S}\left(\mathrm{D}_{S}\left(F^{\prime}\right)\right)
$$

for every binary form $F^{\prime} \in K[X, Y]$ such that $F^{\prime}=\lambda F_{U}$ for some $\lambda \in K^{*}$ and $U \in \operatorname{GL}\left(2, O_{T}\right)$.
With the factorization 14.3.2, write

$$
P\left(\mathfrak{D}_{S}(F)\right):=\max \left(N_{K}\left(\mathfrak{q}_{1}\right), \ldots, N_{K}\left(\mathfrak{q}_{\omega}\right)\right) .
$$

Denote by $\log _{i}^{*}$ the $i$ times iteration of $\log ^{*}$. Corollary 14.3 .1 is a consequence of Theorems 14.2.1 and 14.2.2

Corollary 14.3.1 Let $F \in K[X, Y]$ be a binary form of degree $n \geq 2$ with
minimal primitive $S$-discriminant. Define $N:=N_{S}\left(\mathrm{D}_{S}(F)\right), P:=P\left(\mathrm{D}_{S}(F)\right)$. Then

$$
\begin{equation*}
N \leq \exp \left\{C_{S}(F)^{C_{4}}\right\} \tag{14.3.3}
\end{equation*}
$$

and, if $\omega>0$,

$$
P>\left\{\begin{array}{l}
C_{5}(\log N)^{C_{6}} \text { if } \omega \leq \log ^{*} P / \log _{2}^{*} P,  \tag{14.3.4}\\
C_{7}\left(\log _{2}^{*} N\right)\left(\log _{3}^{*} N\right) /\left(\log _{4}^{*} N\right) \text { otherwise }
\end{array}\right.
$$

provided that $\log N>1$, where $C_{4}$ is an effectively computable number depending only on $K, S$ and $n$ and $C_{5}, C_{6}, C_{7}$ are effectively computable positive numbers which depend at most on $K, S, n$ and $D_{\Omega(F)}$.

This corollary provides some information about the arithmetical properties of minimal $S$-discriminants.

Corollary 14.3.1 motivates the following conjecture.
Conjecture 14.3.2 With the same notation and assumptions of Corollary 14.3.1 we have

$$
P>C_{8}(\log N)^{C_{9}}
$$

where $C_{8}, C_{9}$ denote effectively computable numbers depending only on $K, S, n$ and $D_{\Omega(F)}$.

The next application deals with the problem to find a "small" non-zero value of a binary form. Denote by $H($. ) the absolute height. The following corollary is a consequence of Theorem 14.2.2.

Corollary 14.3.3 Let $F \in O_{S}[X, Y]$ be a binary form of degree $n \geq 2$ with discriminant $D(F) \neq 0$, and put

$$
\mu_{S}(F):=\min \left\{H(F(x, y)): x, y \in O_{S}, F(x, y) \neq 0\right\}
$$

Then

$$
\mu_{S}(F) \leq \exp \left\{C_{10} P_{S}^{n_{4}+1}\left(Q_{S}^{n}\left|D_{K}\right|^{n} N_{S}(D(F))\right)^{5 n-3}\right\}
$$

where $C_{10}=2 n^{5 n^{2} d t}\left(12 n^{3} s\right)^{26 n^{2} s}$.
We note that a similar result follows from Theorem 14.2 .1 with a much better upper bound in terms of $D(F)$. However, such a bound would depend also on the discriminant $D_{\Omega(F)}$ of the étale algebra $\Omega(F)$ associated with $F$.
The following consequence of Theorem 14.2.2 concerns equivalence of elements of an étale $K$-algebra. Theorem 14.2 .1 has a similar consequence.

Let $\Omega$ be a finite étale $K$-algebra of degree $n \geq 2$ over $K$, isomorphic to $L_{1} \times \cdots \times L_{q}$, say, where $L_{1}, \ldots, L_{q}$ are finite field extensions of $K$. We view
$K$ as a $K$-subalgebra of $\Omega$. Two elements $\theta_{1}, \theta_{2}$ of $\Omega$ are called GL(2, $\left.O_{S}\right)$ equivalent if there are $a, b, c, d \in O_{S}$ with $a d-b c \in O_{S}^{*}$ such that $c \theta_{1}+d \in \Omega^{*}$ and

$$
\theta_{2}=\frac{a \theta_{1}+b}{c \theta_{1}+d}
$$

If $\theta$ is a primitive element of $\Omega$ over $K$ and $x \mapsto x^{(i)}(i=1, \ldots, n)$ denote the $K$-homomorphisms from $\Omega$ to $\bar{K}$ we can associate to $\theta$ the binary form

$$
F_{\theta}(X, Y)=\prod_{i=1}^{n}\left(X-\theta^{(i)} Y\right)
$$

which has its coefficients in $K$. Here $F_{\theta}(X, 1)$ is the monic minimal polynomial of $\theta$ over $K$ and $\Omega \cong \Omega(F)=\Omega(F(X, 1))=K[X] /(F(X, 1))$. We define the $S$-discriminant of $\theta$ by

$$
\begin{equation*}
\mathfrak{D}_{S}(\theta)=\frac{\left(D\left(F_{\theta}\right)\right)_{S}}{\left(F_{\theta}\right)_{S}^{2 n-2}} . \tag{14.3.5}
\end{equation*}
$$

This is just the primitive $S$-discriminant of $F_{\theta}$, hence it is an ideal of $O_{S}$. Further, it is easy to check that $\theta_{1}, \theta_{2}$ are $\operatorname{GL}\left(2, O_{S}\right)$-equivalent if and only if there are $\lambda \in K^{*}$ and $U \in \mathrm{GL}\left(2, O_{S}\right)$ such that $F_{\theta_{2}}=\lambda\left(F_{\theta_{1}}\right)_{U}$. Thus GL( $\left.2, O_{S}\right)$ equivalent elements of $\Omega$ over $K$ have the same $S$-discriminant.
We define as before

$$
n_{4}=n(n-1)(n-2)(n-3) \text { if } n \geq 4 \text {, and } n_{4}=0 \text { if } n \leq 3 \text {. }
$$

Further, the absolute height of an element $\alpha \in \Omega$ is defined as

$$
H(\alpha):=\max \left(H\left(\alpha_{1}\right), \ldots, H\left(\alpha_{q}\right)\right)
$$

where $\left(\alpha_{1}, \ldots, \alpha_{q}\right) \in L_{1} \times \cdots \times L_{q}$ is the image of $\alpha$ under a $K$-algebra isomor$\operatorname{phism} \varphi: \Omega \xrightarrow{\simeq} L_{1} \times \cdots \times L_{q}$, and $H\left(\alpha_{i}\right)$ denotes the absolute height of $\alpha_{i}$, for $i=1, \ldots, q$.

Corollary 14.3.4 Let $\mathrm{\square}$ be a non-zero ideal of $O_{S}$, and let $\theta \in \Omega$ be such that $\Omega=K[\theta]$ and $\mathrm{D}_{S}(\theta)=\mathrm{D}$. Then $\theta$ is $\mathrm{GL}\left(2, O_{S}\right)$-equivalent to a $\theta^{*} \in \Omega$ for which

$$
\begin{equation*}
H\left(\theta^{*}\right) \leq \exp \left\{C_{11} P_{S}^{n_{4}+1}\left(Q_{S}^{n}\left|D_{K}\right|^{2 n-1} N_{S}(\mathfrak{D})\right)^{5 n-3}\right\} \tag{14.3.6}
\end{equation*}
$$

where $C_{11}=2 n^{5 n^{2} d t}\left(12 n^{3} s\right)^{26 n^{2} s}$.
Observe that the upper bound in 14.3.6 depends only on the degree, but not on the discriminant of $\Omega$. Hence, specializing Corollary 14.3 .4 to the case when $\Omega$ is a finite field extension of $K$, we need not restrict ourselves to a fixed field extension of $K$. So, together with Corollary 14.2 .3 our above corollary
implies that there are only finitely many $\mathrm{GL}\left(2, O_{S}\right)$-equivalent classes of algebraic numbers of degree $n \geq 2$ with given $S$-discriminant $\mathfrak{D}$ over $K$, and a set of representatives for these classes can be determined effectively.
We note that for those elements of a finite extension of $K$ which are integral over $O_{S}$, Theorem 8.4.1 gives a similar result, but with a stronger concept of equivalence.

### 14.4 Proofs of the results from Section 14.2

As in the proof of Theorem 8.2.1, one of our main tools is the effective theory from Subsection 4.1.2 for equations in two unknowns from a finitely generated multiplicative group, more precisely, Theorem 4.1.3 and Theorem 4.1.7. Another important tool is the reduction theory from Section 13.4 in particular Theorem 13.4.1. Further, we need effective estimates for $S$-units, (in particular Propositions 3.6.3 and 3.6.1, as well as for discriminants, class numbers, regulators and $S$-regulators.
We keep the notation used in Theorem 14.2.1, further, we denote by $G$ the splitting field of $F$ over $K$, and by $T$ the set of places of $G$ lying above the places from $S$. For $b \in G$, we define

$$
N_{T}(b):=\prod_{V \in T}|b|_{V} .
$$

Then

$$
N_{T}(b)=N_{S}(b)^{[G: K]} \text { for } b \in K
$$

Let $F=a_{0} X^{n}+\cdots+a_{n} Y^{n}$. Then the $S$-norm of $F$ equals

$$
N_{S}(F):=\left(\prod_{v \in M_{K} \backslash S} \max \left(\left|a_{0}\right|_{v}, \ldots,\left|a_{n}\right|_{v}\right)\right)^{-1}
$$

(see (13.3.1)). Let $\Omega(F)=L_{1} \times \cdots \times L_{q}$ be the finite étale $K$-algebra associated with $F$. Then $F$ can be factored as

$$
\begin{equation*}
F=a \prod_{i=1}^{q} N_{L_{i} / K}\left(l_{i}\right) \tag{14.4.1}
\end{equation*}
$$

where $a \in K^{*}$ and $l_{i}$ is a linear form in $L_{i}[X, Y]$ for $i=1, \ldots, q$. By Corollary 13.3.4 we can choose $a, l_{1} \ldots l_{q}$ in such a way, that

$$
\left|D_{\Omega(F)}\right|^{-1 / 2} N_{S}(F) \leq N_{S}(a) \leq N_{S}(F)
$$

and the coefficients of $l_{1}, \ldots, l_{q}$ are integral over $O_{S}$. Taking the conjugates of
$l_{1}, \ldots, l_{q}$ over $K$, we get a factorization

$$
\begin{equation*}
F=a l_{1} \cdots l_{n} \tag{14.4.2}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
a \in K^{*},\left|D_{\Omega(F)}\right|^{-1 / 2} N_{S}(F) \leq N_{S}(a) \leq N_{S}(F),  \tag{14.4.3}\\
l_{1}, \ldots, l_{n} \in O_{T}[X, Y]
\end{array}\right\}
$$

and for each $\sigma \in \operatorname{Gal}(G / K)$ there is a unique permutation $\sigma(1), \ldots, \sigma(n)$ of $1, \ldots, n$ such that

$$
\begin{equation*}
\sigma\left(l_{i}\right)=l_{\sigma(i)} \text { for } \sigma \in \operatorname{Gal}(G / K), i=1, \ldots, n \text {. } \tag{14.4.4}
\end{equation*}
$$

We put

$$
\Delta_{i j}:=\operatorname{det}\left(l_{i}, l_{j}\right) \quad(1 \leq i, j \leq n), \quad F_{0}:=l_{1} \cdots l_{n}=a^{-1} F .
$$

Then

$$
\begin{equation*}
D\left(F_{0}\right)=\prod_{1 \leq i<j \leq n} \Delta_{i j}^{2} . \tag{14.4.5}
\end{equation*}
$$

Notice that by 14.4.3 and since $F$ has its coefficients in $O_{S}$,

$$
\begin{align*}
N_{S}\left(D\left(F_{0}\right)\right) & =N_{S}(a)^{-2 n+2} N_{S}(D(F)) \\
& \leq\left|D_{\Omega(F)}\right|^{n-1} N_{S}(F)^{-2 n+2} N_{S}(D(F)) \\
& \leq\left|D_{\Omega(F)}\right|^{n-1} N_{S}(D(F)) . \tag{14.4.6}
\end{align*}
$$

Recall that the absolute height of $b \in G$ is defined by

$$
H(b):=\prod_{V \in M_{G}} \max \left(1,|b|_{V}\right)^{1 /[G: \mathbb{Q}]} .
$$

Further, $n_{4}=n(n-1)(n-2)(n-3)$ if $n \geq 4$.
We now prove a lemma which is crucial for the proof of Theorem 14.2.1 Its proof depends on Theorem 4.1.3 and Theorem 4.1.7 concerning $S$-unit equations. Its proof is at many points similar to that of Lemma 8.3.1 from Section 8.3 but instead of the identity 8.3 .2 we use

$$
\begin{equation*}
\Delta_{i j} \Delta_{k h}+\Delta_{j k} \Delta_{i h}+\Delta_{i k} \Delta_{h j}=0 \tag{14.4.7}
\end{equation*}
$$

for any four distinct indices $i, j, k, h$.
Lemma 14.4.1 Assume that $n \geq 4$. For each quadruple of distinct indices $i$, $j, k, h \in\{1,2, \ldots, n\}$ we have

$$
\begin{equation*}
H\left(\Delta_{i j} \Delta_{k h} / \Delta_{i k} \Delta_{j h}\right) \leq C_{12}, \tag{14.4.8}
\end{equation*}
$$

where

$$
C_{12}=\exp \left\{C_{13} P_{S}^{n_{4}+1}\left|D_{\Omega(F)}\right|^{4 n-3}\left(\left|D_{\Omega(F)}\right|^{n}+\frac{1}{2 d} \log N_{S}(\delta)\right)\right\}
$$

and

$$
C_{13}=\left(2^{90} n^{74} s^{24}\right)^{n^{2} s}
$$

Further, if $t>0$,

$$
\begin{equation*}
H\left(\Delta_{i j} \Delta_{k h} / \Delta_{i k} \Delta_{j h}\right) \leq \exp \left\{C_{14}^{t} P_{S}^{n_{4}+1} W_{S}^{n_{4}} \log ^{*} N_{S}(\delta)\right\} \tag{14.4.9}
\end{equation*}
$$

where $C_{14}$ is an effectively computable positive number depending only on $d$, $n$ and $D_{\Omega(F)}$.

Proof For $1 \leq i<j \leq n$, let $L_{i j}$ denote the extension of $K$ generated by the coefficients of $l_{i}$ and $l_{j}$. Denote by $d_{i j}, D_{i j}, h_{i j}$ and $R_{i j}$ the degree, discriminant, class number and regulator of $L_{i j}$, by $T_{i j}$ the set of places of $L_{i j}$ lying above those in $S$, by $O_{T_{i j}}$ the ring of $T_{i j}$-integers in $L_{i j}$, i.e., the integral closure of $O_{S}$ in $L_{i j}$, and by $N_{T_{i j}}$ the $T_{i j}$-norm in $L_{i j}$. Clearly, $d_{i j} \leq n_{2} d$ where $n_{2}:=n(n-1)$.
Fix distinct indices $i, j \in\{1, \ldots, n\}$. The number $\Delta_{i j}$ belongs to $O_{T_{i j}}$ since the coefficients of $l_{i}, l_{j}$ belong to this ring. Proposition 3.6.3 gives a decomposition $\Delta_{i j}=\beta_{i j} \varepsilon_{i j}$, with $\varepsilon_{i j} \in O_{T_{i j}}^{*}$ and with $\beta_{i j} \in O_{T_{i j}}$ with an effective upper bound for the height of $\beta_{i j}$. We first compute this upper bound.

The number $\Delta_{i j}^{2}$ divides $D\left(F_{0}\right)$ in $O_{T_{i j}}$. Using the identity $N_{T_{i j}}\left(D\left(F_{0}\right)\right)=$ $N_{S}\left(D\left(F_{0}\right)\right)^{d_{i j} / d}$, we deduce from 14.4.5) and 14.4.6, that

$$
\begin{align*}
N_{T_{i j}}\left(\Delta_{i j}\right)^{1 / 2 d_{i j}} & \leq N_{T_{i j}}\left(D\left(F_{0}\right)\right)^{1 / 2 d_{i j}}=N_{S}\left(D\left(F_{0}\right)\right)^{1 / 2 d} \\
& \leq\left(\left|D_{\Omega(F)}\right|^{n-1} N_{S}(D(F))\right)^{1 / 2 d} \tag{14.4.10}
\end{align*}
$$

Similarly to 8.3.7) we have

$$
\begin{align*}
h_{i j}, R_{i j}, h_{i j} R_{i j} & \leq(2 n)^{n_{2} d}\left|D_{\Omega(F)}\right|^{n-1}\left(\log ^{*}\left|D_{\Omega(F)}\right|\right)^{d n_{2}-1} \\
& =: C_{15}, \tag{14.4.11}
\end{align*}
$$

where by 8.3.7 and 8.3.8,

$$
\begin{equation*}
C_{15} \leq\left(n^{3} d\right)^{n^{2} d}\left|D_{\Omega(F)}\right|^{n} \tag{14.4.12}
\end{equation*}
$$

Lastly, we have an inequality for absolute norms,

$$
\begin{equation*}
Q_{i j}:=\prod_{\mathfrak{P} \in T_{i j}} N_{L_{i j}} \mathfrak{P} \leq\left(\prod_{\mathfrak{p} \in S} N_{K}(\mathfrak{p})\right)^{\left[L_{i j}: K\right]} \leq P_{S}^{t\left[L_{i j}: K\right]} . \tag{14.4.13}
\end{equation*}
$$

Applying now Proposition 3.6 .3 to $\Delta_{i j}$ (with $L_{i j}, T_{i j}$ instead of $K, S$ ) and inserting the estimates (14.4.10), (14.4.11), 14.4.13), 14.4.12), we infer completely
similarly to 8.3.10, that there are $\beta_{i j} \in O_{T_{i j}}, \varepsilon_{i j} \in O_{T_{i j}}^{*}$ such that

$$
\begin{equation*}
\Delta_{i j}=\beta_{i j} \varepsilon_{i j} \tag{14.4.14}
\end{equation*}
$$

where

$$
\begin{aligned}
h\left(\beta_{i j}\right) & \leq \frac{1}{d_{i j}} \log N_{T_{i j}}\left(\Delta_{i j}\right)+29 e\left(n_{2} d\right)^{n_{2} d}(t+1)\left(\log ^{*} P_{S}\right) C_{15} \\
& \leq \frac{1}{2 d} \log N_{S}(D(F))+\left(n^{5} d^{2}\right)^{n^{2} d}(t+1)\left(\log ^{*} P_{S}\right)\left|D_{\Omega(F)}\right|^{n} \\
& =C_{16} .
\end{aligned}
$$

Now let $i, j, k, h$ be any four distinct indices from $\{1, \ldots, n\}$ and consider the extension $L_{i j k h}$ of $K$ generated by the coefficients of $l_{i}, l_{j}, l_{k}, l_{h}$. The degree of $L_{i j k h}$ is at most $n_{4} d$, where $n_{4}=n(n-1)(n-2)(n-3)$. Denote by $T_{i j k h}$ the set of places of $L_{i j k h}$ lying above those in $S$, and by $O_{T_{i j k h}^{*}}^{*}$ the group of $T_{i j k h}$-units in $L_{i j k h}$. The cardinality of $T_{i j k h}$ is at most $n_{4} s$, where $s=|S|$. Denote by $\Gamma$ the multiplicative subgroup of $L_{i j k h}^{*}$ generated by $O_{T_{i j}}^{*}, O_{T_{k h}}^{*}, O_{T_{i k}}^{*}, O_{T_{j h}}^{*}$. Obviously, $\Gamma \subseteq O_{T_{i j k k}}^{*}$.

By inserting (14.4.14) into 14.4.7) we obtain

$$
\begin{equation*}
\left(\frac{\beta_{i j} \beta_{k h}}{\beta_{i k} \beta_{j h}}\right) \frac{\varepsilon_{i j} \varepsilon_{k h}}{\varepsilon_{i k} \varepsilon_{j h}}+\left(\frac{\beta_{j k} \beta_{i h}}{\beta_{i k} \beta_{j h}}\right) \frac{\varepsilon_{j k} \varepsilon_{i h}}{\varepsilon_{i k} \varepsilon_{j h}}=1, \tag{14.4.15}
\end{equation*}
$$

where $\varepsilon_{i j} \varepsilon_{k h} / \varepsilon_{i k} \varepsilon_{j h}, \varepsilon_{j k} \varepsilon_{i h} / \varepsilon_{i k} \varepsilon_{j h}$ are unknowns from $\Gamma$ and $O_{T_{i j k h}}^{*}$, respectively, while the coefficients $\beta_{i j} \beta_{k h} / \beta_{i k} \beta_{j h}, \beta_{j k} \beta_{i h} / \beta_{i k} \beta_{j h}$ have logarithmic heights not exceeding $4 C_{16}$.
We first prove 14.4.8. We apply Theorem 4.1.3 to the equation 14.4.15. To do so, we first choose a system of generators $\left\{\xi_{1}, \ldots, \xi_{m}\right\}$ for $\Gamma / \Gamma_{\text {tors }}$ and give a bound for

$$
\Theta:=h\left(\xi_{1}\right) \cdots h\left(\xi_{m}\right)
$$

We first apply Proposition 3.6.1 to the group $O_{T_{p q}}^{*}$, where $p, q$ are any two indices from $i, j, k, h$. The cardinality $t_{p q}$ of $T_{p q}$ is at most $n_{2} s$. Similarly as in the proof of Lemma 8.3.1, we obtain that there is a fundamental system $\left\{\eta_{1}, \ldots, \eta_{t q-1}\right\}$ of $T_{p q}$-units in $L_{p q}$ such that

$$
\begin{equation*}
\prod_{i=1}^{t_{p q}-1} h\left(\eta_{i}\right) \leq(n s)^{2 n_{2} s} R_{T_{p q}} . \tag{14.4.16}
\end{equation*}
$$

where $R_{T_{p q}}$ denotes the $T_{p q}$-regulator. Using the upper bound (3.4.8) for the $S$-regulator, applied with $T_{i j}$ instead of $S$, and (14.4.11), we get as in 8.3.13) that

$$
\begin{equation*}
R_{T_{p q}} \leq C_{15}\left(n^{2} \log ^{*} P_{S}\right)^{n_{2} t} \tag{14.4.17}
\end{equation*}
$$

We can now choose as set of generators for $\Gamma$ the union of the fundamental systems of units for $O_{T_{i j}}, O_{T_{k h}}, O_{T_{i k}}$ and $O_{T_{j h}}$, respectively, considered above. Then from 14.4.16 and 14.4.17) we deduce

$$
\begin{align*}
\Theta & \leq\left(C_{15}\left((n s)^{2 n_{2} s}\right)\left(n^{2} \log ^{*} P_{S}\right)^{n_{2} t}\right)^{4} \\
& \leq(2 n)^{4 n^{2} d}(n s)^{8 n_{2} s} n^{8 n_{2} t}\left|D_{\Omega(F)}\right|^{4(n-1)} \times \\
& \quad \times\left(\log ^{*} \mid D_{\Omega(F)}\right)^{4\left(n_{2} d-1\right)}\left(\log ^{*} P_{S}\right)^{4 n_{2} t} \\
& =: C_{17} . \tag{14.4.18}
\end{align*}
$$

We apply Theorem 4.1.3 to the equation 14.4.15 with $H, m, d, s$ replaced by $4 C_{16}, 4\left(n_{2} s-1\right), n_{4} d$ and $n_{4} s$, respectively. Then we obtain

$$
\begin{equation*}
h\left(\frac{\varepsilon_{i j} \varepsilon_{k h}}{\varepsilon_{i k} \varepsilon_{j h}}\right) \leq C_{18} \tag{14.4.19}
\end{equation*}
$$

where

$$
\begin{gathered}
C_{18}:=1716\left(2 n_{4} s\right)^{2} \log \left(2 n_{4} s\right)\left(16 e n_{4} d\right)^{12 n_{2} s-7} \frac{P_{S}^{n_{4}}}{\log ^{*} P_{S}} \times C_{17} C_{16} \times \\
\times \max \left(\log \left(s^{3}\left(16 e n_{4} d\right)^{12 n_{2} s} P_{S}^{n_{4}}\right), \log C_{17}\right)
\end{gathered}
$$

whence by (14.4.15),

$$
h\left(\Delta_{i j} \Delta_{k h} / \Delta_{i k} \Delta_{j h}\right) \leq 4 C_{16}+C_{18}<2 C_{18}
$$

To estimate this quantity, we insert the expressions for $C_{16}, C_{17}$, use $d \leq 2 s$, $t+1 \leq s$ for terms $d, t$ occurring in the basis and $\frac{1}{2} d+t \leq s$ for terms $d, t$ in the exponent. Further, using $(\log X)^{B} \leq(B / 2 \epsilon)^{B} X^{\epsilon}$ for $X, B, \epsilon>0$, we estimate from above the occurring powers of $\log ^{*}\left|D_{\Omega(F)}\right|$ and $\log ^{*} P_{S}$ by

$$
\begin{aligned}
& \left(\log ^{*} P_{S}\right)^{4 n_{2} t+1} \leq\left(2 n_{2} s\right)^{4 n_{2} t+1} P_{S} \\
& \left(\log ^{*}\left|D_{\Omega(F)}\right|\right)^{4 n_{2} d-3} \leq\left(4 n_{2} s\right)^{4 n_{2} d-3}\left|D_{\Omega(F)}\right|,
\end{aligned}
$$

and lastly, insert $D(F) \in \delta O_{S}^{*}$. Then after some simplifications we obtain (14.4.8).

Next we prove (14.4.9) by applying Theorem 4.1.7 Let again $i, j, k, h$ be any four distinct indices from $\{1, \ldots, n\}$ and $L_{i j k h}$ the extension of $K$ generated by the coefficients of $l_{i}, l_{j}, l_{k}, l_{h}$. Clearly, $L_{i j k h}$ has degree $\leq n_{4} d$, and we can estimate the absolute value of the discriminant of $L_{i j k h}$ from above first in terms of $n,\left|D_{L_{i}}\right|, \ldots,\left|D_{L_{h}}\right|$ by means of (3.1.10) and then in terms of $n,\left|D_{\Omega(F)}\right|$ using (3.1.12). Together with (3.1.8), this gives effective upper bounds in terms of $n, d, D_{\Omega(F)}$ for the class number and regulator of $L_{i j k h}$. Further, above each finite place in $S$ there are at most $n_{4}$ places of $T_{i j k h}$ (which is the set of places of $L_{i j k h}$
above those in $S$ ) and the prime ideals corresponding to these places have norm at most $P_{S}^{n_{4}}$. Using (3.4.8), this leads to an upper bound $\mathrm{cn}^{4 n_{4} t} W_{S}^{n_{4}}$ for the $T_{i j k h}$-regulator, where $c$ is effectively computable and depends only on $n, d$ and $D_{\Omega(F)}$. For the heights of $\beta_{i j}$, etc. we use again the estimate (14.4.15). The number of finite places $t$ in $S$ can be estimated from above by $d$ times the number of prime numbers $\leq P_{S}$. Using the prime ideal theorem, we can thus bound the factor $(t+1)\left(\log ^{*} P_{S}\right)$ in $C_{16}$ above by $c^{\prime} P_{S}$, where $c^{\prime}$ is effectively computable and depends only on $d$. We follow the above argument, but we now view $\varepsilon_{i j} \varepsilon_{k h} / \varepsilon_{i k} \varepsilon_{j h}$, etc. in equation (14.4.15) as elements of $O_{T_{i j k h}}^{*}$ and apply Theorem 4.1.7 to this equation. Inserting the upper bounds mentioned above, one can easily verify that 14.4 .9 follows.

Proof of Theorem 14.2.1 It is more convenient here to use the absolute height instead of the absolute logarithmic height.

In view of Corollaries 13.4.3, 13.4.5 we may restrict ourselves to the case $n \geq 4$. We apply Theorem 13.4.1 with

$$
B_{i V}:=\prod_{k=1, k \neq i}^{n}\left|\Delta_{i k}\right|_{V}^{1 /(n-2)}, \quad V \in T, i=1, \ldots, n
$$

We first verify 13.4.3. From assumption 14.4.4 it follows that for $\sigma \in$ $\operatorname{Gal}(G / K), i=1, \ldots, n$, invoking 3.3.3),

$$
\begin{aligned}
B_{\sigma(i), V} & =\prod_{k=1, k \neq i}^{n}\left|\Delta_{\sigma(i), \sigma(k)}\right|_{V}^{1 /(n-2)}=\prod_{k=1, k \neq i}^{n}\left|\sigma\left(\Delta_{i k}\right)\right|_{V}^{1 /(n-2)} \\
& =\prod_{k=1, k \neq i}^{n}\left|\Delta_{i k}\right|_{V \circ \sigma}^{1 /(n-2)}=B_{i, V \circ \sigma}
\end{aligned}
$$

which is 13.4.3. Next, we have

$$
\begin{align*}
M & =\left(\prod_{V \in T} \prod_{i=1}^{n} B_{i V}\right)^{1 /[G: Q]} \\
& =\prod_{V \in T} \prod_{1 \leq p<q \leq n}\left|\Delta_{p q}\right|_{V}^{2 /(n-2)[G: Q]} \\
& =\prod_{V \in T}\left|D\left(F_{0}\right)\right|_{V}^{1 /(n-2)[G: Q]}=N_{S}\left(D\left(F_{0}\right)\right)^{1 /(n-2) d} . \tag{14.4.20}
\end{align*}
$$

Further, for any $V \in T$ and any two distinct indices $i, j \in\{1, \ldots, n\}$ we have

$$
\begin{aligned}
\frac{\left|\Delta_{i j}\right|_{V}}{B_{i V} B_{j V}} & =\left|\Delta_{i j}\right|_{V} \cdot\left(\prod_{k=1, k \neq i}^{n}\left|\Delta_{i k}\right|_{V} \prod_{h=1, h \neq j}^{n}\left|\Delta_{j h}\right|_{V}\right)^{-1 /(n-2)} \\
& =\prod_{1 \leq k \neq h \leq n}\left|\frac{\Delta_{i j} \Delta_{k h}}{\Delta_{i k} \Delta_{j h}}\right|_{V}^{1 /(n-1)(n-2)} \cdot\left|D\left(F_{0}\right)\right|_{V}^{-1 /(n-1)(n-2)}
\end{aligned}
$$

where the product is taken over all pairs of indices $(k, h)$ with $1 \leq k, h \leq n$, $k \neq h, k \neq i, j, h \neq i, j$. It follows that for $V \in T$,

$$
\max _{1 \leq i<j \leq n} \frac{\left|\Delta_{i j}\right|_{V}}{B_{i V} B_{j V}} \leq\left(\left|D\left(F_{0}\right)\right|_{V}^{-1} \prod_{i, j, k, h} \max \left(1,\left|\frac{\Delta_{i j} \Delta_{k h}}{\Delta_{i k} \Delta_{j h}}\right|_{V}\right)\right)^{\frac{1}{(n-1)(n-2)}},
$$

where the product is over all quadruples of indices $i, j, k, h \in\{1, \ldots, n\}$ such that $i, j, k, h$ are distinct and $i<j$. By taking the product over $V \in T$, and applying Lemma 14.4.1 and (14.4.6),

$$
\begin{aligned}
R & \leq\left(N_{S}\left(D\left(F_{0}\right)\right)^{-1 / d} \prod_{i, j, k, h} H\left(\Delta_{i j} \Delta_{k h} / \Delta_{i k} \Delta_{j h}\right)\right)^{\frac{1}{(n-1)(n-2)}} \\
& \leq C_{19} N_{S}\left(D\left(F_{0}\right)\right)^{-1 / d(n-1)(n-2)} \text { with } C_{19}=\exp \left\{C_{12}^{\frac{1}{2(n-1)(n-2)}\binom{n}{4}}\right\},
\end{aligned}
$$

where $C_{12}$ denotes the upper bound occurring in 14.4.8). Let $C_{3}(n)$ denote the number defined in Section 13.4 It is easy to check that $C_{3}(n) \leq C_{12}$. Putting $C_{20}=\left(C_{3}(n) C_{19}^{n}\right)^{(n-1) /(n-2)}$, Theorem 13.4.1 and 14.4.6 imply that $F$ is $\operatorname{GL}\left(2, O_{S}\right)$-equivalent to a binary form $F^{*}$ such that

$$
\begin{aligned}
H\left(F^{*}\right) & \leq\left(C_{3}(n) N_{S}(a)^{2 / d} M^{2} R^{n}\right)^{(n-1) /(n-2)} \\
& \leq C_{20}\left(N_{S}(a)^{2} N_{S}\left(D\left(F_{0}\right)\right)^{\left.\frac{2}{n-2}-\frac{n}{(n-1)(n-2)}\right)^{(n-1) / d(n-2)}}\right. \\
& \leq C_{20}\left(N_{S}(a)^{2} N_{S}\left(D\left(F_{0}\right)\right)^{1 /(n-1)}\right)^{(n-1) / d(n-2)} \\
& \leq C_{20} N_{S}(D(F))^{1 / d(n-2)} .
\end{aligned}
$$

Finally, using $D(F) \in \delta O_{S}^{*}$, we get

$$
H\left(F^{*}\right) \leq \exp \left\{n^{3} C_{13} P_{S}^{n_{4}+1}\left|D_{\Omega(F)}\right|^{4 n-3}\left(\left|D_{\Omega(F)}\right|^{n}+\frac{1}{2 d} \log N_{S}(\delta)\right)\right\},
$$

whence (14.2.3) follows.
Suppose now that $t>0$. Following the above proof and using 14.4.9) as well as $C_{3}(n) \leq \exp \left\{C_{21}^{t}\left(P_{S} W_{S}\right)^{n_{4}}\right\}$, where $C_{21}$ is an effectively computable number depending only on $d, n$ and $D_{\Omega(F)}$ we get (14.2.4).

We now prove Theorem 14.2.2 For $n=2$ and 3, Theorem 14.2.2 follows at once from Corollaries 13.4 .3 and 13.4 .4 with better bounds. For $n \geq 4$, Theorem 14.2 .2 will be deduced from Theorem 14.2 .1 . For this purpose, we need Lemma 8.3.2 and two other lemmas.

Let again $F \in K[X, Y]$ be a binary form of degree $n \geq 2$ of discriminant $D(F) \neq 0$. Recall that the primitive discriminant of $F$ has been defined by

$$
\begin{equation*}
\mathfrak{D}_{S}(F)=\frac{(D(F))_{S}}{(F)_{S}^{2 n-2}} . \tag{14.4.21}
\end{equation*}
$$

Lemma 14.4.2 We have

$$
\mathfrak{D}_{S}(F) \subseteq \mathfrak{D}_{\Omega / K} O_{S}, \text { where } \Omega=\Omega(F)
$$

Proof The ideal $\grave{\triangleright}_{S}(F)$ is equal to the ideal of $O_{S}$ generated by the numbers $\alpha^{2 n-2} D(F)=D(\alpha F)$ with $\alpha \in(F)_{S}^{-1}$. For each of these numbers $\alpha$, the binary form $\alpha F$ has its coefficients in $O_{S}$. Writing $\alpha F=: F^{\prime}$, we see that it suffices to prove the following: let $F^{\prime} \in O_{S}[X, Y]$ be a binary form of degree $n$ and $\Omega$ the finite étale $K$-algebra associated with it. Then

$$
\begin{equation*}
D\left(F^{\prime}\right) \in D_{\Omega / K} O_{S} \tag{14.4.22}
\end{equation*}
$$

To prove this, write $F^{\prime}=a_{0} X^{n}+a_{1} X^{n-1} Y+\cdots+a_{n} Y^{n}$. After a suitable $\mathrm{GL}\left(2, O_{S}\right)$-transformation which up to multiplication with an $S$-unit does not affect $D\left(F^{\prime}\right)$, we may assume that $a_{0} \neq 0$. Then $\Omega \cong K[X] /(f)$ where $f=$ $F^{\prime}(X, 1)$. Let $\theta$ be the element of $\Omega$ corresponding to $X(\bmod f)$ and define the elements

$$
\omega_{i}:=a_{0} \theta^{i}+a_{1} \theta^{i-1}+\cdots a_{i-1} \theta(i=1, \ldots, n-1) .
$$

By Corollary 1.5 .2 we have $D\left(F^{\prime}\right)=D(f)=D_{\Omega / K}\left(1, \omega_{1}, \ldots, \omega_{n-1}\right)$. We show by induction on $i$ that $\omega_{1}, \ldots, \omega_{n-1}$ are integral over $O_{S}$. This suffices, since it implies that

$$
D_{\Omega / K}\left(1, \omega_{1}, \ldots, \omega_{n-1}\right) \in \mathfrak{D}_{O_{S, \Omega} / O_{S}}=\mathfrak{D}_{\Omega / K} O_{S} .
$$

First note that $\omega_{1}=a_{0} \theta$ is a zero of $a_{0}^{n-1} f\left(X / a_{0}\right)$ which is monic and is in $O_{S}[X]$. Hence $\omega_{1}$ is integral over $O_{S}$. Next, let $1 \leq i \leq n-2$ and observe that

$$
\omega_{i+1}^{n-i}+\sum_{j=0}^{n-i-1}\left(\omega_{i}+a_{i}\right)^{n-i-1-j} a_{n-j} \omega_{i+1}^{j}=0 .
$$

Hence $\omega_{i+1}$ is integral over $O_{S}\left[\omega_{i}\right]$ and so by induction, integral over $O_{S}$. This completes the induction step and the proof of our lemma.

We need the following extension of Lemma 8.3.3 to binary forms $F \in$ $O_{S}[X, Y]$. Let $K, S$ be as in Theorems 14.2.1 and 14.2.2. and define in the
usual manner $Q_{S}:=N_{K}\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{t}\right)$, where $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ denote the prime ideals corresponding to the finite places in $S$, with $Q_{S}:=1$ if $t=0$. Let $F \in O_{S}[X, Y]$ be a binary form of degree $n \geq 2$ with non-zero discriminant $D(F)$, and let $\Omega(F)$ be the étale algebra associated with it, as given by 14.2 .1 , with discriminant $D_{\Omega(F)}$.

Lemma 14.4.3 Under the above notation and assumptions, we have

$$
\begin{equation*}
\left|D_{\Omega(F)}\right| \leq\left(n^{d t}\left|D_{K}\right| Q_{S}\right)^{n} N_{S}(D(F)) \tag{14.4.23}
\end{equation*}
$$

Proof Let $F \in O_{S}[X, Y]$ be a binary form of degree $n \geq 2$ and non-zero discriminant $D(F)$. By Lemma 14.4.2,

$$
(D(F))_{S}=(F)_{S}^{2 n-2} \mathrm{D}_{S}(F) \subseteq \mathfrak{D}_{S}(F) \subseteq \mathrm{D}_{\Omega / K} O_{S}
$$

hence $N_{S}\left(\mathrm{D}_{\Omega / K} O_{S}\right) \leq N_{S}(D(F))$. Together with Lemma 8.3.2 this implies 14.4.23.

Proof of Theorem 14.2.2 By assumption $D(F) \in \delta O_{S}^{*}$, hence $N_{S}(D(F))=$ $N_{S}(\delta)$. If now $n=2$ or $n=3$, Theorem 14.2.2 immediately follows from Corollaries 13.4.3 and 13.4 .4 by using 3.1.8 and observing that $d \leq 2 s$ and $t<s$.
For $n \geq 4$, Theorem 14.2.1 and Lemma 14.4.3 give Theorem 14.2.2.
We shall deduce Corollary 14.2 .3 from Theorem 14.2 .2 by means of the following lemma. For the remainder of this section we assume that $K$ and $S$ are effectively given in the sense described in Section 14.2, see also Section 3.7. We recall that a binary form $F \in K[X, Y]$ is said to be effectively given if its degree and its coefficients are effectively given. Further, the height $H(A)$ of a matrix $A$ with algebraic entries is the maximum of the heights of the entries of $A$.

Lemma 14.4.4 Let $F, F^{*} \in O_{S}[X, Y]$ be $G L\left(2, O_{S}\right)$-equivalent binary forms of degree $n \geq 2$ with non-zero discriminants. Then there are $\varepsilon \in O_{S}^{*}$ and $U \in G L\left(2, O_{S}\right)$ such that

$$
F^{*}=\varepsilon F_{U}, \quad H(U) \leq C_{22},
$$

where $C_{22}$ is an effectively computable number depending only on $K, S, n$ and the coefficients of $F$ and $F^{*}$.

Proof In the proof below, we use several of the algorithms referred to in Section 3.7, without explicitly mentioning them. We can compute the splitting field $G$ of $F$ over $K$ by choosing $m \in \mathbb{Z}$ with $F(1, m) \neq 0$, computing the zeros of $F(X, m X+1)$, and adjoining them to $K$. This is then also the splitting
field of $F^{*}$. Denote the set of places of $G$ lying above those in $S$ by $T$. We can compute the prime ideals corresponding to the finite places in $T$ in terms of the prime ideals corresponding to the finite places in $S$. Below, $C_{23}$ and subsequent constants will be effectively computable numbers depending on $K$, $S, n$, the coefficients of $F$ and $F^{*}, G$ and $T$. But as mentioned above, we can express the dependence on $G$ and $T$ in terms of the other parameters.

We choose factorizations of $F$ and $F^{*}$ of the following shape:

$$
\begin{equation*}
F=a \prod_{i=1}^{n}\left(\alpha_{i} X+\beta_{i} Y\right), \quad F^{*}=b \prod_{i=1}^{n}\left(\gamma_{i} X+\delta_{i} Y\right) \tag{14.4.24}
\end{equation*}
$$

with $a, b \in K^{*}$,

$$
\begin{aligned}
& \left(\alpha_{i}, \beta_{i}\right)=(0,1) \text { or } \alpha_{i}=1 \text { for } i=1, \ldots, n, \\
& \left(\gamma_{i}, \delta_{i}\right)=(0,1) \text { or } \gamma_{i}=1 \text { for } i=1, \ldots, n .
\end{aligned}
$$

Then

$$
\left.\begin{array}{l}
\alpha_{i}, \beta_{i}, \gamma_{i}, \delta_{i} \in G  \tag{14.4.25}\\
H(a), H(b), H\left(\alpha_{i}\right), H\left(\beta_{i}\right), H\left(\gamma_{i}\right), H\left(\delta_{i}\right) \leq C_{23}
\end{array}\right\}
$$

for $i=1, \ldots, n$. Since $F, F^{*}$ are $\mathrm{GL}\left(2, O_{S}\right)$-equivalent there exist $U_{0} \in \mathrm{GL}\left(2, O_{S}\right)$, $\eta_{0} \in O_{S}^{*}, \lambda_{1}, \ldots, \lambda_{n} \in G^{*}$ such that after permuting $\left(\gamma_{1}, \delta_{1}\right), \ldots,\left(\gamma_{n}, \delta_{n}\right)$, we have

$$
\begin{equation*}
\left(\gamma_{i}, \delta_{i}\right)=\lambda_{i}\left(\alpha_{i}, \beta_{i}\right) U_{0} \text { for } i=1, \ldots, n, \quad b=\eta_{0} a \lambda_{1} \cdots \lambda_{n} . \tag{14.4.26}
\end{equation*}
$$

In the remainder of the proof, we make a distinction between the cases $n=2$ and $n \geq 3$. We denote fractional ideals with respect to $O_{T}$ by $(\cdot)_{T}$.
First let $n=2$. Then either $G=K$ or $[G: K]=2$. If $[G: K]=2$ let $\sigma$ be the non-trivial $K$-automorphism of $G$. Then

$$
\left(\alpha_{2}, \beta_{2}, \gamma_{2}, \delta_{2}\right)=\left(\sigma\left(\alpha_{1}\right), \sigma\left(\beta_{1}\right), \sigma\left(\gamma_{1}\right), \sigma\left(\delta_{1}\right)\right)
$$

and hence $\lambda_{2}=\sigma\left(\lambda_{1}\right)$. Note that

$$
\mathfrak{a}:=\frac{\left(\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}\right)_{T}}{\left(\alpha_{1}, \beta_{1}\right)_{T}\left(\alpha_{2}, \beta_{2}\right)_{T}} \subseteq O_{T} .
$$

Put

$$
N:=\left|\left(O_{T} / \mathfrak{a}\right)^{*}\right| .
$$

Then

$$
\begin{equation*}
N=\left|\left(O_{G} / O_{G} \cap \mathfrak{a}\right)^{*}\right| \leq C_{24} . \tag{14.4.27}
\end{equation*}
$$

We claim that if $\varepsilon_{1}, \varepsilon_{2} \in O_{T}^{*}$ are such that $\varepsilon_{2}=\sigma\left(\varepsilon_{1}\right)$ if $[G: K]=2$, then there is $U \in \mathrm{GL}\left(2, O_{S}\right)$ such that

$$
\begin{equation*}
\left(\gamma_{i}, \delta_{i}\right)=\lambda_{i} \varepsilon_{i}^{N}\left(\alpha_{i}, \beta_{i}\right) U \text { for } i=1,2 \tag{14.4.28}
\end{equation*}
$$

To prove this, it suffices to show that there exists $V \in \operatorname{GL}\left(2, O_{S}\right)$ with

$$
\begin{equation*}
\varepsilon_{i}^{N}\left(\alpha_{i}, \beta_{i}\right)=\left(\alpha_{i}, \beta_{i}\right) V \text { for } i=1,2 \tag{14.4.29}
\end{equation*}
$$

Indeed, 14.4.29 and 14.4.26 imply 14.4.28 with $U=V^{-1} U_{0}$. We prove 14.4.29. There is a unique matrix $V \in \mathrm{GL}(2, G)$ with 14.4.29). If $[G: K]=$ 2, then $\varepsilon_{i}^{N}\left(\alpha_{i}, \beta_{i}\right)=\left(\alpha_{i}, \beta_{i}\right) \sigma(V)$ for $i=1,2$, where $\sigma(V)$ is obtained by applying $\sigma$ to the entries of $V$. Hence $\sigma(V)=V$ and so $V \in \operatorname{GL}(2, K)$. Next, $\operatorname{det} V=\left(\varepsilon_{1} \varepsilon_{2}\right)^{N} \in O_{T}^{*} \cap K=O_{S}^{*}$. Finally,

$$
V=\left(\begin{array}{cc}
\varepsilon_{1}^{N} & 0 \\
0 & \varepsilon_{2}^{N}
\end{array}\right)+\frac{\varepsilon_{1}^{N}-\varepsilon_{2}^{N}}{\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}}\left(\begin{array}{cc}
\alpha_{2} \beta_{1} & \beta_{1} \beta_{2} \\
-\alpha_{1} \alpha_{2} & \alpha_{2} \beta_{1}
\end{array}\right)
$$

By the Euler-Fermat-Lagrange theorem for number fields, $\varepsilon_{i}^{N} \equiv 1(\bmod \mathfrak{a})$ for $i=1,2$. It follows that

$$
\frac{\varepsilon_{1}^{N}-\varepsilon_{2}^{N}}{\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}} \alpha_{2} \beta_{1} \in \frac{\left(\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}\right)_{T}}{\left(\alpha_{1}, \beta_{1}\right)_{T}\left(\alpha_{2}, \beta_{2}\right)_{T}} \cdot \frac{\left(\alpha_{2} \beta_{1}\right)_{T}}{\left(\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}\right)_{T}} \in O_{T},
$$

hence the left upper entry of $V$ belongs to $O_{T} \cap K=O_{S}$. In a similar way it follows that the other entries of $V$ lie in $O_{S}$. Hence $V \in \operatorname{GL}\left(2, O_{S}\right)$.

So 14.4.28 holds for some $U \in \operatorname{GL}\left(2, O_{S}\right)$. Notice that by 14.4.26 we have $F^{*}=\eta F_{U}$, with $\eta=\eta_{0}\left(\varepsilon_{1} \varepsilon_{2}\right)^{-N}$. We choose appropriate $\varepsilon_{1}, \varepsilon_{2}$ and estimate $H(U)$. By Proposition 3.6.3, there exist $\varepsilon_{1}, \varepsilon_{2} \in O_{T}^{*}$ with

$$
\begin{equation*}
H\left(\varepsilon_{i}^{N} \lambda_{i}\right) \leq C_{25}^{N} M_{T}\left(\lambda_{i}\right)^{1 /[L: Q]} \text { for } i=1,2, \tag{14.4.30}
\end{equation*}
$$

where

$$
M_{T}\left(\lambda_{i}\right)=\max \left(\prod_{V \in M_{L} \backslash T} \max \left(1,\left|\lambda_{i}\right|_{V}\right), \prod_{V \in M_{L} \backslash T} \max \left(1,\left|\lambda_{i}\right|_{V}^{-1}\right)\right) .
$$

Note that for $V \in M_{L} \backslash T$ we have $\max \left(\left|\alpha_{i}^{\prime}\right|_{V},\left|\beta_{i}^{\prime}\right|_{V}\right)=\max \left(\left|\alpha_{i}\right|_{V},\left|\beta_{i}\right|_{V}\right)$ where $\left(\alpha_{i}^{\prime}, \beta_{i}^{\prime}\right)=\left(\alpha_{i}, \beta_{i}\right) U_{0}$, since $U_{0} \in \operatorname{GL}\left(2, O_{T}\right)$. Hence

$$
\left|\lambda_{i}\right|_{V}=\frac{\max \left(\left|\gamma_{i}\right|_{V},\left|\delta_{i}\right|_{V}\right)}{\max \left(\left|\alpha_{i}\right|_{V},\left|\beta_{i}\right|_{V}\right)} \text { for } i=1,2, V \in M_{L} \backslash T
$$

Noting that one of $\alpha_{i}, \beta_{i}$ and one of $\gamma_{i}, \delta_{i}$ are equal to 1 , it follows that

$$
M_{T}\left(\lambda_{i}\right) \leq \prod_{V \in M_{L} \backslash T} \max \left(\left|\alpha_{i}\right|_{V},\left|\beta_{i}\right|_{V},\left|\gamma_{i}\right|_{V},\left|\delta_{i}\right|_{V}\right) \leq C_{26} \text { for } i=1,2 .
$$

Together with (14.4.30), 14.4.27, this implies

$$
H\left(\varepsilon_{i}^{N} \lambda_{i}\right) \leq C_{27} \text { for } i=1,2 .
$$

Hence by 14.4.28, 14.4.25 we get $H(U) \leq C_{22}$. This proves Lemma 14.4.4 for $n=2$.
Next assume that $n \geq 3$. From elementary projective geometry it follows that the matrix $U_{0}$ given by 14.4 .26 is uniquely determined up to a scalar. Write

$$
\begin{equation*}
U_{0}=\lambda V \tag{14.4.31}
\end{equation*}
$$

where $\lambda \in K^{*}$ and $V=\left(\begin{array}{ll}v_{11} & v_{12} \\ v_{21} & v_{22}\end{array}\right) \in \mathrm{GL}(2, K)$ such that the first non-zero element of $v_{11}, v_{12}, v_{21}, v_{22}$ is 1 . Then $V$ is uniquely determined and can be computed from 14.4.26, and so we have

$$
\begin{equation*}
H(V) \leq C_{28} . \tag{14.4.32}
\end{equation*}
$$

We know that $\lambda^{2} \operatorname{det} V \in O_{S}^{*}$. Hence

$$
|\lambda|_{v}=|\operatorname{det} V|_{v}^{-1 / 2} \text { for } v \in M_{K} \backslash S .
$$

By Proposition 3.6.3, there exists $\eta_{1} \in O_{S}^{*}$ with

$$
H\left(\eta_{1} \lambda\right) \leq C_{29} M_{S}(\lambda)^{1 / d}
$$

where by the product formula,

$$
\begin{aligned}
M_{S}(\lambda) & =\max \left(\prod_{v \in M_{K} \backslash S} \max \left(1,|\lambda|_{v}\right), \prod_{v \in M_{K} \backslash S} \max \left(1,|\lambda|_{v}^{-1}\right)\right) \\
& =\max \left(\prod_{v \in M_{K} \backslash S} \max \left(1,|\operatorname{det} V|_{v}^{1 / 2}\right), \prod_{v \in M_{K} \backslash S} \max \left(1,|\operatorname{det} V|_{v}^{-1 / 2}\right)\right) \\
& \leq H(\operatorname{det} V)^{d / 2} \leq C_{28}^{d / 2} .
\end{aligned}
$$

Together with 14.4 .32 this implies $H\left(\eta_{1} \lambda\right) \leq C_{30}$. Now let

$$
U:=\eta_{1} U_{0}=\eta_{1} \lambda V, \quad \eta:=\eta_{0} \eta_{1}^{-n} .
$$

Then $U \in \mathrm{GL}\left(2, O_{S}\right), F^{*}=\eta F_{U}$, and $H(U) \leq C_{22}$ by 14.4.32). This proves Lemma 14.4.4 for $n \geq 3$.

Proof of Corollary 14.2.3 The finiteness assertion of Corollary 14.2.3 follows at once from Theorem 14.2.2, using Theorem 3.5.2 and 3.5.4. To determine effectively a set consisting of one binary form from each GL( $2, O_{S}$ )equivalence class, we shall use some of the number-theoretic algorithms collected in Section 3.7

Suppose that $n \geq 2, K, S$ and $\delta \in K^{*}$ are effectively given. Then we can check whether $\delta \in O_{S} \backslash\{0\}$. Let $F \in O_{S}[X, Y]$ be a binary form of degree $n \geq 2$ with $D(F) \in \delta O_{S}^{*}$. Then by Theorem 14.2.2, $F$ is $\mathrm{GL}\left(2, O_{S}\right)$-equivalent to a binary form $F^{*}$ with $H\left(F^{*}\right) \leq C$ where $C$ is the upper bound from 14.2.5. By 3.5.4, the absolute heights of the coefficients of $F^{*}$ are bounded above by $H\left(F^{*}\right)$, hence by $C$. Now we can effectively determine a finite set of binary forms of degree $n$ which contains all binary forms $F^{*} \in K[X, Y]$ of degree $n$ whose coefficients have absolute heights $\leq C$. Further, we can select from this set those binary forms with coefficients in $O_{S}$ and discriminant in $\delta O_{S}^{*}$. Thus we get a finite set of binary forms $F^{*} \in O_{S}[X, Y]$ of degree $n$ with $D\left(F^{*}\right) \in \delta O_{S}^{*}$ which contains at least (but possibly more than) one form from each GL( $2, O_{S}$ )-equivalence class. To obtain a finite set of binary forms with precisely one binary form from each class it remains to check for any two binary forms in our set whether they are $\mathrm{GL}\left(2, O_{S}\right)$-equivalent and if so, remove one of these forms from our set.

To decide whether any two given binary forms $F, F^{\prime}$ are $\mathrm{GL}\left(2, O_{S}\right)$-equivalent we proceed as follows. We can compute the constant $C_{22}$ from Lemma 14.4.5 and then determine effectively, using again some algorithms from Section 3.7. a finite set of matrices in $\mathrm{GL}\left(2, O_{S}\right)$ which contains all matrices $U \in \mathrm{GL}\left(2, O_{S}\right)$ with $H(U) \leq C_{22}$. Then $F, F^{\prime}$ are $\mathrm{GL}\left(2, O_{S}\right)$-equivalent if and only if for one of these matrices $U$ there is $\varepsilon \in O_{S}^{*}$ such that $F^{\prime}=\varepsilon F_{U}$, which can be easily checked. This completes our proof.

### 14.5 Proofs of the results from Section 14.3

We keep the notation of Section 14.3. In particular, $K$ is an algebraic number field, $S$ a finite set of places of $K$ which consists of all infinite places and $t \geq 0$ finite places. Suppose these finite places correspond to the prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ of $O_{K}$. Let $\delta \in O_{S} \backslash\{0\}$. Put $d:=[K: \mathbb{Q}], s:=|S|$, and $P_{S}=$ $W_{S}=Q_{S}:=1$ if $t=0$ and $P_{S}:=\max _{1 \leq i \leq t} N_{K}\left(\mathfrak{p}_{i}\right), Q_{S}:=\prod_{i=1}^{t} N_{K}\left(\mathfrak{p}_{i}\right)$, $W_{S}:=\prod_{i=1}^{t} \log N_{K}\left(\mathfrak{p}_{i}\right)$ if $t>0$.

We make some preparations for the proof of Corollary 14.3.1. For a binary form $F \in K[X, Y]$ of degree $n \geq 2$ and discriminant $D(F) \neq 0$, we denote by $(F)_{S}$ the fractional $O_{S}$-ideal generated by the coefficients of a binary form $F$ and by

$$
\mathfrak{D}_{S}(F)=\frac{(D(F))_{S}}{(F)_{S}^{2 n-2}}
$$

the $S$-discriminant of $F$. This is an ideal of $O_{S}$. We first show our claim from

Section 14.3, that if $F^{\prime}=\lambda F_{U}$ for some binary forms $F, F^{\prime} \in K[X, Y]$ of degree $n \geq 2, \lambda \in K^{*}, U \in \mathrm{GL}\left(2, O_{S}\right)$, then $\mathfrak{D}_{S}\left(F^{\prime}\right)=\mathfrak{D}_{S}(F)$. Indeed, $D\left(F^{\prime}\right)=$ $\lambda^{2 n-2}(\operatorname{det} U)^{n(n-1)} D(F)$, whence $\left(D\left(F^{\prime}\right)\right)_{S}=(\lambda)_{S}^{2 n-2}(D(F))_{S}$. Further, $\left(F^{\prime}\right)_{S}=$ $(\lambda)_{S}\left(F_{U}\right)_{S}$ and $\left(F_{U}\right)_{S}=(F)_{S}$, which proves our claim.
To prove Corollary 14.3.1 we need the following.
Lemma 14.5.1 Let $F(X, Y) \in K[X, Y]$ be a square-free binary form of degree $n \geq 2$. Then

$$
\begin{equation*}
N_{S}\left(\mathrm{D}_{S}(F)\right) \leq n^{3 n d / 2} H(F)^{(2 n-2) d} . \tag{14.5.1}
\end{equation*}
$$

Proof Let $F=a_{0} X^{n}+a_{1} X^{n-1} Y+\cdots+a_{n} Y^{n}$ and put $|F|_{v}:=\max _{0 \leq i \leq n}\left|a_{i}\right|_{v}$ for $v \in M_{K}$. By (3.4.3), 3.4.1, we have

$$
\begin{align*}
N_{S}\left(\mathrm{D}_{S}(F)\right) & =N_{S}(F)^{-2 n+2} N_{S}(D(F))  \tag{14.5.2}\\
& =\prod_{v \notin S}|F|_{v}^{2 n-2} \cdot \prod_{v \in S}|D(F)|_{v} .
\end{align*}
$$

Further, from the determinantal expression 1.4.5) and Hadamard's inequality for determinants we infer for the infinite places $v$,

$$
|D(F)|_{v} \leq\left(1^{2}+\cdots+n^{2}\right)^{n s(v) / 2}|F|_{v}^{2 n-2} \leq n^{3 n d_{v} / 2}|F|_{v}^{2 n-2}
$$

where $s(v)=1$ if $v$ is real and $s(v)=2$ if $v$ is complex. Further, if $v$ is finite we deduce $|D(F)|_{v} \leq|F|_{v}^{2 n-2}$ from the ultrametric inequality. Combining these two inequalities with $\sum_{v} s(v)=d$ and 14.5 .2 we obtain

$$
N_{S}\left(\mathrm{D}_{S}(F)\right) \leq n^{3 n d / 2} \prod_{v \in M_{K}}|F|_{v}^{2 n-2} \leq n^{3 n d / 2} H(F)^{(2 n-2) d} .
$$

Proof of Corollary 14.3.1 Let $F \in K[X, Y]$ be a binary form of degree $n \geq 2$ with minimal $S$-discriminant. Recall that

$$
\mathfrak{D}_{S}(F)=\mathfrak{q}_{1}^{k_{1}} \cdots \mathfrak{q}_{\omega}^{k_{\omega}} O_{S}
$$

for certain prime ideals $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{\omega}$ corresponding to places outside $S$. Further, $C_{S}(F)=N_{K}\left(\mathfrak{q}_{1} \cdots \mathfrak{q}_{\omega}\right)$. Let $S$ consist of the infinite places and of the finite places corresponding to the prime ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ of $O_{K}$, and let $T$ consist of $S$ and the finite places corresponding to $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{\omega}$. Finally, put

$$
P_{T}:=\max _{\mathfrak{p} \in T} N_{K}(\mathfrak{p}), \quad W_{T}:=\prod_{\mathfrak{p} \in T}\left(\log ^{*} N_{K}(\mathfrak{p})\right), \quad Q_{T}:=\prod_{\mathfrak{p} \in T} N_{K}(\mathfrak{p}) .
$$

By Corollary 13.3.3 $F$ is proportional to a binary form $F^{\prime} \in O_{T}[X, Y]$ with $N_{T}\left(\left(F^{\prime}\right)_{T}\right) \leq\left|D_{K}\right|^{1 / 2}$, where $D_{K}$ denotes the discriminant of $K$. We may assume without loss of generality that $F$ itself has already these properties, that is that
$F \in O_{T}[X, Y], N_{T}\left((F)_{T}\right) \leq\left|D_{K}\right|^{1 / 2}$, while $\triangleright_{S}(F)$ remains unchanged. Note that $\mathfrak{D}_{T}(F)=(1)_{T}$, hence

$$
N_{T}(D(F))=N_{T}\left((F)_{T}\right)^{2 n-2} \leq\left|D_{K}\right|^{n-1} .
$$

We first prove (14.3.3). $C_{31}$ and the subsequent constants in this proof denote effectively computable positive numbers depending only on $K, S$ and $n$. By Theorem 14.2.1. $F$ is $\operatorname{GL}\left(2, O_{T}\right)$-equivalent to a binary form $F^{*} \in O_{T}[X, Y]$ for which

$$
\begin{equation*}
\log ^{*} \log ^{*} H\left(F^{*}\right) \leq C_{31}\left((\omega+1) \log ^{*}(\omega+1)+\log ^{*} P_{T}+\log ^{*} Q_{T}\right) . \tag{14.5.3}
\end{equation*}
$$

We can estimate all terms in the right-hand side from above in terms of $C_{S}(F)$ by means of the obvious estimate

$$
\log ^{*} P_{T} \leq \log ^{*} Q_{T} \leq C_{32} \log ^{*}\left(C_{S}(F)\right)
$$

and the elementary inequality

$$
\omega \leq C_{33} \log ^{*}\left(C_{S}(F)\right) / \log ^{*} \log ^{*}\left(C_{S}(F)\right)
$$

In this manner we obtain

$$
\begin{equation*}
\log ^{*} \log ^{*} H\left(F^{*}\right) \leq C_{34} \log ^{*}\left(C_{S}(F)\right) \tag{14.5.4}
\end{equation*}
$$

Together with Lemma 14.5.1 this implies

$$
\begin{equation*}
\log ^{*} \log ^{*} N_{S}\left(\mathrm{D}_{S}\left(F^{*}\right)\right) \leq C_{35} \log ^{*}\left(C_{S}(F)\right) . \tag{14.5.5}
\end{equation*}
$$

We have $N_{S}\left(\mathrm{D}_{S}(F)\right) \leq N_{S}\left(\mathrm{D}_{S}\left(F^{*}\right)\right.$, since $F$ has minimal $S$-discriminant. By combining this inequality with 14.5.5, we get 14.3.3.

Next we prove 14.3.4. Suppose that $\omega>0$. Write $P:=\max _{1 \leq i \leq \omega} N \mathfrak{q}_{i}$; then $P \leq P_{T} \leq C_{36} P$. Together with the trivial inequality $W_{T} \leq\left(\log P_{T}\right)^{t+\omega}$, the second part of Theorem 14.2.1 implies that

$$
\log ^{*} \log ^{*} H\left(F^{*}\right) \leq C_{37}\left(\log P+\omega \log ^{*} \log ^{*} P\right) .
$$

We distinguish between the cases that $\omega \leq \log ^{*} P / \log ^{*} \log ^{*} P$ and that $\omega>$ $\log ^{*} P / \log ^{*} \log ^{*} P$. Notice that there are at least $\omega$ prime ideals of $O_{K}$ of norm $\leq P$ hence at least $\omega / d$ prime numbers below $P$. So by e.g., [Rosser and Schoenfeld (1962), Cor. 1], $\omega \leq d \pi(P) \leq 4 d P / 3 \log ^{*} P$. This leads to

$$
\log ^{*} \log ^{*} H(F) \leq\left\{\begin{array}{l}
C_{38} \log ^{*} P \text { if } \omega<\log ^{*} P / \log ^{*} \log ^{*} P, \\
C_{39} P \log ^{*} \log ^{*} P / \log ^{*} P \text { otherwise }
\end{array}\right.
$$

Now 14.3.4 follows in the same way as 14.3.3.

Proof of Corollary 14.3 .3 Let $F \in O_{S}[X, Y]$ be a binary form of degree $n \geq 2$ with discriminant $D(F) \neq 0$. By Theorem 14.2.2 there are $\varepsilon \in O_{S}^{*}$, a matrix $U \in \mathrm{GL}\left(2, O_{S}\right)$ and a binary form $F^{*} \in O_{S}[X, Y]$ for which $F_{U}=\varepsilon F^{*}, H\left(F^{*}\right) \leq$ $C_{40}$, where $C_{40}$ is the right-hand side of 14.2.5. By Proposition 3.6.3 and by (3.1.8), there are $\varepsilon_{1}, \varepsilon_{2} \in O_{S}^{*}$ such that

$$
\varepsilon=\varepsilon_{1} \varepsilon_{2}^{n}, H\left(\varepsilon_{1}\right) \leq C_{40},
$$

where $H\left(\varepsilon_{1}\right)$ denotes the absolute height of $\varepsilon_{1}$. Putting $F^{\prime}=\varepsilon_{1} F^{*}$, we have $F_{\varepsilon_{2}^{-1} U}=F^{\prime}, D\left(F^{\prime}\right) \neq 0$ and $H\left(F^{\prime}\right) \leq C_{40}^{2}$. There is a rational integer $a$ with $0 \leq a \leq n$ for which $F^{\prime}(1, a) \neq 0$. Let

$$
\left(x_{0}, y_{0}\right)^{T}=\varepsilon_{2}^{-1} U(1, a)^{T} .
$$

Then $x_{0}, y_{0} \in O_{S}$ and

$$
F\left(x_{0}, y_{0}\right)=F_{\varepsilon_{2}^{-1} U}(1, a)=F^{\prime}(1, a) \neq 0 .
$$

Hence

$$
\mu(F) \leq H\left(F\left(x_{0}, y_{0}\right)\right)=H\left(F^{\prime}(1, a)\right) \leq C_{40}^{3},
$$

which implies our Corollary.
Proof of Corollary 14.3 .4 We deduce Corollary 14.3 .4 from Theorem 14.2 .2 Some arguments will be used from the proof of Theorem 8.4.1

Let $\theta$ be such that $\Omega=K[\theta]$ and $\mathfrak{D}_{S}(\theta)=\mathfrak{D}$, and let $x \mapsto x^{(i)}(i=1, \ldots, n)$ denote the $K$-homomorphisms from $\Omega$ to $\bar{K}$. Then defining the binary form $F(X, Y)=\left(X-\theta^{(1)} Y\right) \cdots\left(X-\theta^{(n)} Y\right), F(X, 1)$ is the monic minimal polynomial of $\theta$ over $K$ and $\Omega \cong K[X] /(F(X, 1))$. Further, $\mathfrak{D}_{S}(\theta)=\mathfrak{D}_{S}(F)$. By Corollary 13.3.3 there is a $\lambda \in K^{*}$ such that $F^{\prime}:=\lambda F \in O_{S}[X, Y], \mathfrak{D}_{S}\left(F^{\prime}\right)=\mathfrak{D}$ and $N_{S}\left(\left(F^{\prime}\right)_{S}\right) \leq\left|D_{K}\right|^{1 / 2}$. But $\mathfrak{D}_{S}\left(F^{\prime}\right)=\left(D\left(F^{\prime}\right)\right)_{S} /\left(F^{\prime}\right)_{S}^{2 n-2}$, hence it follows that

$$
\begin{equation*}
N_{S}\left(D\left(F^{\prime}\right)\right) \leq N_{S}(\mathfrak{D})\left|D_{K}\right|^{n-1} . \tag{14.5.6}
\end{equation*}
$$

We apply now Theorem 14.2 .2 to the binary form $F^{\prime}$. Using 14.5.6, it follows that $F^{\prime}$ is $\mathrm{GL}\left(2, O_{S}\right)$-equivalent to a binary form $F^{\prime \prime}$ such that

$$
H\left(F^{\prime \prime}\right)<C_{41}:=\exp \left\{C_{3} P_{S}^{n_{4}+1}\left(Q_{S}^{n}\left|D_{K}\right|^{2 n-1} N_{S}(\mathrm{D})^{n}\right)^{5 n}\right\} .
$$

Choose $a \in \mathbb{Z}$ with $0 \leq a \leq n$ and $F^{\prime \prime}(1, a)=0$ and take $F^{\prime \prime \prime}$ with $F^{\prime \prime \prime}(X, Y):=$ $F^{\prime \prime}(X, a X+Y)$. Then $F^{\prime \prime \prime}$ is $\operatorname{GL}\left(2, O_{S}\right)$-equivalent to $F^{\prime}, F^{\prime}(1,0) \neq 0$ and $H\left(F^{\prime \prime \prime}\right)<C_{41}^{2}$. The polynomial $F^{\prime \prime \prime}(X, 1)$ has a zero, say $\theta^{*}$, which is $\mathrm{GL}\left(2, O_{S}\right)$ equivalent to $\theta$. Put $g_{0}:=F^{\prime \prime \prime}(1,0)$ and

$$
F_{\theta^{*}}(X, Y)=g_{0}^{-1} F^{\prime \prime \prime}(X, Y) .
$$

Then $\theta^{*}$ is a zero of $F_{\theta^{*}}(X, 1)$ which is the monic minimal polynomial of $\theta^{*}$
over $K$. Further, $H\left(G_{\theta^{*}}\right) \leq C_{41}^{4}$ and, by Corollary 3.5.5. $H\left(\theta^{*}\right) \leq\left(2 H\left(F_{\theta^{*}}\right)\right)^{n} \leq$ $2^{n} C_{41}^{4}$. This implies Corollary 14.3.4.

### 14.6 Bounding the degree of binary forms of given discriminant over $\mathbb{Z}$

We prove Theorem 14.1.2 Let $F$ be a binary form of degree $n \geq 2$ and discriminant $D(F) \neq 0$ with coefficients in $\mathbb{Z}$. First consider the case when $F$ is irreducible over $\mathbb{Q}$. Then $F(1,0) \neq 0$. Let $\alpha$ denote a zero of $F(X, 1)$ in $\mathbb{C}$, and denote by $D_{K}$ the discriminant of the number field $K=\mathbb{Q}(\alpha)$. Then, by Lemma 14.4.2, $D_{K}$ divides $D(F)$ in $\mathbb{Z}$, whence

$$
\begin{equation*}
|D(F)| \geq\left|D_{K}\right| . \tag{14.6.1}
\end{equation*}
$$

Further, in view of Minkowski's inequality $\left|D_{K}\right|>\left(\frac{\pi}{4}\right)^{n}\left(\frac{n^{n}}{n!}\right)^{2}$ and Stirling's inequality $n!e^{n} / n^{n} \leq e \sqrt{n}$, we get as in the proof of Theorem6.4.1 that

$$
\begin{equation*}
\frac{\log \left|D_{K}\right|}{n} \geq \frac{\log 3}{2} \tag{14.6.2}
\end{equation*}
$$

Together with (14.6.1) this implies 14.1.2. Further, in 14.6.2 equality holds only if $n=2, D_{K}=-3$.

Consider now the case when $F$ is reducible over $\mathbb{Q}$, and let

$$
F(X, Y)=F_{1}(X, Y) \cdots F_{r}(X, Y)
$$

be the factorization of $F$ into irreducible factors with coefficients in $\mathbb{Z}$. In general, the resultant $R\left(F^{\prime}, F^{\prime \prime}\right)$ of two binary forms $F^{\prime}=\prod_{i=1}^{n}\left(\alpha_{i} X-\beta_{i} Y\right)$, $F^{\prime \prime}=\prod_{j=1}^{m}\left(\gamma_{j} X-\delta_{j} Y\right)$ is given by

$$
R\left(F^{\prime}, F^{\prime \prime}\right):=\prod_{i=1}^{n} \prod_{j=1}^{m}\left(\beta_{i} \gamma_{j}-\alpha_{i} \delta_{j}\right)
$$

We have for $R\left(F^{\prime}, F^{\prime \prime}\right)$ a determinantal expression like (1.4.1), hence it is a polynomial with integer coefficients in the coefficients of $F^{\prime}$ and $F^{\prime \prime}$. It easily follows that

$$
\begin{equation*}
D(F)=\prod_{i=1}^{r} D\left(F_{i}\right) \prod_{1 \leq i<j \leq r} R\left(F_{i}, F_{j}\right)^{2}, \tag{14.6.3}
\end{equation*}
$$

where we have set $D\left(F_{i}\right):=1$ if $F_{i}$ is linear. Below, we distinguish the cases that none of the $F_{i}$ is linear, all $F_{i}$ are linear, and some, but not all $F_{i}$ are linear.

First assume that $\operatorname{deg} F_{i} \geq 2$ for $i=1, \ldots, r$. Then by 14.6.2,

$$
\log \left|D\left(F_{i}\right)\right| \geq \frac{\log 3}{2} \operatorname{deg} F_{i} \quad \text { for } i=1, \ldots, r
$$

Using 14.6.3, we infer that

$$
\begin{align*}
\log |D(F)| & =\sum_{i=1}^{r} \log \left|D\left(F_{i}\right)\right|+\sum_{i>j} \log R\left(F_{i}, F_{j}\right)^{2} \\
& \geq \frac{\log 3}{2} \sum_{i=1}^{r} \operatorname{deg} F_{i}=\frac{\log 3}{2} n, \tag{14.6.4}
\end{align*}
$$

which proves 14.1.2 with a strict inequality.
For later purposes we observe here that in (14.6.4) equality holds if and only if $D\left(F_{i}\right)=-3, \operatorname{deg} F_{i}=2$ and $R\left(F_{i}, F_{j}\right)= \pm 1$ for each distinct $i$ and $j$. Assuming this to be the case, let

$$
\begin{align*}
& F_{1}(X, Y)=a_{1} X^{2}+b_{1} X Y+c_{1} Y^{2}=a_{1}\left(X-\alpha_{1} Y\right)\left(X-\alpha_{2} Y\right)  \tag{14.6.5}\\
& F_{2}(X, Y)=a_{2} X^{2}+b_{2} X Y+c_{2} Y^{2}=a_{2}\left(X-\beta_{1} Y\right)\left(X-\beta_{2} Y\right),
\end{align*}
$$

where $a_{1} a_{2} \neq 0$ and

$$
R\left(F_{1}, F_{2}\right)=a_{1}^{2} a_{2}^{2}\left(\alpha_{1}-\beta_{1}\right)\left(\alpha_{2}-\beta_{2}\right)\left(\alpha_{1}-\beta_{2}\right)\left(\alpha_{2}-\beta_{1}\right)= \pm 1 .
$$

It follows that $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \in \mathbb{Q}(\sqrt{-3})$. Further, $a_{1} a_{2}\left(\alpha_{1}-\beta_{1}\right)\left(\alpha_{2}-\beta_{2}\right)$ and $a_{1} a_{2}\left(\alpha_{1}-\beta_{2}\right)\left(\alpha_{2}-\beta_{1}\right)$ are at the same time rationals and algebraic integers. Consequently, we get

$$
\begin{equation*}
a_{1} a_{2}\left(\alpha_{1}-\beta_{1}\right)\left(\alpha_{2}-\beta_{2}\right)= \pm 1, \quad a_{1} a_{2}\left(\alpha_{1}-\beta_{2}\right)\left(\alpha_{2}-\beta_{1}\right)= \pm 1 \tag{14.6.6}
\end{equation*}
$$

From $D\left(F_{i}\right)=-3$ and (14.6.5) we infer $\alpha_{1,2}=\left(-b_{1} \pm \sqrt{-3}\right) / 2 a_{1}, \beta_{1,2}=$ $\left(-b_{2} \pm \sqrt{-3}\right) / 2 a_{2}$. Substituting these values into (14.6.6, we deduce that

$$
\begin{aligned}
& \left(a_{1} b_{2}-a_{2} b_{1}\right)^{2}+3\left(a_{2}-a_{1}\right)^{2}= \pm 4 a_{1} a_{2}, \\
& \left(a_{1} b_{2}-a_{2} b_{1}\right)^{2}+3\left(a_{2}+a_{1}\right)^{2}= \pm 4 a_{1} a_{2} .
\end{aligned}
$$

This yields $a_{1} a_{2}=0$ which is a contradiction. This shows that in 14.6.4 equality holds only if $r=1, \operatorname{deg} F_{1}=2$ and $D\left(F_{1}\right)=-3$.

Next assume that all $F_{i}$ are linear. We may assume that $n \geq 3$. Then we can write

$$
\begin{equation*}
F(X, Y)=\left(a_{1} X-b_{1} Y\right) \cdots\left(a_{n} X-b_{n} Y\right) \text { with } a_{i}, b_{i} \in \mathbb{Z} \tag{14.6.7}
\end{equation*}
$$

and

$$
D(F)=\prod_{1 \leq i<j \leq n} D_{i j}^{2},
$$

where $D_{i j}=a_{i} b_{j}-a_{j} b_{i}$. Let

$$
|D(F)|^{1 / 2}=p_{1}^{k_{1}} \cdots p_{s}^{k_{s}}
$$

be the prime factorization of $|D(F)|^{1 / 2}$, and let $t:=k_{1}+\cdots+k_{s}$. Then we have

$$
\begin{equation*}
t \leq \frac{1}{\log 2}\left(k_{1} \log p_{1}+\cdots+k_{s} \log p_{s}\right)=\frac{1}{2 \log 2} \log |D(F)| . \tag{14.6.8}
\end{equation*}
$$

We distinguish two cases. If $D_{i j} \neq \pm 1$ for each distinct $i$ and $j$, then

$$
\binom{n}{2} \leq t .
$$

Together with (14.6.8) this gives

$$
n<1+\frac{2}{\log 3} \log |D(F)| .
$$

Assume now that there are $i$ and $j$ such that $D_{i j}= \pm 1$. Let $\mathscr{A}$ be a maximal set of the pairs $\left[a_{i}, b_{i}\right], 1 \leq i \leq n$, such that $D_{i j}= \pm 1$ for each pair $\left[a_{i}, b_{i}\right]$ and $\left[a_{j}, b_{j}\right]$ from $\mathscr{A}$. Considering these pairs $(\bmod 2)$, we infer that the cardinality $|\mathscr{A}|$ of $\mathscr{A}$ satisfies

$$
\begin{equation*}
|\mathscr{A}| \leq 3 . \tag{14.6.9}
\end{equation*}
$$

If $n>|\mathscr{A}|$, then for each pair $\left[a_{i}, b_{i}\right]$ outside $\mathscr{A}$ there is a pair $\left[a_{j}, b_{j}\right]$ in $\mathscr{A}$ such that $D_{i j} \neq \pm 1$. This implies that $n-|\mathscr{A}| \leq t$, whence

$$
n \leq|\mathscr{A}|+t .
$$

Now (14.6.8) and 14.6 .9 imply 14.1 .2 with strict inequality. For $n \leq|\mathscr{A}|$ we have $n=3$. Then (14.1.2) immediately follows, and equality can hold only if $|D(F)|=1$. In this case we deduce $a_{1} a_{2} a_{3} \neq 0$ and

$$
a_{i} b_{j}-a_{j} b_{i}= \pm 1 \text { for each } 1 \leq i<j \leq 3 .
$$

This implies that $a_{3}=a_{1}+a_{2}, b_{3}=b_{1}+b_{2}$, whence $a_{1}+a_{2} \neq 0$ and

$$
\left.F(X, Y)=\left(a_{1} X-b_{1} Y\right)\left(a_{2} X-b_{2} Y\right)\left[\left(a_{1}+a_{2}\right) X-\left(b_{1}+b_{2}\right) Y\right)\right]
$$

which implies that $F$ is $\operatorname{GL}(2, \mathbb{Z})$-equivalent to $X Y(X+Y)$.
Finally, assume that some but not all $F_{i}$ are linear. Then

$$
\begin{equation*}
F(X, Y)=F^{\prime}(X, Y) F^{\prime \prime}(X, Y) \tag{14.6.10}
\end{equation*}
$$

where $F^{\prime}$ is the product of the non-linear $F_{i}$ and $F^{\prime \prime}$ the product of the linear
$F_{i}$. Then it follows that

$$
\begin{aligned}
& \frac{2}{\log 3}|D(F)|+3=\frac{2}{\log 3} \log \left|D\left(F^{\prime}\right)\right|+\left(\frac{2}{\log 3} \log \left|D\left(F^{\prime \prime}\right)\right|+3\right)+ \\
& \quad+\frac{4}{\log 3} \log \left|R\left(F^{\prime}, F^{\prime \prime}\right)\right| \geq \operatorname{deg} F^{\prime}+\operatorname{deg} F^{\prime \prime}=n
\end{aligned}
$$

which proves 14.1.2). Further, this shows that in (14.1.2) equality holds if and only if $\operatorname{deg} F^{\prime}=2, D\left(F^{\prime}\right)=-3,\left|R\left(F^{\prime}, F^{\prime \prime}\right)\right|=1$ and $\operatorname{deg} F^{\prime \prime}=3, D\left(F^{\prime \prime}\right)= \pm 1$, where $F^{\prime \prime}$ is $\mathrm{GL}(2, \mathbb{Z})$-equivalent to $X Y(X+Y)$. But then, by replacing $F$ by a $\mathrm{GL}(2, \mathbb{Z})$-equivalent form we may assume that $F^{\prime \prime}=X Y(X+Y)$. Write

$$
F^{\prime}=a X^{2}+b X Y+c Y^{2}
$$

Then from $D\left(F^{\prime}\right)=-3,\left|R\left(F^{\prime}, F^{\prime \prime}\right)\right|=1$ we infer $b^{2}-4 a c=-3, a c(a-b+c)=$ $\pm 1$, implying $(a, b, c)= \pm(1,1,1)$.
Thus, we have proved that 14.1.2 holds, and that equality occurs if and only if $F$ is $\mathrm{GL}(2, \mathbb{Z})$-equivalent to $X Y(X+Y)$ or $X Y(X+Y)\left(X^{2}+X Y+Y^{2}\right)$.

### 14.7 A consequence for monic polynomials

From our effective theorems on binary forms we can deduce weaker versions of some of the effective theorems on monic polynomials stated in Chapters 6 and 8 . We explain the idea, without going into detailed computations.

As before, $K$ is an algebraic number field, $S$ a finite set of places of $K$ containing all infinite places, and $\delta \in O_{S} \backslash\{0\}$.

Corollary 14.7.1 Let $f \in O_{S}[X]$ be a monic polynomial of degree $n \geq 2$ and of discriminant $D(f) \in \delta O_{S}^{*}$. Then there exists $\varepsilon \in O_{S}^{*}, a \in O_{S}$ such that $f^{*}:=\varepsilon^{-n} f(\varepsilon X+a)$ is a monic polynomial in $O_{S}[X]$ with

$$
H\left(f^{*}\right) \leq C_{42}
$$

where $C_{42}$ is an effectively computable number depending only on $n, S, N_{S}(\delta)$ and $D_{K}$.

Proof We apply Theorem 14.2.2 to the binary form $F:=Y^{n+1} f(X / Y)$. From the fact that $f$ is monic, it follows that $D(F)=D(f) \in \delta O_{S}^{*}$.

According to Theorem 14.2.2, there exist $\varepsilon_{1} \in O_{S}^{*}$ and $U=\left(\begin{array}{cc}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right) \in$ $\operatorname{GL}\left(2, O_{S}\right)$ such that for the binary form $F^{*}:=\varepsilon_{1} F_{U}$ we have

$$
\begin{equation*}
H\left(F^{*}\right) \leq C_{43} \tag{14.7.1}
\end{equation*}
$$

where $C_{43}$ and subsequent constants introduced below are effectively computable and depend on $n, S, D_{K}$ and $N_{S}(\delta)$ only. Since $F$ is divisible by $Y$ we have $F^{*}=l \cdot F_{1}$ where $l=a_{21} X+a_{22} Y$ and $F_{1}$ is a binary form with coefficients in $O_{S}$. By Corollary 3.5.4 we have

$$
H^{\mathrm{hom}}(l)=\left(\prod_{v \in M_{K}} \max \left(\left|a_{21}\right|_{v},\left|a_{22}\right|_{v}\right)\right)^{1 / d} \leq C_{44} .
$$

Since $a_{11} a_{22}-a_{12} a_{21}=\operatorname{det} U \in O_{S}^{*}$, we have $\max \left(\left|a_{21}\right|_{v},\left|a_{22}\right|_{v}\right)=1$ for $v \notin S$.
Hence

$$
H^{\mathrm{hom}}(l)=\left(\prod_{v \in S} \max \left(\left|a_{21}\right|_{v},\left|a_{22}\right|_{v}\right)\right)^{1 / d}
$$

By Lemma 13.3 .5 there exists $\varepsilon_{0} \in O_{S}^{*}$ such that

$$
H\left(\varepsilon_{0} l\right)=\left(\prod_{v \in M_{K}} \max \left(1,\left|\varepsilon_{0} a_{21}\right|_{v},\left|\varepsilon_{0} a_{22}\right|_{v}\right)\right)^{1 / d} \leq C_{45}
$$

Now the identity $F^{*}=\varepsilon_{1} F_{U}$ remains valid if we replace $U$ by $\varepsilon_{0} U$ and $\varepsilon_{1}$ by $\varepsilon_{0}^{-n-1} \varepsilon_{1}$. Thus, without loss of generality, we may assume $\varepsilon_{0}=1$ and

$$
\begin{equation*}
H(l)=\left(\prod_{v \in M_{K}} \max \left(1,\left|a_{21}\right|_{v},\left|a_{22}\right|_{v}\right)\right)^{1 / d} \leq C_{45} . \tag{14.7.2}
\end{equation*}
$$

Since $\operatorname{det} U \in O_{S}^{*}$, the equation $a_{12} x+a_{22} y=1$ is solvable in $x, y \in O_{S}$. By Lemma 8.5.1 there exist $a_{11}^{\prime}, a_{12}^{\prime} \in O_{S}$ such that $a_{11}^{\prime} a_{22}-a_{12}^{\prime} a_{21}=1$ and

$$
\begin{equation*}
H\left(a_{11}^{\prime}, a_{12}^{\prime}\right)=\left(\prod_{v \in M_{K}} \max \left(1,\left|a_{11}^{\prime}\right|_{v},\left|a_{12}^{\prime}\right|_{v}\right)\right)^{1 / d} \leq C_{46} . \tag{14.7.3}
\end{equation*}
$$

Now let $U^{\prime}:=\left(\begin{array}{cc}a_{22} & -a_{12}^{\prime} \\ -a_{21} & a_{11}^{\prime 2}\end{array}\right)$ and define the binary form

$$
\begin{equation*}
F_{2}:=F_{U^{\prime}}^{*}=\varepsilon_{1} F_{U U^{\prime}} . \tag{14.7.4}
\end{equation*}
$$

Since $U U^{\prime}=\left(\begin{array}{cc}\varepsilon_{2} & a \\ 0 & 1\end{array}\right)$ with

$$
\varepsilon_{2}:=a_{11} a_{22}-a_{21} a_{12} \in O_{S}^{*}, a:=a_{11}^{\prime} a_{12}-a_{11} a_{12}^{\prime} \in O_{S}
$$

we have

$$
\begin{aligned}
F_{2}(X, Y) & =\varepsilon_{1} F\left(\varepsilon_{2} X+a Y, Y\right)=\varepsilon_{1} Y^{n+1} f\left(\left(\varepsilon_{2} X / Y\right)+a\right) \\
& =\left(\varepsilon_{1} \varepsilon_{2}^{n}\right) \varepsilon_{2}^{-n} Y^{n+1} f\left(\left(\varepsilon_{2} X / Y\right)+a\right)
\end{aligned}
$$

Thus, the polynomial $f^{*}(X):=\varepsilon_{2}^{-n} f\left(\varepsilon_{2} X+a\right)$ satisfies

$$
Y^{n+1} f^{*}(X / Y)=\left(\varepsilon_{1} \varepsilon_{2}^{n}\right)^{-1} F_{2}(X, Y)=\varepsilon_{3}^{-1} F_{2}(X, Y)
$$

with $\varepsilon_{3}:=\varepsilon_{1} \varepsilon_{2}^{n}$. From (14.7.2-14.7.4 it follows that

$$
H\left(F_{2}\right) \leq C_{47} .
$$

Further, $\varepsilon_{3}$ is a coefficient of $F_{2}$, hence $H\left(\varepsilon_{3}\right) \leq H\left(F_{2}\right)$. Consequently,

$$
H\left(f^{*}\right)=H\left(\varepsilon_{3}^{-1} F_{2}\right) \leq C_{42}
$$

### 14.8 Relation between binary forms of given discriminant and unit equations in two unknowns

We have seen that the problem of determining a full system of representatives for the equivalence classes of binary forms of given discriminant can be reduced to solving unit equations in two unknowns. We shall show that there is also a reduction in the other direction. To be more precise, let $K$ be an algebraic number field and $S$ a finite set of places on $K$ containing the infinite places. Theorems 14.2.1 and 14.2 .2 were proved by means of Theorem 4.1.3 concerning unit equations. We now show that Theorem 14.2 .2 with $n \geq 4$ implies that every solution of the $S$-unit equation

$$
\begin{equation*}
x+y=1 \text { in } x, y \in O_{S}^{*} \tag{14.8.1}
\end{equation*}
$$

satisfies $\max (H(x), H(y)) \leq C_{48}$. Here $C_{48}$ and $C_{49}, C_{50}$ below are effectively computable numbers depending only on $K$ and $S$.

We use some properties of cross ratios. Let $F$ be a binary quartic form in $K[X, Y]$. Then $F$ factorizes as $F=\prod_{i=1}^{4} l_{i}$, where $l_{1}, \ldots, l_{4}$ are linear forms with coefficients in a finite extension of $K$. Then the cross ratio of $F$ is defined by

$$
\operatorname{cr}(F):=\frac{\operatorname{det}\left(l_{1}, l_{2}\right) \operatorname{det}\left(l_{3}, l_{4}\right)}{\operatorname{det}\left(l_{1}, l_{4}\right) \operatorname{det}\left(l_{2}, l_{3}\right)} .
$$

We note that $\operatorname{cr}(F)$ is independent of the choice of $l_{1}, \ldots, l_{4}$. Further, for each constant $\alpha$ and each non-singular $2 \times 2$ matrix $U$ one has $\operatorname{cr}\left(\alpha F_{U}\right)=\operatorname{cr}(F)$. Each linear form $l_{i}$ can be chosen either as $Y$ or as $X-\theta_{i} Y$ where $\theta_{i}$ is a zero of $F(X, 1)$. Thus, $\operatorname{cr}(F)$ becomes a rational function in the $\theta_{i}$, and using Lemma 3.5.1 and Corollary 3.5.5, we can effectively estimate $H(\operatorname{cr}(F))$ from above in terms of $H(F)$.

To each solution $(x, y)$ of 14.8.1) we associate the binary form

$$
F(X, Y)=X Y(X+Y)(x X-y Y)
$$

which has discriminant

$$
D(F)=(x y(x+y))^{2} \in O_{S}^{*} .
$$

By Theorem 14.2 .2 there are $\varepsilon \in O_{S}^{*}, F^{*} \in O_{S}[X, Y]$ and $U \in \operatorname{GL}\left(2, O_{S}\right)$ such that

$$
F=\varepsilon F_{U}^{*}, H\left(F^{*}\right) \leq C_{49}
$$

Hence

$$
H(\operatorname{cr}(F))=H\left(\operatorname{cr}\left(F^{*}\right)\right) \leq C_{50}
$$

But $\operatorname{cr}(F)=-x / y$, so $H(x / y) \leq C_{50}$. Together with 14.8.1 this proves our claim that $\max (H(x), H(y)) \leq C_{48}$.

### 14.9 Decomposable forms of given semi-discriminant

Some results presented above on binary forms were extended in [Evertse and Győry (1992a, 1992b)] and [Győry (1994)] to decomposable forms. We briefly summarize these extensions without proof.

Let $K$ be an algebraic number field of degree $d, S$ a finite set of places of $K$ containing all infinite places, $s$ the cardinality of $S, P_{S}$ the maximum of the norms of the prime ideals corresponding to the finite places in $S$, and $O_{S}$ the ring of $S$-integers in $K$. Let $F \in K\left[X_{1}, \ldots, X_{m}\right]$ be a decomposable form in $m \geq 2$ variables with splitting field $G$ over $K$. This means that $F$ can be factorized as

$$
\begin{equation*}
F=\lambda l_{1}^{k_{1}} \cdots l_{t}^{k_{1}} \tag{14.9.1}
\end{equation*}
$$

where $l_{1}, \ldots, l_{t}$ are pairwise non-proportional linear forms in $G\left[X_{1}, \ldots, X_{m}\right]$, $k_{1}, \ldots, k_{t}$ are positive integers ans $\lambda \in K^{*} . \operatorname{Put} \operatorname{rank}(F):=\operatorname{rank}_{G}\left\{l_{1}, \ldots, l_{t}\right\}$, and assume that $\operatorname{rank}(F)=m$. Denote by $\mathfrak{J}(F)$ the collection of $G$-linearly independent subsets $\left\{l_{i_{1}}, \ldots, l_{i_{m}}\right\}$ of $\left\{l_{1}, \ldots, l_{t}\right\}$, and by $\operatorname{det}\left(l_{i_{1}}, \ldots, l_{i_{m}}\right)$ the coefficient determinant of $\left\{l_{i_{1}}, \ldots, l_{i_{m}}\right\}$. Further, let $T$ be the set of places of $G$ lying above the places in $S, O_{T}$ the ring of $T$-integers in $G$, (a) the $O_{T}$-ideal generated by $a$, and $\left(l_{i}\right)$ the $O_{T}$-ideal generated by the coefficient of $l_{i}$ for $i=1, \ldots, t$. It was proved in [Evertse and Győry (1992a)] that there is an ideal $\mathfrak{D}_{S}(F)$ of $O_{S}$ such that

$$
\mathfrak{D}_{S}(F) O_{T}=\prod_{\Im(F)}\left\{\frac{\left(\operatorname{det}\left(l_{i_{1}}, \ldots, l_{i_{m}}\right)\right)}{\left(l_{i_{1}}\right) \cdots\left(l_{i_{m}}\right)}\right\}^{2},
$$

where the product is taken over all sets $\left\{l_{i_{1}}, \ldots, l_{i_{m}}\right\}$ in $\mathfrak{J}(F)$. We call $\mathfrak{D}_{S}(F)$ the primitive $S$-semi-discriminant of $F$. Further, it was shown that $\mathrm{D}_{S}(F)$ is independent of the choice of $\lambda, l_{1}, \ldots, l_{t}$, and if $F, F^{*} \in K\left[X_{1}, \ldots, X_{m}\right]$ are $\mathrm{GL}\left(m, O_{S}\right)$-equivalent in the sense that $F^{*}=\varepsilon F_{U}$ for some $\varepsilon \in O_{S}^{*}$ and $U \in \mathrm{GL}\left(m, O_{S}\right)$ then $\mathfrak{D}_{S}\left(F^{*}\right)=\mathfrak{D}_{S}(F)$. The $O_{S}$-ideal $(F)_{S}$ generated by the
coefficients of $F$ is called the $S$-content of $F$. It is easy to see that it is also independent of the choice of $\lambda, l_{1}, \ldots, l_{t}$ and is invariant under the action of elements of GL $\left(m, O_{S}\right)$.

We note that if $m=2$ and $F$ is a squarefree binary form, then $\mathfrak{D}_{S}(F)$ is just the primitive $S$-discriminant of $F$, defined by 14.3.1.

We could have defined the ideal $\mathfrak{D}_{S}(F)$ so that $\mathfrak{J}(F)$ consists of all (not necessarily $G$-linearly independent) subsets $\left\{l_{i_{1}}, \ldots, l_{i_{m}}\right\}$ of $\left\{l_{1}, \ldots, l_{t}\right\}$. However, such a definition would have been too restrictive, for instance for discriminant forms and index forms $F$, the ideal $D_{S}(F)$ would have been ( 0 ).
For $K=\mathbb{Q}, O_{S}=\mathbb{Z}$ and for norm forms over $\mathbb{Z}$, a similar concept of semidiscriminant was introduced earlier; see [Schmidt (1991)].

We give a geometric interpretation of the prime ideals dividing the semidiscriminant. For the moment, let $M$ be any field and let $F$ be a non-zero decomposable form in $M\left[X_{1}, \ldots, X_{m}\right]$. We can write $F=l_{1} \cdots l_{n}$, where $l_{1}, \ldots, l_{n}$ are linear forms with coefficients in the algebraic closure $\bar{M}$ of $M$. We denote by $N(F)$ the number of subsets $\left\{i_{1}, \ldots, i_{s}\right\}$ of $\{1, \ldots, n\}$ such that $\left\{l_{i_{1}}, \ldots, l_{i_{s}}\right\}$ is linearly independent over $\bar{M}$. Clearly, $N(F)$ does not depend on the choice of $l_{1}, \ldots, l_{n}$, and $N(\lambda F)=N(F)$ for every $\lambda \in M^{*}$.

Now let $F \in O_{S}\left[X_{1}, \ldots, X_{m}\right]$ be a decomposable form of rank $m$. Then the prime ideals in the factorization of $\mathfrak{D}_{S}(F)$ can be characterized as follows. Let $\mathfrak{p}$ by any prime ideal of $O_{S}$. Choose $\lambda_{\mathfrak{p}} \in K^{*}$ such that $\lambda_{\mathfrak{p}} F$ is $\mathfrak{p}$-primitive, i.e., the coefficients of $\lambda_{p} F$ generate the unit ideal in the local ring $A_{\mathfrak{p}}=\{x \in K$ : $\left.\operatorname{ord}_{\mathfrak{p}}(x) \geq 0\right\}$, and let $\overline{\lambda_{p} F}$ be the decomposable form obtained by taking the residue classes mod $\mathfrak{p}$ of the coefficients of $\lambda_{p} F$. Then

$$
\begin{align*}
& N\left(\overline{\lambda_{p} F}\right) \leq N(F), \\
& N\left(\overline{\lambda_{p} F}\right)<N(F) \Longleftrightarrow \mathfrak{p} \supseteq \mathfrak{D}_{S}(F) \tag{14.9.2}
\end{align*}
$$

(see [Evertse and Győry (1992a), p.15, Lemma 1]).
For instance, let $F \in O_{S}[X, Y]$ be a separable binary form, that is, $F=$ $l_{1} \cdots l_{n}$, where $l_{1}, \ldots, l_{n}$ are pairwise non-proportional linear forms in $X, Y$ with coefficients in $\bar{K}$. Then $N(F)=\binom{n}{2}+n$, and $\mathfrak{p} \supseteq \mathfrak{d}_{S}(F)$ if and only if $N\left(\overline{\lambda_{p} F}\right)<$ $\binom{n}{2}+n$, i.e., if $\overline{\lambda_{p} F}$ is not separable.

We are now ready to state our results. Denote by $D_{K}$ and $D_{G}$ the discriminants of $K$ and $G$, respectively. Let $\mathfrak{D}$ be a non-zero ideal of $O_{S}$ and $\mathfrak{c}$ a non-zero fractional ideal of $O_{S}$. The following theorem is a special case of Corollary 4 of [Evertse and Győry (1992a)].

Theorem 14.9.1 Let $F \in O_{S}\left[X_{1}, \ldots, X_{m}\right]$ be a decomposable form such that $\operatorname{rank}(F)=m, \operatorname{deg}(F)=n, F$ has splitting field $G, \mathfrak{D}_{S}(F)=\mathfrak{D}$ and $(F)_{S}=\mathfrak{c}$.

Then $F$ is $G L\left(m, O_{S}\right)$-equivalent to a decomposable form $F^{*}$ with

$$
H\left(F^{*}\right) \leq C_{51} N_{S}(\mathfrak{c}) N_{S}(\mathfrak{D})^{C_{52}} \text { and } H\left(F^{*}\right) \leq C_{53} N_{S}(\mathfrak{c}),
$$

where $C_{51}, C_{52}, C_{53}$ are effectively computable numbers such that $C_{51}, C_{52}$ depend only on $d,\left|D_{G}\right|, s, P_{S}, m$ and $n$, and $C_{53}$ only on $d,\left|D_{K}\right|, s, P_{S}, m, n$ and $N_{S}(\mathrm{D})$.

We present two consequences from [Evertse and Győry (1992a)].
Corollary 14.9.2 Let $m \geq 2$ and $n \geq 2$. Then there are only finitely many $G L\left(m, O_{S}\right)$-equivalence classes of decomposable forms $F \in O_{S}\left[X_{1}, \ldots, X_{m}\right]$ of rank $m$ with degree $n$, $\mathfrak{D}_{S}(F)=\mathfrak{D}$ and $(F)_{S}=\mathfrak{c}$. Further, there exists an algorithm that for any $m \geq 2, n \geq 2$ and effectively given $K, S, \mathfrak{D}, \mathfrak{c}$ computes a full set of representatives of these classes.

By specializing Corollary 14.9.2 to binary forms we obtain Corollary 14.2.3. Indeed, let $F \in O_{S}[X, Y]$ be a binary form of degree $n$ with discriminant $D(F) \in$ $\delta O_{S}^{*}$, where $\delta \in O_{S} \backslash\{0\}$. Obviously, $(\delta)_{S}=(D(F))_{S}=(F)_{S}^{2 n-2} \mathrm{D}_{S}(F)$. There are only finitely many pairs $\mathfrak{c}$, $\mathfrak{D}$ of ideals of $O_{S}$ such that $(\delta)_{S}=\mathfrak{c}^{2 n-2} \mathfrak{D}$, which can all be effectively determined, and by Corollary 14.9.2, for each of these pairs $\mathfrak{c}$, $\mathfrak{D}$ there are only finitely many $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms $F \in O_{S}[X, Y]$ of degree $n$ such that $(F)_{S}=\mathfrak{c}, \mathfrak{D}_{S}(F)=\mathfrak{D}$, a full set of representatives of which can be determined effectively. This clearly implies Corollary 14.2.3.

As in the case $m=2$, for $F \in K\left[X_{1}, \ldots, X_{m}\right]$ let

$$
\mu_{S}(F):=\min \left\{H(F(\mathbf{x})): \mathbf{x} \in O_{S}^{m}, F(\mathbf{x}) \neq 0\right\} .
$$

Corollary 14.9.3 Let $F \in O_{S}\left[X_{1}, \ldots, X_{m}\right]$ be a decomposable form as in Theorem 14.9.1] Then

$$
\mu_{S}(F) \leq C_{54} N_{S}(\mathfrak{c}) N_{S}(\mathfrak{D})^{C_{55}} \text { and } \mu_{S}(F) \leq C_{56} N_{S}(\mathfrak{c}),
$$

where $C_{54}, C_{55}, C_{56}$ are effectively computable numbers such that $C_{54} . C_{55}$ depend only on $d,\left|D_{G}\right|, s, P_{S}, m$ and $n$, and $C_{56}$ only on $d,\left|D_{K}\right|, s, P_{S}, m, n$ and $N_{S}(\mathrm{D})$.

For $m=2$, this implies a less explicit version of Corollary 14.3 .3
We now specialize Theorem 14.9 .1 to the classical case $K=\mathbb{Q}, O_{S}=\mathbb{Z}$ and present in this case a sharp upper bound for the degree of the decomposable forms under consideration.
Let $F \in \mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$ be a primitive, squarefree decomposable form of rank $m$. Then the primitive semi-discriminant is generated by a positive rational integer that we denote by $D_{\mathbb{Z}}(F)$. We call it the $\mathbb{Z}$-semi-discriminant of $F$.

The first part of the next theorem is a special case of Theorem 14.9.1, while the second part was proved in [Györy (1994)].

Theorem 14.9.4 Let $F \in \mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$ be a primitive, squarefree decomposable form in $m \geq 2$ variables of degree $n$ with $D_{\mathbb{Z}}(F)>0$ and splitting field $G$. Then there is a $U \in G L(m, \mathbb{Z})$ such that

$$
H\left(F_{U}\right) \leq C_{57} D_{\mathbb{Z}}(F)^{C_{58}},
$$

where $C_{57}, C_{58}$ are effectively computable numbers which depend only on $m, n$ and the discriminant $D_{G}$ of $G$. Further, we have

$$
\begin{equation*}
n \leq\binom{ m+1}{2}+\frac{m}{\log 3} \log D_{\mathbb{Z}}(F) . \tag{14.9.3}
\end{equation*}
$$

Here equality holds if and only if $F$ is $G L(m, \mathbb{Z})$-equivalent to one of the forms

$$
Y_{1} \cdots Y_{m} \prod_{1 \leq i<j \leq m}\left(Y_{i}-Y_{j}\right) \quad(m \geq 3),
$$

or

$$
Y_{1} Y_{2}\left(Y_{1}+Y_{2}\right), \quad Y_{1} Y_{2}\left(Y_{1}+Y_{2}\right)\left(Y_{1}^{2}+Y_{1} Y_{2}+Y_{2}^{2}\right) \quad(m=2) .
$$

For primitive, squarefree decomposable forms $F \in \mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$, Theorem 14.9.4 implies Corollary 14.9.2 without fixing the degree of the forms $F$. Further, for $m=2$, Theorem 14.9.4 gives Theorem 14.1.2.

It should be observed that the upper bound in 14.9.3) is independent of the splitting field $G$. As was pointed out in Remark 14.2.4, in the general case, i.e., for decomposable forms over rings of $S$-integers, such a bound for the degree cannot be given.

### 14.10 Notes

The main results of this chapter and their earlier versions have many applications. Some of them are presented in Sections 14.7 14.3 and 14.8 We now mention some further applications.

### 14.10.1 Applications to classical Diophantine equations

- Let $F \in \mathbb{Z}[X, Y]$ be an irreducible binary form of degree $n \geq 3$ with discriminant $D, t$ a non-negative integer, $p_{1}, \ldots, p_{t}$ distinct primes of size at most $P(\geq 2)$, and $m$ a positive integer coprime with $p_{1}, \ldots, p_{t}$. There are several upper bounds for the number of solutions $x, y \in \mathbb{Z}$ of the Thue equation

$$
\begin{equation*}
F(x, y)=m, \tag{14.10.1}
\end{equation*}
$$

the Thue inequality

$$
\begin{equation*}
0<|F(x, y)| \leq m \tag{14.10.2}
\end{equation*}
$$

and the Thue-Mahler equation

$$
\begin{equation*}
F(x, y)=m p_{1}^{z_{1}} \cdots p_{t}^{z_{t}}, \tag{14.10.3}
\end{equation*}
$$

where $z_{1}, \ldots, z_{t}$ are also unknown non-negative integers. Using the general effective results of [Evertse and Győry (1991a)] on binary forms of given degree and given discriminant, much better upper bounds can be obtained for the numbers of solutions, provided that $n, D, m, t$ and $P$ satisfy some additional conditions. Such upper bounds were derived in [Stewart (1991)] for 14.10.3) with $\operatorname{gcd}(x, y)=1$ when $m>C_{1}$, in [Brindza (1996)] for (14.10.1) with $\operatorname{gcd}(x, y)=1$ when $m>C_{2}$, and in [Thunder (1995)] for 14.10.2 when $m>C_{3}$, where $C_{1}, C_{2}, C_{3}$ are effectively computable numbers such that $C_{1}$ depends on $n,|D|, P, t$, and $C_{2}, C_{3}$ on $n$ and $|D|$. Further, Evertse and Győry [Evertse and Győry (1991b)] showed that if $|D|>C_{4}$, then the number of coprime solutions of (14.10.2) is at most $6 n$ if $n>400$, and by [Győry (2001)], it is at most $28 n+6$ if $|D|>C_{5}$ and $3 \leq n \leq 400$. For $m=1$ and $|D|>C_{6}$, this has been recently improved by [Akhtari (2012)] to $11 n-2$. Here $C_{4}, C_{5}, C_{6}$ are effectively computable numbers such that $C_{4}, C_{5}$ depend on $n$ and $m$, and $C_{6}$ on $n$. Together with the result of [Evertse and Győry (1991a)] these imply that for given $n \geq 3$ and $m \geq 1$, there are only finitely many $\operatorname{SL}(2, \mathbb{Z})$-equivalence classes of irreducible binary forms $F \in \mathbb{Z}[X, Y]$ of degree $n$ for which the number of coprime solutions of (14.10.2) exceeds $28 n+6$, or $11 n-2$ if $m=1$.

- We note that the above mentioned results of [Evertse and Győry (1991a)] on binary forms were also applied in [Evertse and Györy (1993)] to bounding the number of solutions of some resultant inequalities, and by [Ribenboim (2006)] to binary forms with given discriminant, having additional conditions on the coefficients.
- We remark that using the improved and completely explicit versions of Evertse and Györy's results from Section 14.1 and 14.2 the above quoted applications can be made more precise.


### 14.10.2 Other applications

- The effective result from [Evertse and Győry (1991a)] on binary forms of given discriminant, more precisely an earlier version of Theorem 14.2 .2 of the present chapter has been recently used to obtain among others the following effective results. In [von Känel (2011, 2014a)], an effective version of Shafarevich' conjecture/Faltings' theorem is proved for hyperelliptic curves; for details, see Section 18.2 In [Szpiro and Tucker (2008)], a generalization of the Shafarevich' finiteness theorem [Shafarevich (1963)] for elliptic curves is established for self-maps of the projective line over number fields. In [Petsche (2012)], an analogue of this theorem of Shafarevich is proved in families of critically separable rational maps over number fields. For a further result connected with polynomials with integral coefficients and prescribed bad primes, see [Roberts (2015)]. - Finally, we note that Evertse and Győry [Evertse and Győry (1992a)] applied an earlier version of Theorem 14.9.1 on decomposable forms of given discriminant to decomposable form equations. Their result was used in [Stout (2014)] to prove that for a given number field $K$, finite set of places $S$ of $K$ and rational morphism $\Phi: \mathbb{P}^{n} \rightarrow \mathbb{P}^{n}$ defined over $K$, there are only finitely many twists of $\Phi$ defined over $K$ which have good reduction at all places outside $S$. This answered a question of Silverman in the affirmative.


### 14.10.3 Practical algorithms

- The effective proof of [Evertse and Győry (1991a)] for the finiteness of the number of equivalence classes of binary forms $F \in \mathbb{Z}[X, Y]$ of given degree and with discriminant divisible only by finitely many given primes was turned into a practical algorithm in [Smart (1997)] to find a representative from each class. Following the proof of Evertse and Győry, Smart reduced the number of cases to be considered by taking the action of Galois group on a resulting set of $S$-unit equations, and then he used his algorithm (see [Evertse and Győry (2015), chap. 5]) for solving $S$-unit equations. Smart calculated all binary forms of degree less than or equal to 6 with 2-power discriminant, and applied this to reduction modulo primes of certain hyperelliptic curves of genus 2 ; see also Section 18.2 in Chapter 18


## 15

## Semi-effective results for binary forms of given discriminant

Let $F \in \mathbb{Z}[X, Y]$ be a binary form of degree $n \geq 2$ with non-zero discriminant $D(F)$. Proposition 13.1 .2 and Corollary 13.1.4 imply that $F$ is GL( $2, \mathbb{Z}$ )equivalent to a binary form $F^{*}$ with height

$$
H\left(F^{*}\right) \leq|D(F)| \text { if } n=2, \quad H\left(F^{*}\right) \leq 13|D(F)| \text { if } n=3 .
$$

For $n \geq 4$, the known estimates are much weaker. Theorem 14.1.1 states that if $n=\operatorname{deg} F \geq 4$, then $F$ is $\operatorname{GL}(2, \mathbb{Z})$-equivalent to a binary form $F^{*}$ of height

$$
H\left(F^{*}\right) \leq \exp \left\{\left(4^{2} n^{3}\right)^{25 n^{2}}|D(F)|^{5 n-3}\right\}
$$

On the other hand, Theorem 14.2 .1 implies that there is such a binary form $F^{*}$ with

$$
\begin{equation*}
H\left(F^{*}\right) \leq C_{1}|D(F)|^{C_{2}} \tag{15,1}
\end{equation*}
$$

where $C_{1}, C_{2}$ are effectively computable numbers which both depend on $n$ and the splitting field of $F$ (or more precisely, on $n$ and the discriminant of the étale algebra associated with $F$ ). The following conjecture seems plausible.

Conjecture 15, 1 Every binary form $F \in \mathbb{Z}[X, Y]$ of degree $n \geq 4$ with nonzero discriminant $D(F)$ is $\mathrm{GL}(2, \mathbb{Z})$-equivalent to a binary form $F^{*}$ of height

$$
H\left(F^{*}\right) \leq C_{1}(n)|D(F)|^{C_{2}(n)}
$$

where $C_{1}(n), C_{2}(n)$ depend on $n$ only.

In the present chapter, we prove a 'semi-effective' result which comes more or less half way towards this conjecture. More precisely, we deduce a result of the type (15, 1) where the exponent $C_{2}$ depends only on $n$ and is effectively computable, whereas $C_{1}$ depends on both $n$ and the splitting field of $F$ and cannot be effectively computed from the method of proof. Further, we will
prove a generalization to binary forms over the ring of $S$-integers of a number field.

The theorems and proofs have been taken from [Evertse (1993)].

### 15.1 Results

In the theorems below, by $C_{i}^{\text {ineff }}(\cdot)$ we mean positive numbers that depend only on the parameters between the parentheses, and which cannot be computed effectively from the method of proof.
We first state our result over $\mathbb{Z}$.
Theorem 15.1.1 Let $F \in \mathbb{Z}[X, Y]$ be a binary form of degree $n \geq 4$ and of non-zero discriminant $D(F)$ which has splitting field $G$ over $\mathbb{Q}$. Then $F$ is $\mathrm{GL}(2, \mathbb{Z})$-equivalent to a binary form $F^{*}$ of height

$$
\begin{equation*}
H\left(F^{*}\right) \leq C_{3}^{\text {ineff }}(n, G)|D(F)|^{21 / n} . \tag{15.1.1}
\end{equation*}
$$

Let $\mathscr{C}$ be a $\operatorname{GL}(2, \mathbb{Z})$-equivalence class of binary forms. The binary forms in $\mathscr{C}$ have equal discriminant, which we denote by $D(\mathscr{C})$. A consequence of Theorem 15.1.1 is, that for every $\epsilon>0$, every integer $n \geq 4$ and every normal number field $G$ there are only finitely many $\operatorname{GL}(2, \mathbb{Z})$-equivalence classes $\mathscr{C}$ of binary forms of degree $n$ and non-zero discriminant with splitting field $G$ such that

$$
\min \{H(F): F \in \mathscr{C}\} \geq|D(\mathscr{C})|^{\frac{21}{n}+\epsilon}
$$

But these equivalence classes cannot be determined effectively from our method of proof.
By applying Hadamard's inequality to (1.4.5), we see that for the binary form $F^{*}$ in Theorem 15.1.1 we have

$$
|D(F)|=\left|D\left(F^{*}\right)\right| \leq n^{3 n / 2} H\left(F^{*}\right)^{2 n-2} .
$$

Hence Theorem 15.1.1 cannot hold with instead of $21 / n$ an exponent smaller than $1 /(2 n-2)$. At the end of this section, we give an example which shows that even an exponent smaller than $1 / n$ is not possible. So the exponent $21 / n$ in our Theorem has the right order of magnitude in terms of $n$, but probably the constant 21 is much too large.
We now state our result over the $S$-integers of a number field. Let $K$ be an algebraic number field of degree $d$ and $S$ a finite set of places of $K$, containing the infinite places of $K$. Recall that two binary forms $F, F^{*} \in O_{S}[X, Y]$ are $\mathrm{GL}\left(2, O_{S}\right)$-equivalent if there are $U \in \mathrm{GL}\left(2, O_{S}\right)$ and $\varepsilon \in O_{S}^{*}$ such that $F^{*}=$
$\varepsilon F_{U}$. The $S$-norm of $a \in K$ is defined by $N_{S}(a):=\prod_{v \in S}|a|_{v}$. The absolute height of a binary form $F=\sum_{i=0}^{n} a_{i} X^{n-i} Y^{i} \in K[X, Y]$ is

$$
H(F)=\left(\prod_{v \in M_{K}} \max \left(1,\left|a_{0}\right|_{v}, \ldots,\left|a_{n}\right|_{v}\right)\right)^{1 / d}
$$

Theorem 15.1.2 Let $F \in O_{S}[X, Y]$ be a binary form of degree $n \geq 4$ and of non-zero discriminant $D(F)$ which has splitting field $G$ over $K$. Then $F$ is $\mathrm{GL}\left(2, O_{S}\right)$-equivalent to a binary form $F^{*}$ of height

$$
\begin{equation*}
H\left(F^{*}\right) \leq C_{4}^{\text {ineff }}(n, G, S)\left(N_{S}(D(F))^{1 / d}\right)^{21 / n} \tag{15.1.2}
\end{equation*}
$$

It should be noted that for $n=2,3$ much better, and completely effective, results are provided by Corollaries 13.4 .3 and 13.4.4.

The idea of the proof of Theorem 15.1 .2 is to apply Theorem 13.4 .1 with an optimally chosen tuple ( $B_{i V}: i=1, \ldots, n, V \in T$ ), where $T$ is the set of places of $G$ lying above the places from $S$. To get the estimate 15.1 .2 we apply the three-term sum case $x_{0}+x_{1}+x_{2}=0$ of Theorem4.3.1. It is because of the ineffectivity of this last theorem, that we can prove 15.1 .2 only with an ineffective constant $C_{4}$.
Obviously, Theorem 15.1.1 is a consequence of Theorem 15.1.2.
We now show that Theorems 15.1.1, 15.1.2 become false if $21 / n$ is replaced by something smaller than $1 / n$. Fix an integer $n \geq 2$ and an absolute constant $c \geq 2$. For every positive integer $k$ we choose rational integers $r_{1}, \ldots, r_{n}$ with

$$
k \leq\left|r_{i}-r_{j}\right| \leq c n k \text { for } i, j \in\{1, \ldots, n\} \text { with } i \neq j
$$

(which are easily shown to exist) and consider the binary form

$$
F_{k}(X, Y):=\left(X+r_{1} Y\right) \cdots\left(X+r_{n} Y\right)
$$

Notice that all binary forms $F_{k}$ have splitting field $\mathbb{Q}$. From the GL( $2, \mathbb{Z}$ )equivalence class of $F_{k}$, we choose a binary form $F_{k}^{*}$ of minimal height. Then $F_{k}^{*}= \pm\left(F_{k}\right)_{U_{k}}$ with $U_{k}=\binom{a_{k} b_{k}}{c_{k} d_{k}} \in \operatorname{GL}(2, \mathbb{Z})$, that is,

$$
\left.F_{k}^{*}(X, Y)= \pm \prod_{i=1}^{n}\left(a_{k}+r_{i} c_{k}\right) X+\left(b_{k}+r_{i} d_{k}\right) Y\right)
$$

We will compare $H\left(F_{k}^{*}\right)$ with $\left|D\left(F_{k}\right)\right|$ as $k \rightarrow \infty$. For the moment we fix $k$. Notice that

$$
\begin{equation*}
k^{n(n-1)} \leq\left|D\left(F_{k}\right)\right|=\prod_{1 \leq i<j \leq n}\left|r_{i}-r_{j}\right|^{2} \leq(c n k)^{n(n-1)} . \tag{15.1.3}
\end{equation*}
$$

Further, by Corollary 3.5.4 we have

$$
\begin{equation*}
H\left(F_{k}^{*}\right) \geq 4^{-n} B_{1} \cdots B_{n}, \tag{15.1.4}
\end{equation*}
$$

where $B_{i}:=\max \left(\left|a_{k}+r_{i} c_{k}\right|,\left|b_{k}+r_{i} d_{k}\right|\right)$ for $i=1, \ldots, n$.
Let $B_{i_{0}}$ be the smallest among $B_{1}, \ldots, B_{n}$. Assume for the moment that $d_{k} \neq$ 0 . Then for $i \neq i_{0}$ we have

$$
\begin{aligned}
B_{i} & \geq \frac{1}{2}\left(B_{i}+B_{i_{0}}\right) \geq \frac{1}{2}\left(\left|b_{k}+r_{i} d_{k}\right|+\left|b_{k}+r_{i_{0}} d_{k}\right|\right) \\
& \geq \frac{1}{2}\left|\left(r_{i}-r_{i_{0}}\right) d_{k}\right| \geq \frac{1}{2} k .
\end{aligned}
$$

If $d_{k}=0$ we have $c_{k} \neq 0$ and we obtain the same lower bound $\frac{1}{2} k$ for $B_{i}\left(i \neq i_{0}\right)$. By inserting these lower bounds into (15.1.4 we obtain

$$
H\left(F_{k}^{*}\right) \geq 2^{-3 n} k^{n-1}
$$

By combining this with 15.1 .3 we obtain

$$
H\left(F_{k}^{*}\right) \geq C\left|D\left(F_{k}\right)\right|^{1 / n}, \quad \lim _{k \rightarrow \infty}\left|D\left(F_{k}\right)\right|=\infty,
$$

where $C$ is positive and independent of $k$. This shows that indeed, Theorems 15.1.1 15.1.2 do not hold true if $21 / n$ is replaced by an exponent smaller than $1 / n$.

### 15.2 The basic proposition

We reduce Theorem 15.1.2 to a proposition. As before, $K$ is an algebraic number field of degree $d, S$ a finite set of places of $K$ containing the infinite places, and $F \in O_{S}[X, Y]$ a binary form of degree $n \geq 4$ with non-zero discriminant $D(F)$ and with splitting field $G$ over $K$. Denote by $T$ the set of places of $G$ lying above the places from $S$. In the estimates below, we use Vinogradov symbols $\ll,>$; the constants implied by these symbols will depend only on $n, G$ and $S$. As before, if $F=\sum_{i=0}^{n} a_{i} X^{n-i} Y^{i}$, we define $|F|_{v}:=\max \left(\left|a_{0}\right|_{v}, \ldots,\left|a_{n}\right|_{v}\right)$ for $v \in M_{K}$ and

$$
N_{S}(F):=\prod_{v \in M_{K} \backslash S}|F|_{v}^{-1} .
$$

By Corollary 13.3.4, we have a factorization 14.4.1 of $F$ where $N_{S}(a) \gg \ll$ $N_{S}(F)$ and the coefficients of the linear forms $l_{1}, \ldots, l_{q}$ are integral over $O_{S}$. Taking the conjugates of $l_{1}, \ldots, l_{q}$ over $K$, we get a factorization

$$
\begin{equation*}
F=a l_{1} \cdots l_{n} \tag{15.2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
a \in K^{*}, \quad N_{S}(a) \gg \ll N_{S}(F), \quad l_{1}, \ldots, l_{n} \in O_{T}[X, Y] \tag{15.2.2}
\end{equation*}
$$

and for each $\sigma \in \operatorname{Gal}(G / K)$ there is a unique permutation $\sigma(1), \ldots, \sigma(n)$ of $1, \ldots, n$ such that

$$
\begin{equation*}
\sigma\left(l_{i}\right)=l_{\sigma(i)} \text { for } \sigma \in \operatorname{Gal}(G / K), i=1, \ldots, n \tag{15.2.3}
\end{equation*}
$$

We put

$$
\begin{equation*}
\Delta_{i j}:=\operatorname{det}\left(l_{i}, l_{j}\right) \quad(1 \leq i, j \leq n), \quad F_{0}:=l_{1} \cdots l_{n}=a^{-1} F . \tag{15.2.4}
\end{equation*}
$$

Notice that by (15.2.1) we have

$$
\begin{equation*}
D\left(F_{0}\right)=\prod_{1 \leq i<j \leq n} \Delta_{i j}^{2}=a^{2-2 n} D(F) . \tag{15.2.5}
\end{equation*}
$$

Proposition 15.2.1 There exists a tuple $\mathbf{B}=\left(B_{i V}: V \in T, i=1, \ldots, n\right)$ of positive reals with the following properties:

$$
\begin{align*}
& B_{\sigma(i), V}=B_{i, \text { Vo }} \text { for } V \in T, i=1, \ldots, n, \sigma \in \operatorname{Gal}(G / K),  \tag{15.2.6}\\
& \prod_{V \in T} \max _{1 \leq i<j \leq n} \frac{\left|\Delta_{i j}\right|_{V}}{B_{i V} B_{j V}} \ll 1,  \tag{15.2.7}\\
& \prod_{V \in T} \prod_{i=1}^{n} B_{i V} \ll N_{T}\left(D\left(F_{0}\right)\right)^{21(n-2) / 2 n(n-1)} . \tag{15.2.8}
\end{align*}
$$

Proof of Theorem 15.1.2 We apply Theorem 13.4.1 with a tuple $\mathbf{B}$ with properties $15.2 .6-15.2 .8]$. Let $g:=[G: \mathbb{Q}]$. Recall that the quantities $R, M$ from Theorem 13.4.1 are precisely the $g$-th roots of the left-hand sides of 15.2.7], 15.2.8). Thus, $R \ll 1$, and by (15.2.5) and $N_{T}(x)^{1 / g}=N_{S}(x)^{1 / d}$ for $x \in K$,

$$
M \ll\left(N_{S}(a)^{1-n} N_{S}(D(F))^{1 / 2}\right)^{21(n-2) / d n(n-1)} .
$$

Further, $N_{S}(a) \gg 1$ by 15.2 .2 and since $F \in O_{S}[X, Y]$. Now Theorem 13.4.1 implies that there is a binary form $F^{*}$ which is $\operatorname{GL}\left(2, O_{S}\right)$-equivalent to $F$, such that

$$
H\left(F^{*}\right) \ll\left(N_{S}(a)^{2 / d} M^{2} R^{n}\right)^{(n-1) /(n-2)} \ll N_{S}(D(F))^{21 / d n}
$$

This proves Theorem 15.1.2
In Section 15.3 we construct the tuple $\mathbf{B}$ from Proposition 15.2 .1 and show that it satisfies 15.2.6, 15.2 .7 ). In Section 15.4 we prove 15.2 .8 which is more elaborate, and complete the proof of Proposition 15.2.1.

### 15.3 Construction of the tuple

We keep the notation from the previous sections. Thus, $K$ is a number field, $S$ a finite set of places of $K$ containing the infinite places, $F \in O_{S}[X, Y]$ a binary
form of degree $n \geq 4$ and of discriminant $D(F) \neq 0, G$ the splitting field of $F$ over $K$ and $T$ the set of places of $G$ lying above the places of $S$. We fix a factorization $F=a l_{1} \cdots l_{n}$ of $F$ with 15.2 .2 , 15.2 .3 and put $\Delta_{i j}:=\operatorname{det}\left(l_{i}, l_{j}\right)$ for $1 \leq i, j \leq n$.

In the remainder, we work in the number field $G$, and our arguments involve only the absolute values $|\cdot|_{V}\left(V \in M_{G}\right)$. We use the notation $s(V)=1$ if the place $V$ is real, $s(V)=2$ if $V$ is complex, and $s(V)=0$ if $V$ is finite.

We construct the tuple $\mathbf{B}=\left(B_{i V}: V \in T, i=1, \ldots, n\right)$. For the moment, we fix two distinct indices $p, q \in\{1, \ldots, n\}$ and $V \in T$. Define the function

$$
\begin{equation*}
\Phi_{p q V}(x):=\prod_{k=1, k \neq p, q}^{n} \max \left(\left|\Delta_{p k}\right|_{V} e^{-x},\left|\Delta_{q k}\right| v e^{x}\right) \tag{15.3.1}
\end{equation*}
$$

where $e=2.7182 \ldots$. This function is continuous on $\mathbb{R}$ with

$$
\lim _{x \rightarrow-\infty} \Phi_{p q V}(x)=\lim _{x \rightarrow \infty} \Phi_{p q V}(x)=\infty .
$$

Hence it assumes an absolute minimum on $\mathbb{R}$. Among all reals $x$ at which $\Phi_{p q V}$ assumes its absolute minimum, let $x_{p q V}$ be the smallest. First define for $V \in T$, $p, q \in\{1, \ldots, n\}, p \neq q$,

$$
\left\{\begin{array}{l}
B_{p V}^{(p q)}:=\left|\Delta_{p q}\right|_{V}^{1 / 2} e^{x_{p q V}}, B_{q V}^{(p q)}:=\left|\Delta_{p q}\right|_{V}^{1 / 2} e^{-x_{p q V}},  \tag{15.3.2}\\
B_{k V}^{(p q)}:=\left|\Delta_{p q}\right|_{V}^{-1 / 2} \max \left(\left|\Delta_{p k}\right|_{V} e^{-x_{p q V}},\left|\Delta_{q k}\right|_{V} e^{x_{p q V}}\right) \\
(1 \leq k \leq n, k \neq p, q)
\end{array}\right.
$$

and then $\mathbf{B}:=\left(B_{i V}: V \in T, i=1, \ldots, n\right)$ with

$$
\begin{equation*}
B_{i V}:=\left(\prod_{1 \leq p, q \leq n, p \neq q} B_{i V}^{(p q)}\right)^{1 / n(n-1)}(V \in T, i=1, \ldots, n) . \tag{15.3.3}
\end{equation*}
$$

We first show that B satisfies 15.2.6. Let $\sigma \in \operatorname{Gal}(G / K), V \in T$, and let $p, q$ be two distinct indices from $\{1, \ldots, n\}$. By 15.2 .3 ) we have

$$
\left|\Delta_{\sigma(i), \sigma(j)}\right|_{V}=\left|\sigma\left(\Delta_{i j}\right)\right|_{V}=\left|\Delta_{i j}\right|_{V \circ \sigma}
$$

for $1 \leq i, j \leq n$. Hence

$$
\begin{aligned}
\Phi_{\sigma(p), \sigma(q), V}(x) & =\prod_{k=1,}^{n} \max \left(\left|\Delta_{\sigma(p), \sigma(k) \mid}\right|_{V} e^{-x},\left|\Delta_{\sigma(q), \sigma(k)}\right| V e^{x}\right) \\
& =\prod_{k=1, k \neq p, q}^{n} \max \left(\left|\Delta_{p k}\right|_{V \circ \sigma} e^{-x},\left|\Delta_{q k}\right|_{V \circ \sigma} e^{x}\right)=\Phi_{p q, V \circ \sigma}(x)
\end{aligned}
$$

for $x \in \mathbb{R}$, and therefore, $x_{\sigma(p), \sigma(q), V}=x_{p q, V \circ \sigma}$. Hence $B_{\sigma(k), V}^{(\sigma(p), \sigma(q))}=B_{k, V \circ \sigma}^{(p q)}$ for
$k=1, \ldots, n$. But this implies that

$$
\begin{aligned}
B_{\sigma(i), V} & =\left(\prod_{1 \leq p, q \leq n, p \neq q}^{n} B_{\sigma(i), V}^{(\sigma(p), \sigma(q))}\right)^{1 / n(n-1)} \\
& =\left(\prod_{1 \leq p, q \leq n, p \neq q}^{n} B_{i, V \circ \sigma}^{(p q)}\right)^{1 / n(n-1)}=B_{i, V \circ \sigma}
\end{aligned}
$$

for $\sigma \in \operatorname{Gal}(G / K), V \in T, i=1, \ldots, n$, which is 15.2.6.
We next prove 15.2.7). Take distinct $p, q \in\{1, \ldots, n\}$ and $V \in T$. By 15.3.2 we have

$$
\begin{gather*}
\left|\Delta_{p q}\right|_{V}=B_{p V}^{(p q)} B_{q V}^{(p q)}  \tag{15.3.4}\\
\left|\Delta_{p k}\right|_{V} \leq B_{p V}^{(p q)} B_{k V}^{(p q)},\left|\Delta_{q k}\right|_{V} \leq B_{q V}^{(p q)} B_{k V}^{(p q)}  \tag{15.3.5}\\
(1 \leq k \leq n, k \neq p, q)
\end{gather*}
$$

From the identities

$$
\Delta_{p q} \Delta_{i j}=\Delta_{p i} \Delta_{q j}-\Delta_{p j} \Delta_{q i}
$$

and (15.3.5) we infer

$$
\left|\Delta_{p q} \Delta_{i j}\right|_{V} \leq 2^{s(V)} \max \left(\left|\Delta_{p i} \Delta_{q j}\right|_{V},\left|\Delta_{p j} \Delta_{q i}\right|_{V}\right) \leq 2^{s(V)} B_{p V}^{(p q)} B_{q V}^{(p q)} B_{i V}^{(p q)} B_{j V}^{(p q)}
$$

and subsequently, by inserting 15.3.4,

$$
\begin{equation*}
\left|\Delta_{i j}\right|_{V} \leq 2^{s(V)} B_{i V}^{(p q)} B_{j V}^{(p q)} \text { for } i, j \in\{1, \ldots, n\} \backslash\{p, q\} \tag{15.3.6}
\end{equation*}
$$

Now combining (15.3.4-15.3.6 with 15.3.3 gives, on noting that there are precisely $n(n-1)$ pairs $(p, q)$,

$$
\left|\Delta_{i j}\right|_{V} \leq 2^{s(V)} B_{i V} B_{j V} \text { for } V \in T, i, j \in\{1, \ldots, n\}
$$

and this obviously implies 15.2.7.
We finish this section with a lemma which is the starting point of the proof of 15.2.8. The remainder of the proof of this inequality is postponed to the next section. For distinct indices $p, q \in\{1, \ldots, n\}$ and for $V \in T$, put

$$
\left\{\begin{array}{l}
\phi_{p q V}:=\min \left\{\Phi_{p q V}(x): x \in \mathbb{R}\right\}=\Phi_{p q V}\left(x_{p q V}\right)  \tag{15.3.7}\\
\phi_{p q}:=\prod_{V \in T} \phi_{p q V}
\end{array}\right.
$$

Lemma 15.3.1 We have

$$
\prod_{V \in T} \prod_{k=1}^{n} B_{k V}=\left(N_{T}\left(D\left(F_{0}\right)\right)^{-(n-4) / 2} \prod_{1 \leq p, q \leq n, p \neq q} \phi_{p q}\right)^{1 / n(n-1)}
$$

Proof Let $V \in T$ and $p, q \in\{1, \ldots, n\}$ with $p \neq q$. By (15.3.2) we have

$$
\begin{aligned}
\prod_{k=1}^{n} B_{k V}^{(p q)} & =\left|\Delta_{p q}\right|_{V}^{1 / 2} e^{x_{p q V}} \cdot\left|\Delta_{p q}\right|_{V}^{1 / 2} e^{-x_{p q V}} \times \\
& \times \prod_{k \neq p, q}\left(\left|\Delta_{p q}\right|_{V}^{-1 / 2} \max \left(\left|\Delta_{p k}\right|_{V} e^{-x_{p q V}},\left|\Delta_{q k}\right|_{V} e^{x_{p q V}}\right)\right. \\
= & \left|\Delta_{p q}\right|_{V}^{-(n-4) / 2} \phi_{p q V} .
\end{aligned}
$$

Notice that by 15.2 .5 we have $\prod_{V \in T} \prod_{p \neq q}\left|\Delta_{p q}\right|_{V}=N_{T}\left(D\left(F_{0}\right)\right)$. Together with 15.3 .3 and the above, this implies

$$
\begin{aligned}
\prod_{V \in T} \prod_{k=1}^{n} B_{k V} & =\left(\prod_{p \neq q} \prod_{V \in T} \prod_{k=1}^{n} B_{k V}^{(p q)}\right)^{1 / n(n-1)} \\
& =\left(N_{T}\left(D\left(F_{0}\right)\right)^{-(n-4) / 2} \prod_{p \neq q} \phi_{p q}\right)^{1 / n(n-1)} .
\end{aligned}
$$

### 15.4 Proof of the basic proposition

We prove Proposition 15.2.1. We keep the notation from the previous sections. It remains to estimate the numbers $\phi_{p q}=\prod_{V \in T} \phi_{p q V}$ defined by 15.3.7. Notice that $\log \phi_{p q V}$ is the absolute minimum of the function $\Phi_{p q V}$ defined by 15.3.1 which is a piecewise linear function. To compute this minimum we use the following simple lemma.

Lemma 15.4.1 Let $f(x)=\max \left(a_{1} x+b_{1}, \ldots, a_{t} x+b_{t}\right)$ for $x \in \mathbb{R}$, where $a_{1}, \ldots, a_{t}, b_{1}, \ldots, b_{t}$ are reals with $a_{1}<\cdots<a_{t}$. Assume that for $i=1, \ldots, t$, the set

$$
I_{i}:=\left\{x \in \mathbb{R}: f(x)=a_{i} x+b_{i}\right\}
$$

is non-empty.
(i) If $a_{1}>0$ or $a_{t}<0$ then $f$ is monotone.
(ii) Suppose $a_{s}=0$ for some $s \in\{1, \ldots, t\}$. Then

$$
\min \{f(x): x \in \mathbb{R}\}=b_{s}
$$

(iii) Suppose $a_{s}<0<a_{s+1}$ for some $s \in\{1, \ldots, t\}$ (and hence $a_{i} \neq 0$ for $i=1, \ldots, t)$. Then

$$
\min \{f(x): x \in \mathbb{R}\}=\frac{a_{s+1} b_{s}-a_{s} b_{s+1}}{a_{s+1}-a_{s}}
$$

Proof It is easy to check that

$$
\begin{aligned}
& I_{1}=\left\{x \in \mathbb{R}: x \leq \min _{j>1} \frac{b_{1}-b_{j}}{a_{j}-a_{1}}\right\}, \\
& I_{i}=\left\{x \in \mathbb{R}: \max _{j<i} \frac{b_{i}-b_{j}}{a_{j}-a_{i}} \leq x \leq \min _{j>i} \frac{b_{i}-b_{j}}{a_{j}-a_{i}}\right\}(i=2, \ldots, t-1), \\
& I_{t}=\left\{x \in \mathbb{R}: x \geq \max _{j<t} \frac{b_{t}-b_{j}}{a_{j}-a_{t}}\right\} .
\end{aligned}
$$

Put $\alpha_{i}:=\left(b_{i}-b_{i+1}\right) /\left(a_{i+1}-a_{i}\right)$ for $i=1, \ldots, t-1$. Since $I_{1}, \ldots, I_{t}$ are by assumption non-empty, we have $\alpha_{1} \leq \cdots \leq \alpha_{t}$, and hence

$$
I_{1}=\left(\infty, \alpha_{1}\right], \quad I_{i}=\left[\alpha_{i-1}, \alpha_{i}\right](i=2, \ldots, t), \quad I_{t}=\left[\alpha_{t}, \infty\right)
$$

We are now ready to prove Lemma 15.4.1
(i) Obvious.
(ii) If $s \neq 1, t$, the function $f$ is decreasing on $\left(-\infty, \alpha_{s-1}\right.$ ], constant on $I_{s}=$ [ $\alpha_{s-1}, \alpha_{s}$ ] and increasing on $\left[\alpha_{s}, \infty\right)$. Hence $f$ assumes its minimum on $I_{s}$. This holds true also if $s=1, t$. Since $f(x)=b_{s}$ for $x \in I_{s}$ this proves (ii).
(iii) The function $f$ is decreasing on ( $\infty, \alpha_{s}$ ], increasing on $\left[\alpha_{s}, \infty\right.$ ), and hence minimal in $\alpha_{s}$. For $x=\alpha_{s}$ we have

$$
f(x)=a_{s} x+b_{s}=a_{s+1} x+b_{s+1}=\frac{a_{s+1} b_{s}-a_{s} b_{s+1}}{a_{s+1}-a_{s}}
$$

This proves (iii).
Henceforth, we fix $p, q \in\{1, \ldots, n\}$ with $p \neq q$. We use the following notation. Define the set

$$
W_{p q}:=\{1, \ldots, n\} \backslash\{p, q\}
$$

Denote the cardinality of a set $I$ by $|I|$. For a subset $J$ of $W_{p q}$ and for $V \in T$ define

$$
\begin{gathered}
M_{V}(J):=1 \text { if } J=\emptyset ; \quad M_{V}(J):=\left|\Delta_{p k} \Delta_{q k}\right|_{V}^{1 / 2} \text { if } J=\{k\} ; \\
M_{V}(J):=\max \left\{\prod_{k \in I}\left|\Delta_{p k}\right|_{V} \cdot \prod_{k \in J \backslash I}\left|\Delta_{q k}\right|_{V}: I \subset J,|I|=\frac{1}{2}|J|\right\}
\end{gathered}
$$

if $|J| \geq 2$ and $|J|$ is even, and

$$
M_{V}(J):=\left(M_{1 V}(J) M_{2 V}(J)\right)^{1 / 2}
$$

if $|J| \geq 3$ and $|J|$ is odd, where

$$
\begin{aligned}
& M_{1 V}(J):=\max \left\{\prod_{k \in I}\left|\Delta_{p k}\right|_{V} \cdot \prod_{k \in J \backslash I}\left|\Delta_{q k}\right|_{V}: I \subset J,|I|=\frac{1}{2}(|J|+1)\right\}, \\
& M_{2 V}(J):=\max \left\{\prod_{k \in I}\left|\Delta_{p k}\right|_{V} \cdot \prod_{k \in J \backslash I}\left|\Delta_{q k}\right|_{V}: I \subset J,|I|=\frac{1}{2}(|J|-1)\right\} .
\end{aligned}
$$

Further, put

$$
M(J):=\prod_{V \in T} M_{V}(J) .
$$

Lemma 15.4.2 We have $\phi_{p q}=M\left(W_{p q}\right)$.
Proof It clearly suffices to prove that $\phi_{p q V}=M_{V}\left(W_{p q}\right)$ for $V \in T$. To this end, we apply Lemma 15.4.1 to

$$
f(x)=\log \Phi_{p q V}(x)=\sum_{k \in W_{p q}} \max \left(f_{1 k}-x, f_{2 k}+x\right)
$$

where $f_{1 k}=\log \left|\Delta_{p k}\right|_{V}, f_{2 k}=\log \left|\Delta_{q k}\right|_{V}$. The function $f(x)$ can be expressed otherwise as
$f(x)=\max \left(C_{0}-(n-2) x, C_{1}-(n-4) x, \ldots, C_{n-3}+(n-4) x, C_{n-2}+(n-2) x\right)$,
where

$$
\begin{aligned}
C_{s} & =\max \left\{\sum_{k \in I} f_{1 k}+\sum_{k \in I^{c}} f_{2 k}: I \subset W_{p q},|I|=n-2-s\right\} \\
& =\log \max \left\{\prod_{k \in I}\left|\Delta_{p k}\right|_{V} \cdot \prod_{k \in I^{c}}\left|\Delta_{q k}\right|_{V}:|I| \subset W_{p q},|I|=n-2-s\right\}
\end{aligned}
$$

for $s=0, \ldots, n-2$, with $I^{c}:=W_{p q} \backslash I$. We show that the sets

$$
I_{s}:=\left\{x \in \mathbb{R}: f(x)=C_{s}-(n-2-2 s) x\right\} \quad(s=0, \ldots, n-2)
$$

are non-empty. By taking $x$ very small or very large we see that $I_{s} \neq \emptyset$ for $s=0, n-2$. Let $1 \leq s \leq n-3$. Choose $I \subseteq W_{p q}$ of cardinality $n-2-s$ such that $C_{s}=\sum_{k \in I} f_{1 k}+\sum_{k \in I^{c}} f_{2 k}$. Then $f_{1 i}+f_{2 j} \geq f_{1 j}+f_{2 i}$ or equivalently $f_{1 i}-f_{2 i} \geq f_{1 j}-f_{2 j}$ for $i \in I, j \in I^{c}$. Hence there is $x$ with $\frac{1}{2} \max _{j \in I^{c}}\left(f_{1 j}-f_{2 j}\right) \leq$ $x \leq \frac{1}{2} \min _{i \in I}\left(f_{1 i}-f_{2 i}\right)$. For this $x$ we have $f_{1 i}-x \geq f_{2 i}+x$ for $i \in I$ and $f_{1 j}-x \leq f_{2 j}+x$ for $j \in I^{c}$, and so,

$$
f(x)=\sum_{i \in I} f_{1 i}+\sum_{j \in I^{c}} f_{2 j}-(n-2-2 s) x=C_{s}-(n-2-2 s) x .
$$

This shows that $I_{s} \neq \emptyset$ for $s=0, \ldots, n-2$. Hence we can apply Lemma 15.4.1, and conclude that

$$
\log \phi_{p q V}=\min \{f(x): x \in \mathbb{R}\}=C_{(n-2) / 2}=\log M_{V}\left(W_{p q}\right)
$$

if $n$ is even, and

$$
\begin{aligned}
\log \phi_{p q V} & =\frac{1}{2}\left(C_{(n-1) / 2}+C_{(n-3) / 2}\right)=\frac{1}{2}\left(\log M_{1 V}\left(W_{p q}\right)+\log M_{2 V}\left(W_{p q}\right)\right) \\
& =\log M_{V}\left(W_{p q}\right)
\end{aligned}
$$

if $n$ is odd. This proves Lemma 15.4.2.
In what follows, we use the notation

$$
\begin{aligned}
& \left|x_{1}, \ldots, x_{m}\right|_{V}:=\max \left(\left|x_{1}\right|_{V}, \ldots,\left|x_{m}\right|_{V}\right)\left(x_{1}, \ldots, x_{m} \in G, V \in M_{G}\right), \\
& H_{T}\left(x_{1}, \ldots, x_{m}\right):=\prod_{V \in T}\left|x_{1}, \ldots, x_{m}\right|_{V}\left(x_{1}, \ldots, x_{m} \in G\right) .
\end{aligned}
$$

We will derive an upper bound for $M(J)$ for each subset $J$ of $W_{p q}$ by induction on the cardinality of $J$. This will eventually lead to an upper bound for $M\left(W_{p q}\right)$, hence for $\phi_{p q}$. The following lemma is the first step in our inductive argument.

Lemma 15.4.3 Let $J$ be a subset of $W_{p q}$ of cardinality $s \geq 2$, let $i, j \in J$ with $i \neq j$ and $J_{i j}:=J \backslash\{i, j\}$. Then

$$
\begin{equation*}
M(J) \leq H^{\theta(s)} H_{T}\left(\Delta_{p i} \Delta_{q j}, \Delta_{p j} \Delta_{q i}\right) M\left(J_{i j}\right) \tag{15.4.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& H:= \prod_{k \in J_{i j}}\left\{H_{T}\left(1, \frac{\Delta_{p i} \Delta_{q k}}{\Delta_{q i} \Delta_{p k}}\right) H_{T}\left(1, \frac{\Delta_{q i} \Delta_{p k}}{\Delta_{p i} \Delta_{q k}}\right) \times\right. \\
&\left.\times H_{T}\left(1, \frac{\Delta_{p j} \Delta_{q k}}{\Delta_{q j} \Delta_{p k}}\right) H_{T}\left(1, \frac{\Delta_{q j} \Delta_{p k}}{\Delta_{p j} \Delta_{q k}}\right)\right\} \\
& \theta(s):=\frac{1}{s} \text { if s is even, } \theta(s):=\frac{s}{s^{2}-1} \text { if } s \text { is odd. }
\end{aligned}
$$

Proof We estimate from above the quantities $M_{V}(J)(V \in T)$ and then take the product over $V \in T$. We have to distinguish between the cases $s$ even and $s$ odd. First assume that $s$ is even. Let $V \in T$. Notice that $M_{V}(J)$ is the maximum of the quantities

$$
\begin{equation*}
g(I):=\prod_{k \in I}\left|\Delta_{p k}\right|_{V} \prod_{k \in J \backslash I}\left|\Delta_{q k}\right|_{V} \tag{15.4.2}
\end{equation*}
$$

taken over all subsets $I$ of $J$ of cardinality $s / 2$. We estimate from above each of these quantities.

Let $I$ be a subset of $J$ of cardinality $s / 2$. First assume that $i \in I, j \in J \backslash I$. Then $g(I) \leq\left|\Delta_{p i} \Delta_{q j}\right|_{V} M_{V}\left(J_{i j}\right)$, since

$$
M_{V}\left(J_{i j}\right) \geq \prod_{k \in I \backslash\{i\}}\left|\Delta_{p k}\right|_{V} \prod_{k \in J \backslash(I \cup\{j\})}\left|\Delta_{q k}\right|_{V} .
$$

If $j \in I, i \in J \backslash I$ we have the same inequality, but with $i$ and $j$ interchanged. It follows that if either $i \in I, j \in J \backslash I$ or $i \in J \backslash I, j \in I$, then

$$
\begin{equation*}
g(I) \leq\left|\Delta_{p i} \Delta_{q j}, \Delta_{p j} \Delta_{q i}\right|_{V} M_{V}\left(J_{i j}\right) \tag{15.4.3}
\end{equation*}
$$

Now let $i, j \in I$. Choose $l \in J \backslash I$ for which $\left|\Delta_{p j} \Delta_{q l} / \Delta_{q j} \Delta_{p l}\right|_{V}$ is minimal. Then since $|J \backslash I|=s / 2$ and $J \backslash I \subset J_{i j}$ we have

$$
\begin{align*}
\left|\frac{\Delta_{p j} \Delta_{q l}}{\Delta_{q j} \Delta_{p p}}\right|_{V} & \leq\left(\prod_{k \in J I I}\left|1, \frac{\Delta_{p j} \Delta_{q k}}{\Delta_{q j} \Delta_{p k}}\right|_{V}\right)^{1 / \mid V I I} \\
& \leq\left(\prod_{k \in I_{j j}}\left|1, \frac{\Delta_{p j} \Delta_{q k}}{\Delta_{q j} \Delta_{p k}}\right|_{V}^{2 / s}\right. \tag{15.4.4}
\end{align*}
$$

Put $I^{\prime}:=I \cup\{l\} \backslash\{j\}$. Then $\left|I^{\prime}\right|=s / 2, i \in I^{\prime}$ and $j \in J \backslash I^{\prime}$. Now 15.4.4 and (15.4.3) imply

$$
\begin{aligned}
g(I) & =\left|\frac{\Delta_{p j} \Delta_{q l}}{\Delta_{q j} \Delta_{p l}}\right|_{V} g\left(I^{\prime}\right) \\
& \leq\left(\prod_{k \in J_{i j}}\left|1, \frac{\Delta_{p j} \Delta_{q k}}{\Delta_{q j} \Delta_{p k}}\right|_{V}\right)^{2 / s} \cdot\left|\Delta_{p i} \Delta_{q j}, \Delta_{p j} \Delta_{q i}\right|_{V} M_{V}\left(J_{i j}\right) .
\end{aligned}
$$

By repeating the above argument but with $i, j$ interchanged, we get the same inequality with $i$ instead of $j$ in the first factor of the right-hand side. By taking the geometric mean of both inequalities, we infer

$$
\begin{equation*}
g(I) \leq H_{1 V}^{1 / s}\left|\Delta_{p i} \Delta_{q j}, \Delta_{p j} \Delta_{q i}\right|_{V} M_{V}\left(J_{i j}\right), \tag{15.4.5}
\end{equation*}
$$

where

$$
H_{1 V}=\prod_{k \in J_{i j}}\left|1, \frac{\Delta_{p i} \Delta_{q k}}{\Delta_{q i} \Delta_{p k}}\right|_{V}\left|1, \frac{\Delta_{p j} \Delta_{q k}}{\Delta_{q j} \Delta_{p k}}\right|_{V} .
$$

If $i, j \in J \backslash I$ we obtain in the same way, by interchanging $I$ and $J \backslash I$ and $p$ and $q$, that

$$
\begin{equation*}
g(I) \leq H_{2 V}^{1 / s}\left|\Delta_{p i} \Delta_{q j}, \Delta_{p j} \Delta_{q i}\right|_{V} M_{V}\left(J_{i j}\right) \tag{15.4.6}
\end{equation*}
$$

where

$$
H_{2 V}=\prod_{k \in J_{i j}}\left|1, \frac{\Delta_{p k} \Delta_{q i}}{\Delta_{q k} \Delta_{p i}}\right|_{V}\left|1, \frac{\Delta_{p k} \Delta_{q j}}{\Delta_{p j} \Delta_{q k}}\right|_{V} .
$$

By combining 15.4.3, 15.4.5, 15.4.6 we infer that

$$
\begin{aligned}
M_{V}(J) & =\max _{I \subset J,|I|=s / 2} g(I) \\
& \leq H_{V}^{1 / s}\left|\Delta_{p i} \Delta_{q j}, \Delta_{p j} \Delta_{q i}\right|_{V} M_{V}\left(J_{i j}\right)
\end{aligned}
$$

where $H_{V}:=H_{1 V} H_{2 V}$

$$
=\prod_{k \in J_{i j}}\left\{\left|1, \frac{\Delta_{p i} \Delta_{q k}}{\Delta_{q i} \Delta_{p k}}\right|_{V}\left|1, \frac{\Delta_{q i} \Delta_{p k}}{\Delta_{p i} \Delta_{q k}}\right|_{V}\left|1, \frac{\Delta_{p j} \Delta_{q k}}{\Delta_{q j} \Delta_{p k}}\right|_{V}\left|1, \frac{\Delta_{q j} \Delta_{p k}}{\Delta_{p j} \Delta_{q k}}\right|_{V}\right\} .
$$

By taking the product over $V \in T$ we obtain 15.4.1 in the case that $s$ is even.
Now assume that $s$ is odd. Let $I \subset J$ be a set of cardinality $(s+1) / 2$ and define $g(I)$ as in (15.4.2). If $i \in I, j \in J \backslash I$ or $i \in J \backslash I, j \in I$, then 15.4.3) holds with $M_{1 V}\left(J_{i j}\right)$ replacing $M_{V}\left(J_{i j}\right)$. If $i, j \in I$ and $l$ is chosen as above, then 15.4 .4 holds, but with $2 /(s-1)$ instead of $2 / s$. Hence 15.4 .5 holds, but with $1 /(s-1)$ replacing $1 / s$ in the exponent, and with $M_{1 V}\left(J_{i j}\right)$ instead of $M_{V}\left(J_{i j}\right)$. Similarly, 15.4.6 holds with $1 /(s+1)$ replacing $1 / s$ in the exponent and $M_{1 V}\left(J_{i j}\right)$ instead of $M_{V}\left(J_{i j}\right)$. Combining these inequalities we obtain

$$
\begin{aligned}
M_{1 V}(J) & =\max _{I \subset J,|I|=(s+1) / 2} g(I) \\
& \leq H_{1 V}^{1 /(s-1)} H_{2 V}^{1 /(s+1)}\left|\Delta_{p i} \Delta_{q j}, \Delta_{p j} \Delta_{q i}\right| V M_{1 V}\left(J_{i j}\right) .
\end{aligned}
$$

Similarly

$$
M_{2 V}(J) \leq H_{1 V}^{1 /(s+1)} H_{2 V}^{1 /(s-1)}\left|\Delta_{p i} \Delta_{q j}, \Delta_{p j} \Delta_{q i}\right| V M_{2 V}\left(J_{i j}\right)
$$

By combining these two inequalities, using

$$
M_{V}(J)=\left(M_{1 V}(J) M_{2 V}(J)\right)^{1 / 2}, \quad M_{V}\left(J_{i j}\right)=\left(M_{1 V}\left(J_{i j}\right) M_{2 V}\left(J_{i j}\right)\right)^{1 / 2}
$$

and $\frac{1}{2}\left(\frac{1}{s-1}+\frac{1}{s+1}\right)=\frac{s}{s^{2}-1}$, we obtain

$$
M_{V}(J) \leq H_{V}^{s /\left(s^{2}-1\right)}\left|\Delta_{p i} \Delta_{q j}, \Delta_{p j} \Delta_{q i}\right|_{V} M_{V}\left(J_{i j}\right)
$$

By taking the product over $V \in T$ we obtain 15.4 .1 in the case that $s$ is odd. This completes the proof of Lemma 15.4.3.

To proceed further, we need the following lemma which involves the theory on $S$-unit equations. Here and below, we use Vinogradov symbols $<_{\epsilon}$ of which the implied constants depend on $n, G, S$ and an additional parameter $\epsilon>0$. These constants are in general not effectively computable from our arguments.

Lemma 15.4.4 For any four distinct indices $a, b, c, d \in\{1, \ldots, n\}$ and any $\epsilon>0$ we have

$$
\begin{align*}
& H_{T}\left(\Delta_{a b} \Delta_{c d}, \Delta_{a d} \Delta_{b c}\right)<_{\epsilon} N_{T}\left(\Delta_{a b} \Delta_{c d} \Delta_{a d} \Delta_{b c} \Delta_{a c} \Delta_{b d}\right)^{1+\epsilon}  \tag{15.4.7}\\
& H_{T}\left(1, \frac{\Delta_{a d} \Delta_{b c}}{\Delta_{a b} \Delta_{c d}}\right)<_{\epsilon} N_{T}\left(\Delta_{a b} \Delta_{c d}\right)^{\epsilon} N_{T}\left(\Delta_{a d} \Delta_{b c} \Delta_{a c} \Delta_{b d}\right)^{1+\epsilon} \tag{15.4.8}
\end{align*}
$$

Proof We obtain 15.4.7 by applying Theorem 4.3.1, with $n=2$ and $G, T$ instead of $K, S$, to the identity

$$
\Delta_{a b} \Delta_{c d}+\Delta_{a d} \Delta_{b c}+\Delta_{c a} \Delta_{b d}=0
$$

Inequality 15.4.8 is an immediate consequence of 15.4.7).
We introduce some more notation. We put

$$
\begin{aligned}
& U_{i j}:=N_{T}\left(\Delta_{i j}\right)=\prod_{V \in T}\left|\Delta_{i j}\right|_{V}(1 \leq i, j \leq n), \\
& U \\
& U=N_{T}\left(D\left(F_{0}\right)\right)=\prod_{1 \leq i \neq j \leq n} U_{i j}
\end{aligned}
$$

and for each subset $J$ of $W_{p q}$,

$$
\alpha_{p}(J):=\prod_{k \in J} U_{p k}, \quad \alpha_{q}(J):=\prod_{k \in J} U_{q k}, \quad U(J):=\prod_{k \neq l \in J} U_{k l},
$$

where $\prod_{k \neq l \in J}$ indicates that the product is taken over all ordered pairs $(k, l)$ with $k, l \in J, k \neq l$. The next lemma gives our upper bound for $M(J)$.
Lemma 15.4.5 Let $J$ be a subset of $W_{p q}$ of cardinality $s \geq 2$. Then for all $\epsilon>0$,

$$
\begin{equation*}
M(J) \ll_{\epsilon} U_{p q}^{1+5(s-2) / 2} \cdot\left(\alpha_{p}(J) \alpha_{q}(J)\right)^{3} \cdot U(J)^{5 /(2(s-1))} \cdot U^{\epsilon} \tag{15.4.9}
\end{equation*}
$$

Proof We prove a slightly stronger result. Let $\theta(s)$ be the quantity from Lemma 15.4.3. i.e., $\theta(s)=1 / s$ if $s$ is even and $\theta(s)=s /\left(s^{2}-1\right)$ if $s$ is odd. We define recursively the sequences $(a(s))_{s \geq 0},(b(s))_{s \geq 0},(c(s))_{s \geq 0}$ by

$$
\begin{aligned}
& a(0)=b(0)=c(0)=0, \quad a(1)=0, b(1)=\frac{1}{2}, c(1)=0, \\
& a(s)=a(s-2)+1+4(s-2) \theta(s) \\
& b(s)=\frac{s-2}{s} \cdot b(s-2)+\frac{2}{s}+\frac{4(s-2)}{s} \theta(s), \\
& c(s)=\frac{(s-2)(s-3)}{s(s-1)} \cdot c(s-2)+\frac{1+4(s-2) \theta(s)}{s(s-1)} \text { for } s \geq 2 .
\end{aligned}
$$

We shall prove by induction on $s$ that for each subset $J$ of $W_{p q}$ of cardinality $s \geq 0$ and every $\epsilon>0$ we have

$$
\begin{equation*}
M(J)<_{\epsilon} U_{p q}^{a(s)}\left(\alpha_{p}(J) \alpha_{q}(J)\right)^{b(s)} U(J)^{c(s)} U^{\epsilon} \tag{15.4.10}
\end{equation*}
$$

where $\alpha_{p}(J)=\alpha_{q}(J)=D(J):=1$ if $J=\emptyset, D(J):=1$ if $|J|=1$. One verifies easily by induction on $s$ that

$$
a(s) \leq 1+\frac{5}{2}(s-2), \quad b(s) \leq 3, \quad c(s) \leq \frac{5 / 2}{s-1}
$$

for $s \geq 2$. Hence 15.4 .10 implies 15.4 .9 .
For $s=0,1$, inequality 15.4 .10 is obviously true. Let $s \geq 2$, and assume that (15.4.10) holds for all subsets $J$ of $W_{p q}$ of cardinality $\leq s-2$.

Take a subset $J$ of $W_{p q}$ of cardinality $s$. Fix two distinct indices $i, j$ from $J$. We first estimate the quantity $H$ from 15.4.1). Notice that by 15.2.2 we have $\Delta_{a b}=\operatorname{det}\left(l_{a}, l_{b}\right) \in O_{T}$, whence $U_{a b}=N_{T}\left(\Delta_{a b}\right) \geq 1$ for $a, b \in\{1, \ldots, n\}$ with $a \neq b$. Therefore, $U_{a b} \leq U$ for $1 \leq a, b \leq n$. Further, $J_{i j}=J \backslash\{i, j\}$ has cardinality $s-2$. Together with Lemma 15.4.4 this implies that for every $\epsilon>0$,

$$
\begin{aligned}
& H<_{\epsilon} U^{\epsilon / 4} \prod_{k \in J_{i j}}\left(U_{p i} U_{q k} U_{p q} U_{i k} \cdot\right. U_{p k} U_{q i} U_{p q} U_{i k} \times \\
&\left.\times U_{p j} U_{q k} U_{p q} U_{j k} \cdot U_{p k} U_{q j} U_{p q} U_{j k}\right) \\
&=U_{p q}^{4(s-2)}\left(\prod_{k \in J_{i j}} U_{p k} U_{q k}\right)^{2}\left(U_{p i} U_{p j} U_{q i} U_{q j}\right)^{s-2}\left(\prod_{k \in J_{i j}} U_{i k} U_{j k}\right)^{2} U^{\epsilon / 4},
\end{aligned}
$$

which is equivalent to

$$
\begin{align*}
H<_{\epsilon} U_{p q}^{4(s-2)} & \left(\alpha_{p}(J) \alpha_{q}(J)\right)^{2} \times \\
& \times\left(U_{p i} U_{p j} U_{q i} U_{q j}\right)^{s-4}\left(\prod_{k \in J_{i j}} U_{i k} U_{j k}\right)^{2} U^{\epsilon / 4} . \tag{15.4.11}
\end{align*}
$$

Further, by Lemma 15.4.4 we have for every $\epsilon>0$,

$$
\begin{equation*}
H_{T}\left(\Delta_{p i} \Delta_{q j}, \Delta_{p j} \Delta_{q i}\right) \ll_{\epsilon} U_{p i} U_{p j} U_{q i} U_{q j} \cdot U_{p q} U_{i j} \cdot U^{\epsilon / 4} \tag{15.4.12}
\end{equation*}
$$

Lastly, by the induction hypothesis, applied to $J_{i j}$, we have for every $\epsilon>0$,

$$
\begin{equation*}
M\left(J_{i j}\right)<_{\epsilon} U_{p q}^{a(s-2)}\left(\alpha_{p}\left(J_{i j}\right) \alpha_{q}\left(J_{i j}\right)\right)^{b(s-2)} U\left(J_{i j}\right)^{c(s-2)} U^{\epsilon / 4} \tag{15.4.13}
\end{equation*}
$$

By inserting (15.4.11)-15.4.13) into 15.4.1, we infer that for each pair $i, j \in$ $J$ with $i \neq j$ and every $\epsilon>0$,

$$
\begin{align*}
M(J) & <_{\epsilon} U_{p q}^{a(s-2)+1+4(s-2) \theta(s)} B_{1}(i, j) B_{2}(i, j) U^{\epsilon} \\
& =U_{p q}^{a(s)} B_{1}(i, j) B_{2}(i, j) U^{\epsilon}, \tag{15.4.14}
\end{align*}
$$

where

$$
\begin{aligned}
& B_{1}(i, j):=\left(\alpha_{p}(J) \alpha_{q}(j)\right)^{2 \theta(s)} \cdot\left(U_{p i} U_{p j} U_{q i} U_{q j}\right)^{(s-4) \theta(s)+1} \cdot\left(\alpha_{p}\left(J_{i j}\right) \alpha_{q}\left(J_{i j}\right)\right)^{b(s-2)}, \\
& B_{2}(i, j):=\left(\prod_{k \in J_{i j}} U_{i k} U_{j k}\right)^{2 \theta(s)} U_{i j} \cdot U\left(J_{i j}\right)^{c(s-2)}
\end{aligned}
$$

Inequality 15.4 .14 holds for all ordered pairs $(i, j)$ with $i, j \in J, i \neq j$. By taking geometric means, we obtain

$$
\begin{equation*}
M(J) \ll_{\epsilon} U_{p q}^{a(s)} B_{1} B_{2} \cdot U^{\epsilon}, \tag{15.4.15}
\end{equation*}
$$

with

$$
B_{1}:=\left(\prod_{i \neq j \in J} B_{1}(i, j)\right)^{1 / s(s-1)}, \quad B_{2}:=\left(\prod_{i \neq j \in J} B_{1}(i, j)\right)^{1 / s(s-1)} .
$$

By inserting the obvious identities

$$
\begin{gathered}
\left(\prod_{i \neq j \in J} U_{p i} U_{p j} U_{q i} U_{q j}\right)^{1 / s(s-1)}=\left(\alpha_{p}(J) \alpha_{q}(J)\right)^{2 / s} \\
\left(\prod_{i \neq j \in J} \alpha_{p}\left(J_{i j}\right) \alpha_{q}\left(J_{i j}\right)\right)^{1 / s(s-1)}=\left(\alpha_{p}(J) \alpha_{q}(J)\right)^{(s-2) / s}, \\
\left(\prod_{i \neq j \in J} \prod_{k \in J \in J_{i j}} U_{i k} U_{j k}\right)^{1 / s(s-1)}=U(J)^{2(s-2) / s(s-1)} \\
\left(\prod_{i \neq j \in J} U_{i j}\right)^{1 / s(s-1)}=U(J)^{1 / s(s-1)} \\
\left(\prod_{i \neq j \in J} U\left(J_{i j}\right)\right)^{1 / s(s-1)}=U(J)^{(s-2)(s-3) / s(s-1)}
\end{gathered}
$$

we obtain

$$
B_{1}=\left(\alpha_{p}(J) \alpha_{q}(J)\right)^{b}, \quad B_{2}=U(J)^{c},
$$

where

$$
\begin{aligned}
& b=2 \theta(s)+\frac{2}{s} \cdot((s-4) \theta(s)+1)+\frac{s-2}{s} \cdot b(s-2)=b(s), \\
& c=\frac{4(s-2) \theta(s)}{s(s-1)}+\frac{1}{s(s-1)}+\frac{(s-2)(s-3)}{s(s-1)} \cdot c(s-2)=c(s) .
\end{aligned}
$$

By substituting these expressions for $B_{1}, B_{2}$ into (15.4.15) we obtain 15.4.10). This completes our induction step, and thus the proof of Lemma 15.4 .5 .

Proof of Proposition 15.2.1 It remains to verify inequality 15.2.8. We apply Lemma 15.3 .1 and estimate from above the quantities $\phi_{p q}$. By Lemma 15.4 .2 and Lemma 15.4.5 with $J=W_{p q}, s=n-2$ we have for every $\epsilon>0$,

$$
\begin{aligned}
& \phi_{p q}=M\left(W_{p q}\right) \\
& \quad \ll_{\epsilon} U_{p q}^{1+5(n-4) / 2}\left(\alpha_{p}\left(W_{p q}\right) \alpha_{q}\left(W_{p q}\right)\right)^{3} U\left(W_{p q}\right)^{5 /(2(n-3))} U^{\epsilon} . \text { (15.4.16) }
\end{aligned}
$$

We have to take the product over all ordered pairs $(p, q)$ with $p, q \in\{1, \ldots, n\}$, $p \neq q$. By combining (15.4.16) with $\prod_{p \neq q} U_{p q}=U$ (where by $\prod_{p \neq q}$ we indicate that the product is taken over all ordered pairs $(p, q)$ with $p, q \in\{1, \ldots, n\}$, $p \neq q$ ) and with the identities

$$
\prod_{p \neq q}\left(\alpha_{p}\left(W_{p q}\right) \alpha_{q}\left(W_{p q}\right)\right)=U^{2 n-4}, \quad \prod_{p \neq q} U\left(W_{p q}\right)=U^{(n-2)(n-3)}
$$

we obtain that for every $\epsilon>0$,

$$
\prod_{p \neq q} \varphi_{p q} \lll \epsilon U^{f(n)+\epsilon}
$$

where

$$
f(n)=1+\frac{5(n-4)}{2}+3(2 n-4)+\frac{5 / 2}{n-3} \cdot(n-2)(n-3)=11 n-26
$$

Together with Lemma 15.3.1 this implies

$$
\prod_{V \in T} \prod_{i=1}^{n} B_{i V}<_{\epsilon} U^{\left(-\frac{1}{2}(n-4)+11 n-26+\epsilon\right) / n(n-1)}<_{\epsilon} U^{(21(n-2)-6+2 \epsilon) / 2 n(n-1)}
$$

Taking $\epsilon=3$, say, we obtain 15.2 .8 . This completes the proof of Proposition 15.2.1

### 15.5 Notes

We mention here some completely effective function field analogues of some of the results of this chapter, which were obtained by W. Zhuang in his PhD-thesis [Zhuang (2015)].

Let $\mathbf{k}$ be an algebraically closed field of characteristic 0 , and $A=\mathbf{k}[t], K=\mathbf{k}(t)$ the ring of polynomials, resp. field of rational functions in the variable $t$. We endow $K$ with an absolute value $|\cdot|_{\infty}$, given by $|a / b|_{\infty}:=e^{\operatorname{deg} a-\operatorname{deg} b}$ for $a, b \in A$ with $a b \neq 0$ and $|0|_{\infty}:=0$. We define the height of a polynomial $P \in A\left[X_{1}, \ldots, X_{r}\right]$ by $H(P):=\max |p|_{\infty}$, where the maximum is taken over all non-zero coefficients $p \in A$ of $P$. Two binary forms $F_{1}, F_{2} \in A[X, Y]$ are called $\operatorname{GL}(2, A)$-equivalent if there are $\varepsilon \in A^{*}=\mathbf{k}^{*}$ and $U \in \operatorname{GL}(2, A)$ such that $F_{2}=\varepsilon\left(F_{1}\right)_{U}$.

Theorem 15.5.1 Let $F \in A[X, Y]$ be a binary form of degree $n \geq 3$ and discriminant $D(F) \neq 0$. Assume $F$ has splitting field $G$ over $K$ and denote by $g_{G}$ the genus of $G$. Then $F$ is $\operatorname{GL}(2, A)$-equivalent to a binary form $F^{*}$ for which

$$
H\left(F^{*}\right) \leq \exp \left(n^{2}+6 n-7+\frac{(5 n-5)\left(2 g_{G}-1\right)}{24[G: K]}\right) \cdot|D(F)|_{\infty}^{21 / n}
$$

Proof See [Zhuang (2015), chap. 5, Thm. 5.3.2]. The proof is basically a function field analogue of that of Theorem 15.1.1 presented here. Instead of the reduction theory of Chapter 13 Zhuang used a similar theory over function fields, which he also developed in his thesis. Further, instead of Lemma 15.4 .4 he used an effective function field analogue, which he derived from the Stothers-Mason abc-theorem for function fields [Stothers (1981)], [Mason (1983, 1984)].

Along the same lines, Zhuang proved the following function field analogue of Conjecture 151 .

Theorem 15.5.2 Let $F \in A[X, Y]$ be a binary form of degree $n \geq 3$ and discriminant $D(F) \neq 0$. Then $F$ is $\operatorname{GL}(2, A)$-equivalent to a binary form $F^{*}$ for which

$$
H\left(F^{*}\right) \leq e^{(n-1)(n+6)} \cdot|D(F)|_{\infty}^{20+(1 / n)}
$$

## 16

## Invariant orders of binary forms

In this chapter, we consider the invariant order associated with a binary form.
In general, a $\mathbb{Z}$-order of rank $n$ is a commutative, associative $\mathbb{Z}$-algebra that is free of rank $n$ as a $\mathbb{Z}$-module. Delone and Faddeev [Delone and Faddeev (1940)] proved that there is a one-to-one correspondence between GL( $2, \mathbb{Z}$ )equivalence classes of irreducible binary cubic forms in $\mathbb{Z}[X, Y]$ and isomorphism classes of $\mathbb{Z}$-orders of rank 3 that are integral domains. This was extended in [Gan, Gross and Savin (2002), §4] to a bijection between GL( $2, \mathbb{Z}$ )equivalence classes of arbitrary binary cubic forms in $\mathbb{Z}[X, Y]$, i.e., not necessarily irreducible or with non-zero discriminant, and isomorphism classes of arbitrary $\mathbb{Z}$-orders of rank 3 , which are not necessarily integral domains. Birch and Merriman [Birch and Merriman (1972)] defined, for an irreducible binary form $F \in \mathbb{Z}[X, Y]$ of degree $n$, a free $\mathbb{Z}$-module of rank $n$ whose discriminant is equal to that of $F$. Nakagawa [Nakagawa (1989)] showed that this module is in fact a $\mathbb{Z}$-order, i.e., closed under multiplication. Moreover, he showed that $\mathrm{GL}(2, \mathbb{Z})$-equivalent binary forms have isomorphic associated orders. This suggests the name 'invariant order' of a binary form. If $F(1,0)=1$, then the invariant order of $F$ is just $\mathbb{Z}[X] /(F(X, 1))$.
The construction of Birch and Merriman and Nakagawa has the disadvantage that it is not canonical, i.e., they defined the order by giving a basis for it. Del Corso et.al [del Corso, Dvornicich and Simon (2005)] observed that if $F \in \mathbb{Z}[X, Y]$ is a primitive binary form (i.e., whose coefficients have greatest common divisor 1) that is irreducible over $\mathbb{Q}$ and $\theta$ is a zero of $F(X, 1)$, then the invariant order of $F$ is just $\mathbb{Z}[\theta] \cap \mathbb{Z}\left[\theta^{-1}\right]$. Using concepts from algebraic geometry, Wood [Wood (2011)] gave other canonical constructions of the invariant order, valid for arbitrary binary forms $F$ with coefficients from an arbitrary commutative ring. In fact, she generalized these to binary forms over arbitrary base schemes.

In the present chapter, we give another canonical construction, which is
however less general and flexible than Wood's, and works only for binary forms with coefficients from an integrally closed integral domain of characteristic 0 .

In Section 16.1 we introduce some convenient terminology, which is also needed in the subsequent chapter. In Section 16.2 we give our definition of the invariant order, and prove some basic properties. In Section 16.3 we prove the result of Delone and Faddeev about the relation between binary cubic forms and orders of rank 3.
For more extensive information on invariant orders of binary forms and their properties, we refer to [Nakagawa (1989)], [Simon (2001, 2003)], [del Corso, Dvornicich and Simon (2005)] and [Wood (2011)].

### 16.1 Algebras associated with a binary form

In addition to the notation introduced in Chapter 12, we use the following. Throughout this section, $K$ is a field of characteristic 0 and $\Omega$ a finite dimensional, commutative, associative $K$-algebra with unit element. For terminology related to such algebras we refer to Section 1.1 .

We first prove some properties of the projective line $\mathbb{P}^{1}(\Omega)$ over $\Omega$. In our set-up, our assumption that $K$ has characteristic 0 is essential.

Definition 16.1.1 Consider the set of pairs

$$
\{(\alpha, \beta) \in \Omega \times \Omega: \exists \gamma, \delta \in \Omega \text { with } \gamma \alpha+\delta \beta=1\}
$$

Call two pairs $\left(\alpha_{1}, \beta_{1}\right),\left(\alpha_{2}, \beta_{2}\right)$ in this set equivalent if $\left(\alpha_{2}, \beta_{2}\right)=\lambda\left(\alpha_{1}, \beta_{1}\right)$ for some $\lambda \in \Omega^{*}$. The collection of equivalence classes is denoted by $\mathbb{P}^{1}(\Omega)$. The equivalence class represented by $(\alpha, \beta)$ is denoted by $(\alpha: \beta)$.

Any matrix $U=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{GL}(2, \Omega)$ induces a transformation

$$
\langle U\rangle: \mathbb{P}^{1}(\Omega) \rightarrow \mathbb{P}^{1}(\Omega):(\alpha: \beta) \mapsto(a \alpha+b \beta: c \alpha+d \beta)
$$

and $U, U^{\prime} \in \mathrm{GL}(2, \Omega)$ induce the same transformation if and only if $U^{\prime}=\lambda U$ for some $\lambda \in \Omega^{*}$.

Let $\varphi: \Omega \rightarrow \Omega^{\prime}$ be a $K$-algebra homomorphism. Then $\varphi$ induces a map

$$
\varphi: \mathbb{P}^{1}(\Omega) \rightarrow \mathbb{P}^{1}\left(\Omega^{\prime}\right):(\alpha: \beta) \mapsto(\varphi(\alpha): \varphi(\beta))
$$

This map is a bijection if $\varphi$ is an isomorphism.
Examples 1. If $\Omega=L$ is a finite extension field of $K$, then $\mathbb{P}^{1}(L)$ consists of the points ( $\alpha: \beta$ ) with $\alpha, \beta \in L$ and at least one of $\alpha, \beta$ non-zero. Two points
$(\alpha: \beta),\left(\alpha^{\prime}: \beta^{\prime}\right)$ are equal if there is $\lambda \in L^{*}$ such that $\alpha^{\prime}=\lambda \alpha, \beta^{\prime}=\lambda \beta$.
2. Let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=n$. Assume without loss of generality that $\Omega=L_{1} \times, \ldots, \times L_{q}$, where $L_{1}, \ldots, L_{q}$ are finite extension fields of $K$. Then $\mathbb{P}^{1}(\Omega)$ consists of the points $(\alpha: \beta)$, where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{q}\right), \beta=$ $\left(\beta_{1}, \ldots, \beta_{q}\right)$ with $\alpha_{i}, \beta_{i} \in L_{i}$ and at least one of $\alpha_{i}, \beta_{i}$ non-zero for $i=1, \ldots, q$. Two points $(\alpha: \beta),\left(\alpha^{\prime}: \beta^{\prime}\right)$ are equal if $\alpha^{\prime}=\lambda \alpha, \beta^{\prime}=\lambda \beta$, where $\lambda=$ $\left(\lambda_{1}, \ldots, \lambda_{q}\right)$ with $\lambda_{i} \in L_{i}^{*}$ for $i=1, \ldots, q$.

Since $\Omega$ is finite dimensional over $K$, for each $(\alpha: \beta) \in \mathbb{P}^{1}(\Omega)$ there is a non-zero binary form $F \in K[X, Y]$ with $F(\alpha, \beta)=0$.
Lemma 16.1.2 Let $(\alpha: \beta) \in \mathbb{P}^{1}(\Omega), a, b \in K$, and let $F \in K[X, Y]$ be a binary form with $F(\alpha, \beta)=0$ and $F(a, b) \neq 0$. Then $b \alpha-a \beta \in \Omega^{*}$.

Proof Let $\gamma, \delta \in \Omega$ be such that $\gamma \alpha+\delta \beta=1$. There is a binary form $W \in$ $\Omega[X, Y]$ of degree $n-1$ such that

$$
\begin{equation*}
(\gamma X+\delta Y)^{n}-\frac{(a \gamma+b \delta)^{n}}{F(a, b)} \cdot F(X, Y)=(b X-a Y) W(X, Y) \tag{16.1.1}
\end{equation*}
$$

This is shown by choosing $c, d \in K$ such that $a d-b c \neq 0$ and writing the lefthand side as $\sum_{i=0}^{n} b_{i}(b X-a Y)^{n-i}(d X-c Y)^{i}$ with $b_{i} \in \Omega$. Choosing $X=a, Y=b$ it follows that $b_{n}=0$, whence the existence of $W$. By substituting $X=\alpha, Y=\beta$ in 16.1.1, we obtain $(b \alpha-a \beta) W(\alpha, \beta)=1$. Hence $b \alpha-a \beta \in \Omega^{*}$.
Definition 16.1.3 Let $(\alpha: \beta) \in \mathbb{P}^{1}(\Omega)$.

- A minimal binary form of $(\alpha: \beta)$ over $K$ is a non-zero binary form $F \in$ $K[X, Y]$ of minimal degree such that $F(\alpha, \beta)=0$. We define the degree of $(\alpha: \beta)$ over $K$ to be the degree of a minimal binary form of $(\alpha: \beta)$ over $K$.
- We write $\Omega=K[\alpha: \beta]$ if $K[\alpha, \beta]=\Omega$, and there is no choice of homogeneous coordinates $\left(\alpha^{\prime}: \beta^{\prime}\right)=(\alpha: \beta)$ with $K\left[\alpha^{\prime}, \beta^{\prime}\right] \varsubsetneqq \Omega$.
- Let $F \in K[X, Y]$ be a binary form of degree $n>0$. We say that $F$ is associated with $(\Omega,(\alpha: \beta))$ if $F$ is a minimal binary form of $(\alpha: \beta)$ over $K$ and $\Omega=K[\alpha: \beta]$. We say that $F$ is associated with $\Omega$, if $F$ is associated with $(\Omega,(\alpha: \beta))$ for some $(\alpha: \beta) \in \mathbb{P}^{1}(\Omega)$.

Let $F \in K[X, Y]$ be a non-zero binary form of degree $n>0$ associated with $(\Omega,(\alpha: \beta))$. It is easy to check that for every $\lambda \in K^{*}, U \in \operatorname{GL}(2, K)$, the binary form $\lambda F_{U}$ is associated with $\left(\Omega,\left\langle U^{-1}\right\rangle(\alpha: \beta)\right.$ ).

In particular, choose $U=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{GL}(2, K)$ such that $F_{U}(1,0)=F(a, c) \neq 0$. Such a matrix exists, thanks to our assumption that $K$ has characteristic 0 . Then $-c \alpha+a \beta \in \Omega^{*}$ by Lemma 16.1.2 Define $\theta$ by $(\alpha: \beta)=\langle U\rangle(\theta: 1)$, i.e., $\theta=\frac{d \alpha-b \beta}{-c \alpha+a \beta}$, and put $f(X):=F_{U}(X, 1)$. Then $f$ is a minimal polynomial of $\theta$ over $K$ and $\Omega=K[\theta]$. As a consequence, $[\Omega: K]=\operatorname{deg} f=\operatorname{deg} F=n$.

Lemma 16.1.4 Let $F \in K[X, Y]$ be a binary form of degree $n>0$.
(i) There exist a $K$-algebra $\Omega$ and $(\alpha: \beta) \in \mathbb{P}^{1}(\Omega)$ such that $F$ is associated with $(\Omega,(\alpha: \beta))$.
(ii) Let $\Omega^{\prime}$ be another $K$-algebra and $\left(\alpha^{\prime}: \beta^{\prime}\right) \in \mathbb{P}^{1}\left(\Omega^{\prime}\right)$ such that $F$ is associated with $\left(\Omega^{\prime},\left(\alpha^{\prime}: \beta^{\prime}\right)\right)$. Then there exists a $K$-algebra isomorphism $\sigma: \Omega \rightarrow$ $\Omega^{\prime}$ that maps $(\alpha: \beta)$ to $\left(\alpha^{\prime}: \beta^{\prime}\right)$.

Proof (i) Choose $U \in \mathrm{GL}(2, K)$ with $F_{U}(1,0) \neq 0$, and put $f(X):=F_{U}(X, 1)$. Then take $\Omega:=K[X] /(f), \theta:=X \bmod f$ and $(\alpha: \beta):=\langle U\rangle(\theta: 1)$.
(ii) Define $\theta^{\prime} \in \Omega^{\prime}$ by $\left(\theta^{\prime}: 1\right):=\langle U\rangle^{-1}\left(\alpha^{\prime}: \beta^{\prime}\right)$. Then $f$ is the monic minimal polynomial of $\theta^{\prime}$ and $\Omega^{\prime}=K\left[\theta^{\prime}\right]$. Hence there is a $K$-algebra isomorphism $\sigma: \Omega \rightarrow \Omega^{\prime}: \theta \mapsto \theta^{\prime}$, and this maps $(\alpha: \beta)$ to $\left(\alpha^{\prime}: \beta^{\prime}\right)$.

We are assuming throughout that $K$ has zero characteristic, but the above proof is valid for any field $K$, as long as there exists $U \in \operatorname{GL}(2, K)$ with $F_{U}(1,0) \neq 0$. Such $U$ need not exist if $K$ has too few elements, e.g., if $K=\mathbb{F}_{2}$ and $F=X Y(X+Y)$.

The case of binary forms of non-zero discriminant is most relevant for us, and we consider this in more detail. Let $F \in K[X, Y]$ be a binary form of discriminant $D(F) \neq 0$. Then $F=F_{1} \cdots F_{q}$, where $F_{1}, \ldots, F_{q}$ are pairwise non-proportional irreducible binary forms in $K[X, Y]$. For $i=1, \ldots, q$, let $L_{i}=$ $K,\left(\alpha_{i}: \beta_{i}\right)=(1: 0)$ if $F_{i}=c Y$ for some $c \in K^{*}$, and $L_{i}=K\left(\theta_{i}\right),\left(\alpha_{i}: \beta_{i}\right)=$ $\left(\theta_{i}: 1\right)$ where $F_{i}\left(\theta_{i}, 1\right)=0$ otherwise. Define $\Omega(F):=L_{1} \times \cdots \times L_{q}, \alpha_{F}:=$ $\left(\alpha_{1}, \ldots, \alpha_{q}\right), \beta_{F}:=\left(\beta_{1}, \ldots, \beta_{q}\right)$. Then $F$ is associated with $\left(\Omega(F),\left(\alpha_{F}: \beta_{F}\right)\right)$.

### 16.2 Definition of the invariant order

In what follows, let $K$ be a field of characteristic $0, \Omega$ a finite dimensional, commutative, associative $K$-algebra with unit element, $A$ an integrally closed integral domain with quotient field $K$, and $A_{\Omega}$ the integral closure of $A$ in $\Omega$.

Let $(\alpha: \beta) \in \mathbb{P}^{1}(\Omega)$ and suppose that $(\alpha: \beta)$ has degree $n \geq 2$ over $K$. Further, let $\mathfrak{a}$ be a non-zero ideal of $A$. Then define the $A$-modules

$$
\left.\begin{array}{l}
\mathscr{M}_{\alpha, \beta}:=\left\{\sum_{i=0}^{n-1} x_{i} \alpha^{i} \beta^{n-1-i}: x_{i} \in A \text { for } i=0, \ldots, n-1\right\},  \tag{16.2.1}\\
\mathscr{N}_{(\alpha ; \beta), \mathfrak{a}}:=\left\{\xi \in \Omega: \xi \mathscr{M}_{\alpha, \beta} \subseteq \mathfrak{a} \mathscr{M}_{\alpha, \beta}\right\}, \\
A_{(\alpha ; \beta), \mathfrak{a}}:=A+\mathscr{N}_{(\alpha ; \beta), \mathfrak{a} \cdot} .
\end{array}\right\}
$$

We note that $\mathscr{M}_{\alpha, \beta}$ depends on the choice of the homogeneous coordinates
of $(\alpha: \beta)$. In fact, if $\left(\alpha^{\prime}: \beta^{\prime}\right)$ is any other choice of homogeneous coordinates, then $\alpha^{\prime}=\lambda \alpha, \beta^{\prime}=\lambda \beta$ for some $\lambda \in \Omega^{*}$, and thus, $\mathscr{M}_{\alpha^{\prime}, \beta^{\prime}}=\lambda^{n-1} \mathscr{M}_{\alpha, \beta}$. However, $\mathscr{N}_{(\alpha ; \beta), \mathrm{a}}, A_{(\alpha ; \beta), \mathrm{a}}$ are independent of the choice of the homogeneous coordinates.

Lemma 16.2.1 The $A$-module $A_{(\alpha ; \beta), \mathrm{a}}$ is an $A$-algebra, and $A \subseteq A_{(\alpha ; \beta), a} \subseteq A_{\Omega}$.
Proof Put $\mathscr{M}:=\mathscr{M}_{\alpha, \beta}, \mathscr{N}:=\mathscr{N}_{(\alpha ; \beta), \mathrm{a}}$.
To show that $A_{(\alpha ; \beta), \mathrm{a}}$ is an $A$-algebra, we only have to show that it is closed under multiplication. Let $\gamma_{i}=x_{i}+\xi_{i}$ with $x_{i} \in A, \xi_{i} \in \mathscr{N}$ for $i=1,2$. Then $\xi_{1} \xi_{2} \mathscr{M} \subseteq \xi_{1} \mathscr{M} \subseteq \mathfrak{a} \mathscr{M}$, hence $\xi_{1} \xi_{2} \in \mathscr{N}$, and so $\gamma_{1} \gamma_{2} \in A_{(\alpha ; \beta) \mathfrak{a}}$.

It remains to show that $A_{(\alpha ; \beta), \mathfrak{a}} \subseteq A_{\Omega}$, and to this end it suffices to show that every element of $\mathscr{N}$ is integral over $A$. Take $\xi \in \mathscr{N}$. Then $\xi \alpha^{i} \beta^{n-1-i}=$ $\sum_{j=0}^{n-1} c_{i j} \alpha^{j} \beta^{n-1-j}$ with $c_{i j} \in A$ for $i, j=0, \ldots, n-1$, and by straightforward linear algebra,

$$
\operatorname{det}(\xi I-C) \alpha^{i} \beta^{n-1-i}=0 \text { for } i=0, \ldots, n-1,
$$

where $C$ is the $n \times n$-matrix with $c_{i j}$ on the $i$-th row and $j$-th column, and $I$ is the $n \times n$ unit matrix. Take $\gamma, \delta \in \Omega$ with $\gamma \alpha+\delta \beta=1$. Then taking $\Omega$-linear combinations we get $\operatorname{det}(\xi I-C)=\operatorname{det}(\xi I-C)(\gamma \alpha+\delta \beta)^{n-1}=0$. Hence $\xi$ is a zero of a monic polynomial from $A[X]$, i.e., it is integral over $A$.

We observe here that a $K$-algebra isomorphism $\varphi: \Omega \rightarrow \Omega^{\prime}$ induces an $A$-algebra isomorphism from $A_{(\alpha ; \beta), \mathfrak{a}}$ to $A_{(\varphi(\alpha): \varphi(\beta), \mathfrak{a}}$.

The next lemma states that the order $A_{(\alpha ; \beta), \mathfrak{a}}$ defined above is compatible with localization.

Lemma 16.2.2 Let $\mathscr{S}$ be a multiplicative subset of $A,(\alpha: \beta) \in \mathbb{P}^{1}(\Omega)$, and $\mathfrak{a}$ a non-zero ideal of A. Then

$$
\left(\mathscr{S}^{-1} A\right)_{(\alpha ; \beta), \mathscr{S}^{-1} \mathfrak{a}}=\mathscr{S}^{-1} A_{(\alpha ; \beta), \mathfrak{a}} .
$$

Proof Straightforward.
We prove an invariance property.
Lemma 16.2.3 Let $(\alpha: \beta),\left(\alpha^{\prime}: \beta^{\prime}\right) \in \mathbb{P}^{1}(\Omega)$ be such that

$$
\left(\alpha^{\prime}: \beta^{\prime}\right)=\langle U\rangle(\alpha: \beta) \text { for some } U \in \mathrm{GL}(2, A),
$$

and let $\mathfrak{a}$ be a non-zero ideal of $A$. Then $A_{\left(\alpha^{\prime}: \beta^{\prime}\right), \mathfrak{a}}=A_{(\alpha ; \beta), \mathfrak{a}}$.
Proof Without loss of generality, $\alpha^{\prime}=a \alpha+b \beta, \beta^{\prime}=c \alpha+d \beta$, where $U=$ $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. Then clearly, $\mathscr{M}_{\alpha^{\prime}, \beta^{\prime}} \subseteq \mathscr{M}_{\alpha, \beta}$, and by symmetry we also have the other inclusion. This easily implies our lemma.

In the case that $A$ is a Dedekind domain, Lemma 16.2 .3 can be extended. Recall that for a Dedekind domain $A$, we denote by $\mathscr{P}(A)$ the collection of non-zero prime ideals of $A$. Further, for every $\mathfrak{p} \in \mathscr{P}(A)$, we denote by $A_{\mathfrak{p}}$ the localization of $A$ at $\mathfrak{p}$. This is equal to $A_{\mathfrak{p}}=\mathscr{S}_{\mathfrak{p}}^{-1} A=\left\{x \in K: \operatorname{ord}_{\mathfrak{p}}(x) \geq 0\right\}$, where $\mathscr{S}_{\mathfrak{p}}:=A \backslash \mathfrak{p}$.

Lemma 16.2.4 Let A be a Dedekind domain of characteristic 0. Further, let $\mathfrak{a}$ be a non-zero ideal of $A$ and let $(\alpha: \beta),\left(\alpha^{\prime}: \beta^{\prime}\right) \in \mathbb{P}^{1}(\Omega)$ be such that for every $\mathfrak{p} \in \mathscr{P}(A)$ there is $U_{\mathfrak{p}} \in \operatorname{GL}\left(2, A_{\mathfrak{p}}\right)$ with $\left(\alpha^{\prime}: \beta^{\prime}\right)=\left\langle U_{\mathfrak{p}}\right\rangle(\alpha: \beta)$. Then $A_{\left(\alpha^{\prime} ; \beta^{\prime}\right), \mathfrak{a}}=A_{(\alpha ; \beta), a}$.

Proof We first observe that $A_{(\alpha ; \beta), \alpha}$ is finitely generated as an $A$-module, in other words, it is an $A$-lattice of the $K$-vector space $K \cdot A_{(\alpha ; \beta), a}$. Indeed, choose $\gamma, \delta \in \Omega$ such that $\gamma \alpha+\delta \beta=1$. Then for $a \in A, \xi \in \mathscr{N}_{(\alpha ; \beta), a}$ we have

$$
a+\xi=a+(\gamma \alpha+\delta \beta)^{n-1} \xi \in A+\sum_{k=0}^{n-1} \gamma^{n-1-k} \delta^{k} \mathscr{M}_{\alpha, \beta}
$$

Therefore, $A_{(\alpha: \beta), \mathrm{a}}$ is contained in a finitely generated $A$-module, hence is itself finitely generated.
Let $\mathfrak{p} \in \mathscr{P}(A)$, and put $\mathfrak{a}_{\mathfrak{p}}:=A_{\mathfrak{p}}$ a. By Lemma 16.2 .3 , the $A_{\mathfrak{p}}$-orders $\left(A_{\mathfrak{p}}\right)_{\left(\alpha^{\prime}: \beta^{\prime}\right), \mathfrak{a}_{\mathfrak{p}}}$, $\left(A_{\mathfrak{p}}\right)_{(\alpha ; \beta), \mathfrak{a}_{\mathfrak{p}}}$ are equal. Further, by Lemma $16.2 .2,\left(A_{\mathfrak{p}}\right)_{(\alpha ; \beta), \mathfrak{a}_{\mathfrak{p}}}$ is precisely the localization $A_{\mathfrak{p}} \cdot A_{(\alpha ; \beta), \mathfrak{a}}$ of $A_{(\alpha ; \beta), \mathfrak{a}}$ at $\mathfrak{p}$, and likewise for $\left(\alpha^{\prime}, \beta^{\prime}\right)$. Together with Proposition 2.9.1, this implies

$$
A_{\left(\alpha^{\prime}: \beta^{\prime}\right), \mathfrak{a}}=\bigcap_{p \in \mathscr{P}(A)}\left(A_{\mathfrak{p}}\right)_{\left(\alpha^{\prime} ; \beta^{\prime}\right), \mathfrak{a}_{\mathfrak{p}}}=\bigcap_{p \in \mathscr{P}(A)}\left(A_{\mathfrak{p}}\right)_{(\alpha ; \beta), \mathfrak{a}_{\mathfrak{p}}}=A_{(\alpha ; \beta), \mathfrak{a}}
$$

We call $\theta, \theta^{\prime} \in \Omega \mathrm{GL}(2, A)$-equivalent if $\left(\theta^{\prime}: 1\right)=\langle U\rangle(\theta: 1)$ for some $U \in \operatorname{GL}(2, A)$. If $U=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$, this means that $c \theta+d \in \Omega^{*}$, and $\theta^{\prime}=\frac{a \theta+b}{c \theta+d}$. This is obviously an equivalence relation.
For $\theta \in \Omega$ we define $A_{\theta}:=A_{(\theta: 1),(1)}$. Clearly, if $\theta$ has degree $n$ over $K$, we have

$$
\begin{align*}
A_{\theta}= & \left\{\xi \in \Omega: \xi \mathscr{M}_{\theta} \subseteq \mathscr{M}_{\theta}\right\}, \\
& \text { where } \mathscr{M}_{\theta}:=\mathscr{M}_{\theta, 1}=\left\{\sum_{i=0}^{n-1} x_{i} \theta^{i}: x_{i} \in A\right\} . \tag{16.2.2}
\end{align*}
$$

By Lemma 16.2.1, $A_{\theta}$ is an $A$-subalgebra of $A_{\Omega}$.
Lemma 16.2.5 (i) Assume that $\theta, \theta^{\prime} \in \Omega$ are $\mathrm{GL}(2, A)$-equivalent. Then $A_{\theta}=$ $A_{\theta^{\prime}}$.
(ii) Let A be a Dedekind domain of characteristic 0 , and assume that $\theta, \theta^{\prime} \in \Omega$ are $\mathrm{GL}\left(2, A_{\mathfrak{p}}\right)$-equivalent for every $\mathfrak{p} \in \mathscr{P}(A)$. Then $A_{\theta}=A_{\theta^{\prime}}$.

Proof Immediate consequence of Lemmas 16.2.3, 16.2.4
We keep our assumption that $A$ is integrally closed.
Lemma 16.2.6 Let $\theta \in \Omega$, and assume that $\theta$ is integral over $A$. Then $A_{\theta}=$ $A[\theta]$.

Proof By Proposition 5.3.1 we have $\mathscr{M}_{\theta}=A[\theta]$. Then 16.2.2 implies $A_{\theta}=$ $A[\theta]$.

We now introduce the $A$-algebra isomorphism class of invariant $A$-orders of a binary form from $A[X, Y]$. We keep our assumptions that $A$ is integrally closed and its quotient field $K$ has characteristic 0 .

Definition 16.2.7 Let $F \in A[X, Y]$ be a non-zero binary form of degree $n \geq 2$. Choose a $K$-algebra $\Omega$ and $(\alpha: \beta) \in \mathbb{P}^{1}(\Omega)$ such that $F$ is associated with $(\Omega,(\alpha: \beta)$ ) (see Definition 16.1.3). Denote by $(F)$ the ideal of $A$ generated by the coefficients of $F$. Then we define

$$
A_{F}:=\text { the } A \text {-algebra isomorphism class represented by } A_{(\alpha ; \beta),(F)} \text {. }
$$

By Lemma 16.1 .4 this is well-defined. The elements of $A_{F}$ are called the invariant $A$-orders of $F$.

Proposition 16.2.8 Let $F, F^{\prime} \in A[X, Y]$ be two non-zero $\mathrm{GL}(2, A)$-equivalent non-zero binary forms of degree $n \geq 2$. Then $A_{F}=A_{F^{\prime}}$.

Proof By assumption, $F^{\prime}=\varepsilon F_{U}$ for some $U \in \operatorname{GL}(2, A), \varepsilon \in A^{*}$. Choose $(\Omega,(\alpha: \beta))$ associated with $F$. Then $\left(\Omega,\left\langle U^{-1}\right\rangle(\alpha: \beta)\right)$ is associated with $F^{\prime}$. Further, $\left(F^{\prime}\right)=(F)$ since the coefficients of $G$ are $A$-linear combinations of those of $F$ and vice-versa. Now apply Lemma 16.2.3

A free $A$-order of rank $n$ is an $A$-algebra that as an $A$-module is free of rank $n$. We keep assuming that $A$ is integrally closed and of characteristic 0 . The next theorem implies that the invariant $A$-orders of $F$ are free $A$-orders of rank equal to the degree of $F$.

Theorem 16.2.9 Let $F=a_{0} X^{n}+a_{1} X^{n-1} Y+\cdots+a_{n} Y^{n} \in A[X, Y]$ be a non-zero binary form of degree $n \geq 2, \Omega$ a K-algebra, and $(\alpha: \beta) \in \mathbb{P}^{1}(\Omega)$ such that $F$ is associated with $(\Omega,(\alpha: \beta))$
(i) $A_{(\alpha ; \beta),(F)}$ is a free $A$-order of rank $n$ with basis $\left\{1, \omega_{1}, \ldots,, \omega_{n-1}\right\}$, where $\omega_{1}, \ldots, \omega_{n-1}$ and $\omega_{n}=-F(0,1)$ are the unique elements of $\Omega$ satisfying

$$
\begin{equation*}
\alpha F=(\beta X-\alpha Y)\left(\omega_{1} X^{n-1}+\omega_{2} X^{n-2} Y+\cdots+\omega_{n} Y^{n-1}\right) \tag{16.2.3}
\end{equation*}
$$

(ii) We have

$$
\begin{equation*}
\omega_{i} \omega_{j}=-\sum_{\max (i+j-n, 1) \leq k \leq i} a_{i+j-k} \omega_{k}+\sum_{j<k \leq \min (i+j, n)} a_{i+j-k} \omega_{k} \tag{16.2.4}
\end{equation*}
$$

for $i, j \in\{1, \ldots, n-1\}$.
(iii) Suppose $F$ has discriminant $D(F) \neq 0$. Then $\Omega$ is a finite étale $K$-algebra, and

$$
\begin{equation*}
D_{\Omega / K}\left(1, \omega_{1}, \ldots, \omega_{n-1}\right)=D(F) . \tag{16.2.5}
\end{equation*}
$$

Proof (i). It is clear that $\omega_{1}, \ldots, \omega_{n}$, if they exist, are independent of the choice of the homogeneous coordinates $(\alpha: \beta)$.

Assume for the moment that $a_{0} \neq 0$. Then by Lemma 16.1 .2 we may take $(\alpha: \beta)=(\theta: 1)$, and we may rewrite 16.2 .3 as

$$
\begin{equation*}
\theta F=(X-\theta Y)\left(\omega_{1} X^{n-1}+\cdots+\omega_{n} Y^{n-1}\right) \tag{16.2.6}
\end{equation*}
$$

By induction, one easily shows that this relation is satisfied by precisely one tuple $\left(\omega_{1}, \ldots, \omega_{n}\right)$, that is,

$$
\begin{equation*}
\omega_{i}=a_{0} \theta^{i}+a_{1} \theta^{i-1}+\cdots+a_{i-1} \theta(i=1, \ldots, n) \tag{16.2.7}
\end{equation*}
$$

Notice that $\omega_{n}=-a_{n}=-F(0,1)$.
Write $\mathscr{M}:=\mathscr{M}_{\theta, 1}, \mathscr{N}:=\mathscr{N}_{(\theta: 1),(F)}$. Then $A_{(\theta: 1),(F)}=A+\mathscr{N}$. Since $F$ is associated with $(\Omega,(\theta: 1))$ we have $\Omega=K[\theta]$, hence $\left\{1, \theta, \ldots, \theta^{n-1}\right\}$ is a $K$-basis of $\Omega$. This implies that $1, \omega_{1}, \ldots, \omega_{n-1}$ are linearly independent over $A$. Now statement (i) follows once we have shown that $\omega_{1}, \ldots, \omega_{n-1} \in \mathscr{N}$ and conversely that every element of $\mathscr{N}$ is an $A$-linear combination of $1, \omega_{1}, \ldots, \omega_{n-1}$.

First observe that for $i=1, \ldots, n-1, j=0, \ldots, n-1$ we have

$$
\omega_{i} \theta^{j}=\left\{\begin{array}{cc}
\sum_{k=0}^{i-1} a_{k} \theta^{i+j-k} & \text { if } i+j \leq n-1, \\
-\sum_{k=i}^{n} a_{k} \theta^{i+j-k} & \text { if } i+j \geq n
\end{array}\right\} \in(F) \cdot \mathscr{M}
$$

Hence $\omega_{i} \in \mathscr{N}$ for $i=1, \ldots, n-1$.
We now show by induction on $i$ that if $\xi=\sum_{j=0}^{i} b_{j} \theta^{j} \in \mathscr{N}$, with $b_{0}, \ldots, b_{i} \in$ $K$, then $\xi$ is an $A$-linear combination of $1, \omega_{1}, \ldots, \omega_{i}$. First, let $i=0$. Then for $b_{0} \in \mathscr{N} \cap K$ we have $b_{0} \in(F) \cdot \mathscr{M}$, which implies $b_{0} \in A$. Now let $i>0$ and assume our assertion is true for all integers $<i$. From $\xi \in(F) \cdot \mathscr{M}$ we infer $b_{0}, \ldots, b_{i} \in(F)$. Further, we have

$$
\xi \theta^{n-i}=\sum_{j=0}^{i-1} b_{j} \theta^{n+j-i}-\frac{b_{i}}{a_{0}}\left(\sum_{j=0}^{n-1} a_{n-j} \theta^{j}\right) \in(F) \cdot \mathscr{M}
$$

which implies that $b_{i} a_{j} / a_{0} \in(F)$ for $j=1, \ldots, n$. Hence $\left(b_{i} / a_{0}\right)(F) \subseteq(F)$. By an argument similar to that in the proof of Lemma 16.2.1, it follows that $b_{i} / a_{0}$ is integral over $A$, hence $b_{i} / a_{0} \in A$ by our assumption that $A$ is integrally closed. By applying the induction hypothesis to $\xi-\left(b_{i} / a_{0}\right) \omega_{i}$, it follows that $\xi$ is an $A$-linear combination of $1, \omega_{1}, \ldots, \omega_{i}$. This completes our induction step, and finishes the proof of (i) in the case $a_{0} \neq 0$.
Now let $a_{0}=0$. There is $m \in \mathbb{Z}$ such that $F(1, m) \neq 0$. Let $F^{\prime}(X, Y):=$ $F(X, m X+Y)=b_{0} X^{n}+\cdots+b_{n} Y^{n}$. Then $b_{0} \neq 0$, and thus, $\beta-m \alpha \in \Omega^{*}$ by Lemma 16.1.2. We put $\theta:=\alpha /(\beta-m \alpha)$, so that $(\alpha: \beta-m \alpha)=(\theta: 1)$. Then $F^{\prime}$ is associated with $(\Omega,(\theta: 1))$. Further, $\mathfrak{D}:=A_{(\alpha: \beta),(F)}$ equals $A_{(\theta: 1),\left(F^{\prime}\right)}$ by Lemma 16.2.3. Applying the just established 16.2.6) to $F^{\prime}$, we infer that $\mathfrak{D}$ has $A$-module basis $\left\{1, \rho_{1}, \ldots, \rho_{n-1}\right\}$, where

$$
\begin{equation*}
\theta F^{\prime}=(X-\theta Y)\left(\rho_{1} X^{n-1}+\rho_{2} X^{n-2} Y+\cdots+\rho_{n} Y^{n-1}\right) \tag{16.2.8}
\end{equation*}
$$

with $\rho_{n}=-b_{n}$. Multiplying with $\beta-m \alpha$, substituting $-m X+Y$ for $Y$ and using $F(X, Y)=F^{\prime}(X,-m X+Y)$, we obtain an identity of the type 16.2.3), where $\omega_{1}, \ldots, \omega_{n}$ are related to $\rho_{1}, \ldots, \rho_{n}$ by

$$
\sum_{i=1}^{n} \omega_{i} X^{n-i} Y^{i-1}=\sum_{i=1}^{n} \rho_{i} X^{n-i}(-m X+Y)^{i-1}
$$

This implies

$$
\begin{equation*}
\left(\omega_{1}, \ldots, \omega_{n}\right)=\left(\rho_{1}, \ldots, \rho_{n}\right) T \tag{16.2.9}
\end{equation*}
$$

where $T$ is a lower triangular $n \times n$-matrix with entries from $\mathbb{Z}$ and ones on the diagonal. Further, $\omega_{n}=\rho_{n}=-F^{\prime}(0,1)=-F(0,1)$. Since $\rho_{1}, \ldots, \rho_{n}$ with 16.2.8 are uniquely determined, also $\omega_{1}, \ldots, \omega_{n}$ with 16.2.3 are uniquely determined. Further, since $\rho_{n} \in A$, the elements $1, \omega_{1}, \ldots, \omega_{n-1}$ form an $A$ basis of $\mathfrak{D}$. This proves (i) in full generality.
(ii). In view of 16.2.3) we have

$$
\begin{equation*}
\alpha\left(a_{i}+\omega_{i}\right)=\beta \omega_{i+1} \text { for } i=0, \ldots, n, \tag{16.2.10}
\end{equation*}
$$

where we have set $\omega_{0}=\omega_{n+1}:=0$. There are $\gamma, \delta \in \Omega$ such that $\gamma \alpha+\delta \beta=1$. An easy computation shows that for $i=0, \ldots, n$ we have $\omega_{i+1}=\kappa_{i} \alpha, a_{i}+\omega_{i}=\kappa_{i} \beta$, where $\kappa_{i}=\delta\left(a_{i}+\omega_{i}\right)+\gamma \omega_{i+1}$. Combined with 16.2.10) this gives

$$
\begin{equation*}
\left(a_{i}+\omega_{i}\right) \omega_{j+1}=\omega_{i+1}\left(a_{j}+\omega_{j}\right) \text { for } i, j=0, \ldots, n \tag{16.2.11}
\end{equation*}
$$

The identities 16.2 .4 are easily seen to hold for all pairs $(i, j)$ with $i=0$, $j=0, \ldots, n$ or with $i=0, \ldots, n, j=n$. Then these identities can be deduced in a straightforward manner for the other pairs $(i, j)$ by repeatedly applying 16.2.11.
(iii). First let $a_{0} \neq 0$. Since $D(F) \neq 0$, the polynomial $F(X, 1)$ is separable, hence $\Omega=K[\theta]$ is a finite étale $K$-algebra. Further, 16.2 .5 follows from Corollary 1.5.2 (ii). Next, let $a_{0}=0$ and let $F^{\prime}, \rho_{1}, \ldots, \rho_{n-1}$ be as in the proof of (i). Then $D\left(F^{\prime}\right)=D(F) \neq 0$, and $D_{\Omega / K}\left(1, \omega_{1}, \ldots, \omega_{n-1}\right)=D_{\Omega / K}\left(1, \rho_{1}, \ldots, \rho_{n-1}\right)$ by (1.5.3) and 16.2.9). This implies again (iii).

So far, we have defined invariant orders only for non-zero binary forms with coefficients in an integrally closed domain of characteristic 0 . Although not needed later, for completeness we extend this to arbitrary commutative rings $A$ and arbitrary binary forms $F \in A[X, Y]$, where we allow that $F=0$, i.e., all coefficients of $F$ are 0 . We define the invariant $A$-order of $F$ formally, i.e., by giving a free $A$-module basis for it, together with a multiplication table for its basis elements.

Definition 16.2.10 Let $A$ be an arbitrary commutative ring and $F \in A[X, Y]$ a binary form of degree $n \geq 2$, given by $F=\sum_{i=0}^{n} a_{i} X^{n-i} Y^{i}$. Define $A_{F}$ to be the $A$-algebra isomorphism class represented by the $A$-algebra with free $A$-module basis $\left\{1, \omega_{1}, \ldots, \omega_{n-1}\right\}$ where $\omega_{1}, \ldots, \omega_{n-1}$ and $\omega_{n}=-a_{n}$ satisfy 16.2.4. The elements of $A_{F}$ are called the invariant $A$-orders of $F$.

Theorem 16.2 .9 implies that if $A$ is an integrally closed domain of characteristic 0 , then the class $A_{F}$ defined in Definition 16.2 .10 coincides with the one defined in Definition 16.2 .7 Hence in this case the $A$-orders in $A_{F}$ are commutative and associative.
We prove that this holds for arbitrary commutative rings $A$. For this we have to show that $\omega_{i} \omega_{j}=\omega_{j} \omega_{i}$ and $\left(\omega_{i} \omega_{j}\right) \omega_{k}=\omega_{i}\left(\omega_{j} \omega_{k}\right)$ for all $i, j, k$. Using 16.2 .4 , we see that these relations are equivalent to certain identities in $\mathbb{Z}\left[a_{0}, \ldots, a_{n}\right]$. To verify these, we may as well assume that $a_{0}, \ldots, a_{n}$ are indeterminates. Then $A^{\prime}:=\mathbb{Z}\left[a_{0}, \ldots, a_{n}\right]$ is integrally closed and of characteristic 0 , and so the orders in $A_{F}^{\prime}$ are commutative and associative. This implies that indeed the required polynomial identities in the $a_{i}$ are satisfied.

We now extend Proposition 16.2.8 to arbitrary commutative rings.
Proposition 16.2.11 Let $A$ be any non-zero commutative ring, and $F, F^{\prime} \in$ $A[X, Y]$ two $\mathrm{GL}(2, A)$-equivalent binary forms of degree $n \geq 2$. Then $A_{F^{\prime}}=A_{F}$.

Proof Let $F^{\prime}=\varepsilon F_{U}$ with $\varepsilon \in A^{*}$ and $U=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \mathrm{GL}(2, A)$, and define the ring

$$
A^{\prime \prime}:=\mathbb{Z}\left[a_{0}, \ldots, a_{n}, a, b, c, d, \varepsilon, \varepsilon^{-1},(a d-b c)^{-1}\right]
$$

Clearly, the coefficients $a_{0}^{\prime}, \ldots, a_{n}^{\prime}$ of $F^{\prime}$ belong to $A^{\prime \prime}$. Put $\omega_{0}:=1, \omega_{0}^{\prime}:=$ 1. Choose the invariant $A$-order of $F$ with $A$-basis $\left\{1, \omega_{1}, \ldots, \omega_{n-1}\right\}$ satisfying
16.2.4. It suffices to prove that there are $\omega_{1}^{\prime}, \ldots, \omega_{n-1}^{\prime}$ satisfying 16.2.4 with $a_{0}, \ldots, a_{n}$ replaced by $a_{0}^{\prime}, \ldots, a_{n}^{\prime}$, as well as $b_{i j} \in A^{\prime \prime}, b^{i j} \in A^{\prime \prime}$, such that $\omega_{i}^{\prime}=\sum_{j=0}^{n-1} b_{i j} \omega_{j}, \omega_{i}=\sum_{j=0}^{n-1} b^{i j} \omega_{j}^{\prime}$ for $i=0, \ldots, n-1$. By substituting these expressions into 16.2 .4 , we can translate the problem into a particular system of polynomial equations with coefficients in $A^{\prime \prime}$ to be solved in $b_{i j}, b^{i j} \in A^{\prime \prime}$.

Since in this system of equations, both the coefficients and the unknowns are rational functions in $a_{0}, \ldots, a_{n}, \varepsilon, a, b, c, d$, it suffices to verify the existence of the $b_{i j}, b^{i j}$ in the case that $a_{0}, \ldots, a_{n}, \varepsilon, a, b, c, d$ are indeterminates. Then $A^{\prime \prime}$ is integrally closed and of characteristic 0 . Now the existence of $b_{i j}, b^{i j}$ as above follows from Proposition 16.2 .8 and Theorem 16.2.9, applied to $A^{\prime \prime}$.
Example Let $f=X^{n}+a_{1} X^{n-1}+\cdots+a_{n} \in A[X]$ be a monic polynomial of degree $n \geq 2$ and $F(X, Y)=X^{n} f(X / Y)$. Take the invariant $A$-order of $F$ with $A$-module basis $\left\{1, \omega_{1}, \ldots, \omega_{n-1}\right\}$ satisfying 16.2.7 with $a_{0}=1$, and let $\omega_{n}:=-a_{n}$. Then $\omega_{1}\left(\omega_{i}+a_{i}\right)=\omega_{i+1}$ for $i=1, \ldots, n-1$, and thus, $\omega_{i}=$ $\omega_{1}^{i}+a_{1} \omega_{1}^{i-1}+\cdots a_{i-1} \omega_{1}$ for $i=1, \ldots, n$ by induction on $i$. It follows that our invariant $A$-order has $A$-module basis $\left\{1, \omega_{1}, \ldots, \omega_{1}^{n-1}\right\}$, that $f\left(\omega_{1}\right)=0$, and thus, that it is equal to $A\left[\omega_{1}\right] \cong A[X] /(f)$.

### 16.3 Binary cubic forms and cubic orders

As mentioned in the introduction, first in a special case in [Delone and Faddeev (1940)], and later in full generality in [Gan, Gross and Savin (2002)], it was shown that taking the invariant order defines a bijection from the GL( $2, \mathbb{Z}$ )equivalence classes of binary cubic forms in $\mathbb{Z}[X, Y]$ to the isomorphism classes of $\mathbb{Z}$-orders of rank 3. We mention here that this can not be extended to orders of rank $>3$. Simon [Simon (2001)] gave, for $n=4$ and $n$ any prime $\geq 5$, examples of number fields of degree $n$ whose rings of integers are not expressible as the invariant $\mathbb{Z}$-order of a binary form.

We extend the result of Delone et.al. to binary cubic forms over an arbitrary commutative ring. We mention that this extension follows from a much more general result of Deligne (unpublished, incorporated in [Wood (2011)]).

Below, $A$ will be an arbitrary commutative ring different from $\{0\}$. We allow a binary cubic form in $A[X, Y]$ to be 0 , i.e., all its coefficients are 0 . We denote the $\mathrm{GL}(2, A)$-equivalence class of a binary form $F$ by $[F]$.

Theorem 16.3.1 Let $A$ be any commutative ring with $A \neq\{0\}$. Then

$$
[F] \mapsto A_{F}
$$

defines a bijection between the GL(2, A)-equivalence classes of binary forms
from $A[X, Y]$ of degree 3, and the A-algebra isomorphism classes of free $A$ orders of rank 3.

Proof We first construct a map in the other direction, i.e., from the $A$-isomorphism classes of free $A$-orders of rank 3 to the $\mathrm{GL}(2, A)$-equivalence classes of binary cubic forms, and then show that it is the inverse of the map $[F] \mapsto A_{F}$.

Let $\mathfrak{D}$ be any free $A$-order of rank 3 . We construct a basis of $\mathfrak{D}$ with convenient properties. First, let $\left\{1, \omega_{0}, \rho_{0}\right\}$ be any $A$-basis of $\mathfrak{D}$. Then $\omega_{0} \rho_{0}=$ $k_{0}+k_{1} \omega_{0}+k_{2} \rho_{0}$ with $k_{0}, k_{1}, k_{2} \in A$. Let $\omega:=\omega_{0}-k_{2}, \rho:=\rho_{0}-k_{1}$; then $\{1, \omega, \rho\}$ is an $A$-basis of $\mathfrak{D}$ with $\omega \rho=k \in A$. Next, we have

$$
\omega^{2}=l-a_{1} \omega-a_{0} \rho, \rho^{2}=m-a_{3} \omega-a_{2} \rho,
$$

with $l, m, a_{0}, \ldots, a_{3} \in A$. Using $\left(\omega^{2}\right) \rho=\omega(\omega \rho), \omega\left(\rho^{2}\right)=(\omega \rho) \rho$ and equating the coefficients of $1, \omega, \rho$ one infers $k=a_{0} a_{3}, l=-a_{0} a_{2}, m=-a_{1} a_{3}$. That is, for $\omega, \rho$ we have the multiplication table

$$
\left.\begin{array}{l}
\omega \rho=a_{0} a_{3}  \tag{16.3.1}\\
\omega^{2}=-a_{0} a_{2}-a_{1} \omega-a_{0} \rho \\
\rho^{2}=-a_{1} a_{3}-a_{3} \omega-a_{2} \rho
\end{array}\right\}
$$

The triple $\{1, \omega, \rho\}$ is also an $A[X, Y]$-module basis of $\mathfrak{D}[X, Y]$. We define the index polynomial of a polynomial $P \in \mathfrak{D}[X, Y]$ relative to $1, \omega, \rho$ by

$$
\begin{equation*}
I_{1, \omega, \rho}(P):=\operatorname{det}\left(Q_{i j}\right)_{i, j=0,1,2} \tag{16.3.2}
\end{equation*}
$$

where the $Q_{i j}$ are the polynomials from $A[X, Y]$ given by

$$
P^{i}=Q_{i 0}+Q_{i 1} \omega+Q_{i 2} \rho \text { for } i=0,1,2 .
$$

From elementary row operations, it follows that $I_{1, \omega, \rho}(P+Q)=I_{1, \omega, \rho}(P)$ for any $Q \in A[X, Y]$. We now compute

$$
\begin{aligned}
& I_{1, \omega, \rho}(\rho Y-\omega X) \\
& \quad=\left|\begin{array}{ccc}
1 & 0 & 0 \\
0 & -X & Y \\
* & -a_{1} X^{2}-a_{3} Y^{2} & -a_{0} X^{2}-a_{2} Y^{2}
\end{array}\right| \\
& \quad=a_{0} X^{3}+a_{1} X^{2} Y+a_{2} X Y^{2}+a_{3} Y^{3}=: F(X, Y) .
\end{aligned}
$$

Let $\left\{1, \omega^{\prime}, \rho^{\prime}\right\}$ be an other $A$-module basis of $\mathfrak{D}$, satisfying (16.3.1) with $b_{0}, \ldots, b_{3}$ instead of $a_{0}, \ldots, a_{3}$, say. So

$$
I_{1, \omega^{\prime}, \rho^{\prime}}\left(\rho^{\prime} Y-\omega^{\prime} X\right)=b_{0} X^{3}+b_{1} X^{2} Y+b_{2} X Y^{2}+b_{3} Y^{3}=: F^{\prime}(X, Y) .
$$

On the other hand, we have $\omega^{\prime}=k+a \omega+b \rho, \rho^{\prime}=l+c \omega+d \rho$, where
$k, l, a, b, c, d \in A$ and $a d-b c \in A^{*}$, since $\left\{1, \omega^{\prime}, \rho^{\prime}\right\}$ is an $A$-basis of $\mathfrak{D}$. Put $X^{\prime}:=a X-c Y, Y^{\prime}:=-b X+d Y$. Then using $\rho^{\prime} Y-\omega^{\prime} X=Q+\rho X^{\prime}-\omega Y^{\prime}$ for some $Q \in A[X, Y]$ and the product rule for determinants, we have

$$
\begin{aligned}
F^{\prime}(X, Y) & =I_{1, \omega^{\prime}, \rho^{\prime}}\left(\rho Y^{\prime}-\omega X^{\prime}\right)=(a d-b c)^{-1} I_{1, \omega, \rho}\left(\omega X^{\prime}-\rho Y^{\prime}\right) \\
& =(a d-b c)^{-1} F(a X-c Y,-b X+d Y) .
\end{aligned}
$$

This shows that $F$ and $F^{\prime}$ are $\operatorname{GL}(2, A)$-equivalent. Consequently, there is a well-defined map $\varphi$ from the $A$-isomorphism classes of free $A$-orders of rank 3 to the $\mathrm{GL}(2, A)$-equivalence classes of binary cubic forms from $A[X, Y]$, defined by taking an $A$-order $\mathfrak{D}$ from the given isomorphism class, choosing any basis $\{1, \omega, \rho\}$ of $\mathfrak{D}$ satisfying (16.3.1) for certain elements $a_{0}, \ldots, a_{3}$ of $A$, and then mapping the given isomorphism class to the $\operatorname{GL}(2, A)$-equivalence class of $F:=a_{0} X^{3}+a_{1} X^{2} Y+a_{2} X Y^{2}+a_{3} Y^{3}$.
Notice that $\left\{1, \omega_{1}, \omega_{2}\right\}$, with $\omega_{1}:=\omega, \omega_{2}:=-\rho-a_{3}$, is another $A$-basis of $\mathfrak{D}$, which satisfies 16.2 .4 with $n=3$. Hence $\mathfrak{D}$ is an invariant $A$-order of $F$. This shows that $[F] \mapsto A_{F}$ is the inverse of $\varphi$.

## 17

## On the number of equivalence classes of binary forms of given discriminant

In this chapter, we deduce, among other things, explicit upper bounds for the number of $\operatorname{GL}(2, \mathbb{Z})$-equivalence classes of binary forms $F \in \mathbb{Z}[X, Y]$ with certain properties. We improve and extend results from [Bérczes, Evertse and Győry (2004)].

One of our results implies that if $\mathfrak{D}$ is a given order of a finite étale $\mathbb{Q}$-algebra $\Omega$ of degree $n$, then the number of $\operatorname{GL}(2, \mathbb{Z})$-equivalence classes of binary forms $F \in \mathbb{Z}[X, Y]$ with invariant order $\mathfrak{D}$ is bounded above by $2^{5 n^{2}}$. In [Bérczes, Evertse and Győry (2004)] this was proved with a bound $2^{24 n^{3}}$, and only in the special case that $\Omega$ is an algebraic number field. In another result, we consider binary forms $F \in \mathbb{Z}[X, Y]$ of given degree $n \geq 3$ and given discriminant $D(F)=$ $D \neq 0$, associated with a given finite étale $\mathbb{Q}$-algebra $\Omega$. We will see below that for such binary forms we have $D(F)=I^{2} D_{\Omega}$, where $I$ is a positive integer. Our result implies that the number of $\operatorname{GL}(2, \mathbb{Z})$-equivalence classes of binary forms with the above mentioned properties is $<_{n, \varepsilon} I^{(2 / n(n-1))+\varepsilon}$. In Section 17.5 we give examples which show that this cannot be improved to $I^{\gamma}$ for any $\gamma<$ $\frac{2}{n(n-1)}$.
In Section 17.1 we present in a precise form the results discussed above, together with some other results. In fact, we prove generalizations of these results over the $S$-integers of a number field; these are presented in Section 17.2. Special cases of these results, with larger bounds, were already proved in [Bérczes, Evertse and Győry (2004)]. The basic tool in the proofs of these results is Corollary 4.3.5 on the number of solutions of systems of unit equations in two unknowns, which is in turn a consequence of the result of of Beukers and Schlickewei. Section 17.3 contains some preliminaries, in Section 17.6 we prove some general results over discrete valuation domains, and in Sections 17.7, 17.8 we complete our proofs. In Section 17.9 we briefly consider binary forms over integrally closed domains that are finitely generated over $\mathbb{Z}$ and prove some basic finiteness results (i.e., without giving explicit upper bounds
for the number of equivalence classes). Here we combine the techniques from the previous sections.

### 17.1 Results over $\mathbb{Z}$

In Definition 16.2 .7 we have defined, for any integral domain $A$ of characteristic 0 , the isomorphism class $A_{F}$ of invariant $A$-orders of a binary form $F \in A[X, Y]$. In particular, this gives the class $\mathbb{Z}_{F}$ of invariant $\mathbb{Z}$-orders of a binary form $F \in \mathbb{Z}[X, Y]$. From Theorem 16.2 .9 (iii) it follows that if $\mathfrak{D}$ is an invariant $\mathbb{Z}$-order of $F$, i.e., if $\mathfrak{D}$ is in the class $\mathbb{Z}_{F}$, then $D(F)=D_{\mathfrak{D}}$, where $D_{\mathfrak{D}}$ is the discriminant of (a $\mathbb{Z}$-basis of) $\mathfrak{D}$. Theorem 14.1 .1 implies, in an effective form, that for every $n \geq 3$ and $D \neq 0$, there are only finitely many $\operatorname{GL}(2, \mathbb{Z})$ equivalence classes of binary forms $F \in \mathbb{Z}[X, Y]$ of degree $n$ and discriminant $D$. This implies that there are only finitely many $\operatorname{GL}(2, \mathbb{Z})$-equivalence classes of binary forms in $\mathbb{Z}[X, Y]$ with invariant $\mathbb{Z}$-order $\mathfrak{D}$. Our first result implies that the number of these classes can be estimated by a quantity depending only on $n$.

Theorem 17.1.1 Let $\Omega$ be a finite étale $\mathbb{Q}$-algebra with $[\Omega: \mathbb{Q}]=: n \geq 3$, and $\mathfrak{D}$ a $\mathbb{Z}$-order of $\Omega$. Then there at most

$$
2^{5 n^{2}}
$$

$\mathrm{GL}(2, \mathbb{Z})$-equivalence classes of binary forms $F \in \mathbb{Z}[X, Y]$ having invariant $\mathbb{Z}$-order $\mathfrak{D}$.

Recall that by Section 16.3 it follows that for any given $\mathbb{Z}$-order $\mathfrak{D}$ of a finite étale $\mathbb{Q}$-algebra of degree 3 , there is precisely one $\operatorname{GL}(2, \mathbb{Z})$-equivalence class of binary forms $F \in \mathbb{Z}[X, Y]$ with invariant $\mathbb{Z}$-order $\mathfrak{D}$.

Let $\Omega$ be a finite étale $\mathbb{Q}$-algebra of degree $[\Omega: \mathbb{Q}]=n \geq 3$, and $\theta \in \Omega$ with $\mathbb{Q}[\theta]=\Omega$. The $\mathbb{Z}$-order $\mathbb{Z}_{\theta}$ is given by

$$
\mathbb{Z}_{\theta}=\left\{\xi \in \Omega: \xi \mathscr{M}_{\theta} \subseteq \mathscr{M}_{\theta}\right\},
$$

where $\mathscr{M}_{\theta}$ is the $\mathbb{Z}$-module generated by $1, \theta, \ldots, \theta^{n-1}$. Recall that two elements $\theta, \theta^{\prime} \in \Omega$ are $\mathrm{GL}(2, \mathbb{Z})$-equivalent if there is $U=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \mathrm{GL}(2, \mathbb{Z})$ such that $c \theta+d \in \Omega^{*}$ and $\theta^{\prime}=\frac{a \theta+b}{c \theta+d}$.

Theorem 17.1.2 Let $\Omega$ be a finite étale $\mathbb{Q}$-algebra with $[\Omega: \mathbb{Q}]=: n \geq 3$, and $\mathfrak{D} a \mathbb{Z}$-order of $\Omega$. Then the set of $\theta$ with

$$
\begin{equation*}
\mathbb{Q}[\theta]=\Omega, \quad \mathbb{Z}_{\theta}=\mathfrak{D} \tag{17.1.1}
\end{equation*}
$$

is a union of at most $2^{5 n^{2}} \mathrm{GL}(2, \mathbb{Z})$-equivalence classes.

Theorems 17.1.1 and 17.1 .2 are deduced independently, but in a common framework. We only observe here that $\mathbb{Z}_{\theta}$ is an invariant order of a binary form $F \in \mathbb{Z}[X, Y]$. Namely, let $f \in \mathbb{Z}[X]$ be the the minimal polynomial of $\theta$ with positive leading coefficient and coefficients having greatest common divisor 1 , and define $F:=Y^{n} f(X / Y)$. Then $F$ is associated with $(\Omega,(\theta: 1))$, and $A_{(\theta: 1),(F)}=A_{\theta}$.

We now consider binary forms of given discriminant. Let $F \in \mathbb{Z}[X, Y]$ be a binary form of degree $n \geq 3$ with discriminant $D(F) \neq 0$. Assume that $F$ is associated with the finite étale $\mathbb{Q}$-algebra $\Omega$ (see Definition 16.1.3). That is, if we choose $U \in \mathrm{GL}(2, \mathbb{Q})$ such that $F(1,0) \neq 0$ and put $f(X):=F_{U}(X, 1)$, then $\Omega \cong \mathbb{Q}[X] /(f)$. Then $F$ has an invariant $\mathbb{Z}$-order $\mathfrak{D}$ of $\Omega$. Denote as usual by $O_{\Omega}$ the integral closure of $\mathbb{Z}$ in $\Omega$, and by $D_{\Omega}$ the discriminant of $O_{\Omega}$. Then since $\mathfrak{D}$ is a $\mathbb{Z}$-submodule of $O_{\Omega}$ we have, in view of Theorem 16.2 .9 . (iii) and (2.10.3),

$$
D(F)=D_{\mathfrak{O}}=\left[O_{\Omega}: \mathfrak{D}\right]^{2} D_{\Omega} .
$$

This shows that there is a positive integer $I$ such that $D(F)=I^{2} D_{\Omega}$. We consider for given $I$ the set of binary forms $F \in \mathbb{Z}[X, Y]$ such that

$$
\begin{equation*}
D(F)=I^{2} D_{\Omega}, \quad F \text { is associated with } \Omega . \tag{17.1.2}
\end{equation*}
$$

Given a positive integer $m$, denote by $\omega(m)$ the number of primes dividing $m$, and by $\tau_{r}(m)$ the number of ordered $r$-tuples of positive integers $\left(d_{1}, \ldots, d_{r}\right)$ such that $d_{1} \cdots d_{r}=m$.

Theorem 17.1.3 Let $\Omega$ be a finite étale $\mathbb{Q}$-algebra with $[\Omega: \mathbb{Q}]=n \geq 3$, and I a positive integer. Then the number of $\mathrm{GL}(2, \mathbb{Z})$-equivalence classes of binary forms $F \in \mathbb{Z}[X, Y]$ with (17.1.2) is at most

$$
\Psi(n, I):=2^{5 n^{2}(1+\omega(I))} \tau_{n(n-1) / 2}(I) \cdot I^{2 / n(n-1)} .
$$

In a less precise form, Theorem 17.1.3 states that for every $\varepsilon>0$, the number of $\operatorname{GL}(2, \mathbb{Z})$-equivalence classes of binary forms $F$ with 17.1 .2 is $<_{n, \varepsilon} I^{(2 / n(n-1))+\varepsilon}$ for every $\varepsilon>0$. In Section 17.5 we construct examples that show that this can not be improved to $I^{\gamma}$ with $\gamma<\frac{2}{n(n-1)}$. The idea of the construction is to fix a binary form $F_{0} \in \mathbb{Z}[X, Y]$ of degree $n \geq 3$ with discriminant $D\left(F_{0}\right) \neq 0$, and then take binary forms $F$ of the shape $\left(F_{0}\right)_{U}$, with $U$ a non-singular matrix with integer entries and determinant $\neq \pm 1$.
We can rule out such constructions by imposing a further restriction on the binary forms under consideration. We call a binary form $F \in \mathbb{Z}[X, Y]$ minimal if it can not be expressed as $F=a\left(F_{0}\right)_{U}$ with $F_{0}$ a binary form in $\mathbb{Z}[X, Y], a$ a non-zero integer and $U$ a non-singular $2 \times 2$-matrix with integer entries such
that $a \neq \pm 1$ or $\operatorname{det} U \neq \pm 1$. With this extra minimality condition, we obtain an upper bound $<_{n, \varepsilon} I^{\varepsilon}$ for every $\varepsilon>0$.

Theorem 17.1.4 Let $\Omega$, I be as in Theorem 17.1.3. Then the number of $\mathrm{GL}(2, \mathbb{Z})$ equivalence classes of binary forms $F \in \mathbb{Z}[X, Y]$ with

$$
D(F)=I^{2} D_{\Omega}, \quad F \text { is associated with } \Omega, F \text { is minimal }
$$

is at most

$$
2^{5 n^{2}(1+\omega(I))} \tau_{n(n-1) / 2}(I)
$$

### 17.2 Results over the $S$-integers of a number field

We present the generalizations over the $S$-integers of the results stated in Section 17.1. We fix a number field $K$ and a finite set of places $S$ of $K$, containing all infinite places. Let $s$ denote the cardinality of $S$, and $O_{S}$ the ring of $S$ integers in $K$.

Further, the following notation is used:

- given a positive integer $m$, we denote by $h_{m}\left(O_{S}\right)$ the number of ideal classes of $O_{S}$ whose $m$-th power is the principal ideal class;
- given a finite étale $K$-algebra $\Omega$, we denote by $O_{S, \Omega}$ the integral closure of $O_{S}$ in $\Omega$, and by $\mathrm{D}_{S, \Omega}$ the discriminant ideal of $O_{S, \Omega}$ over $O_{S}$, that is, the ideal of $O_{S}$ generated by all quantities $D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right)$ for $\omega_{1}, \ldots, \omega_{n} \in O_{S, \Omega}$, where $n=[\Omega: K]$;
- given a non-zero ideal $\mathfrak{a}$ of $O_{S}$, we denote by $\omega_{S}(\mathfrak{a})$ the number of prime ideals of $O_{S}$ dividing a;
- for any non-zero ideal $\mathfrak{a}$ of $O_{S}$ and positive integer $r$, we denote by $\tau_{r}(\mathfrak{a})$ the number of ordered $r$-tuples $\left(\mathfrak{D}_{1}, \ldots, \mathfrak{D}_{r}\right)$ of ideals of $O_{S}$ such that $\mathfrak{D}_{1} \cdots \mathfrak{D}_{r}=\mathfrak{a}$.
- $O_{S, F}$ is the $O_{S}$-isomorphism class of invariant $O_{S}$-orders of a binary form $F \in O_{S}[X, Y]$.

Let $\mathfrak{D}$ be a given $O_{S}$-order of a finite étale $K$-algebra $\Omega$ with $[\Omega: K]=n$ and $F \in O_{S}[X, Y]$ a binary form with invariant $O_{S}$-order $\mathfrak{D}$. Then $F$ has degree $n$. Further, by Theorem 16.2 .9 , (iii) we have $(D(F))_{S}=\mathcal{D}_{\mathfrak{D} / O_{S}}$, where $(D(F))_{S}=D(F) O_{S}$ is the ideal of $O_{S}$ generated by $D(F)$, and where $D_{\mathcal{D} / O_{S}}$ is the discriminant ideal of $\mathfrak{D}$. Hence there is a fixed $\delta$ depending only on $\mathfrak{D}$ such that $D(F) \in \delta O_{S}^{*}$. Theorem 14.2 .1 implies that there are only finitely GL( $2, O_{S}$ )-equivalence classes of such $F$. Consequently, there are only finitely
many $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms with given invariant $O_{S^{-}}$ order. We deduce a uniform upper bound for the number of these classes, depending only on $n$ and $S$, and independent of the given order.

Theorem 17.2.1 Let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=: n \geq 3$ and $\mathfrak{D}$ an $O_{S}$-order of $\Omega$. Then the number of $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms $F \in O_{S}[X, Y]$ with invariant $O_{S}$-order $\mathfrak{D}$ is at most

$$
2^{5 n^{2} s} \text { if } n \text { is odd, } 2^{5 n^{2} s} h_{2}\left(O_{S}\right) \text { if } n \text { is even. }
$$

In [Bérczes, Evertse and Győry (2004)] this result was shown in the special case that $\Omega$ is a finite extension field of degree $n$ of $K$, and with bounds $2^{24 n^{3} s}$ ( $n$ odd), $2^{24 n^{3} s} h_{2}\left(O_{S}\right)$ ( $n$ even).

In Section 17.5 we show that for every even $n \geq 4$, there exist finite étale $K$-algebras $\Omega$ with $[\Omega: K]=n$ and $O_{S}$-orders $\mathfrak{D}$ of $\Omega$, with the property that there are at least $h_{2}\left(O_{S}\right) / n^{n}$ distinct $\operatorname{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms $F \in O_{S}[X, Y]$ with invariant $O_{S}$-order $\mathfrak{D}$. Hence for even $n$, the factor $h_{2}\left(O_{S}\right)$ in the upper bound of Theorem 17.2 .1 is necessary.

The next result deals with elements of a finite étale $K$-algebra $\Omega$. Recall that two elements $\theta, \theta^{\prime}$ of $\Omega$ are called $\operatorname{GL}\left(2, O_{S}\right)$-equivalent if there is $U=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in$ $\mathrm{GL}\left(2, O_{S}\right)$ such that $c \theta+d \in \Omega^{*}$, and $\theta^{\prime}=\frac{a \theta+b}{c \theta+d}$. Further, for $\theta \in \Omega$ of degree $n$ over $K$ we define

$$
O_{S, \theta}:=\left\{\xi \in \Omega: \xi \mathscr{M}_{\theta} \subseteq \mathscr{M}_{\theta}\right\}
$$

where $\mathscr{M}_{\theta}$ is the $O_{S}$-module generated by $1, \theta, \ldots, \theta^{n-1}$.
Theorem 17.2.2 Let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=: n \geq 3$ and $\mathfrak{D}$ an $O_{S}$-order of $\Omega$. Then the set of $\theta \in \Omega$ with

$$
\begin{equation*}
K[\theta]=\Omega, \quad O_{S, \theta}=\mathfrak{D} \tag{17.2.1}
\end{equation*}
$$

is contained in a union of at most

$$
2^{5 n^{2} s} h_{2}\left(O_{S}\right)
$$

$\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes.
In Section 17.5 we show that the factor $h_{2}\left(O_{S}\right)$ in the bound is necessary.
We consider binary forms $F \in O_{S}[X, Y]$ of given discriminant. Let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K] \geq 3$, and $F \in O_{S}[X, Y]$ a binary form associated with $\Omega$, that is, if we choose $U \in \operatorname{GL}(2, K)$ with $F_{U}(1,0) \neq 0$, then $\Omega \cong K[X] /\left(F_{U}(X, 1)\right)$. Then $\Omega$ has an $O_{S}$-order $\mathfrak{D}$ that is the invariant $O_{S}$-order of $F$. By Theorem 16.2.9, (iii) and Proposition 2.10.3, we have

$$
\begin{equation*}
(D(F))_{S}=\mathfrak{D}_{\mathfrak{D} / O_{S}}=\left[O_{S, \Omega}: \mathfrak{D}\right]_{O_{S}}^{2} \mathfrak{D}_{S, \Omega}, \tag{17.2.2}
\end{equation*}
$$

where $\left[O_{S, \Omega}: \mathfrak{D}\right]_{O_{S}}$ is the index ideal of $\mathfrak{D}$ in $O_{S, \Omega}$. This shows that there is a non-zero ideal $\mathfrak{J}$ of $O_{S}$ such that $(D(F))_{S}=\mathfrak{J}^{2} \delta_{S, \Omega}$. We fix a non-zero ideal $\mathfrak{I}$ of $O_{S}$, and consider the binary forms $F \in O_{S}[X, Y]$ such that

$$
\begin{equation*}
(D(F))_{S}=\mathfrak{J}^{2} \searrow_{S, \Omega}, \quad F \text { is associated with } \Omega . \tag{17.2.3}
\end{equation*}
$$

For integers $n \geq 3, s>0$ and non-zero ideals $\mathfrak{I}$ of $O_{S}$, put

$$
\Psi(n, s, \mathfrak{I}):=2^{5 n^{2}\left(s+\omega_{S}(\mathfrak{I})\right)} \tau_{n(n-1) / 2}(\mathfrak{I}) N_{S}(\mathfrak{I})^{2 / n(n-1)}
$$

Theorem 17.2.3 Let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=: n \geq 3$, and $\mathfrak{J}$ a non-zero ideal of $O_{S}$. Then the number of $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms $F \in O_{S}[X, Y]$ with 17.2 .3 ) is at most

$$
\Psi(n, s, \mathfrak{I}) \text { if } n \text { is odd, } \Psi(n, s, \mathfrak{J}) h_{2}\left(O_{S}\right) \text { if } n \text { is even. }
$$

In Section 17.5 we show that for even $n \geq 4$ the factor $h_{2}\left(O_{S}\right)$ cannot be removed. In terms of $\mathfrak{I}$, the upper bound in Theorem 17.2 .3 is $<_{n, K, S, \varepsilon}$ $N_{S}(\mathfrak{J})^{(2 / n(n-1))+\varepsilon}$ for every $\varepsilon>0$. Also in Section 17.5, we show that this cannot be improved to $N_{S}(\mathfrak{J})^{\gamma}$ with $\gamma<\frac{2}{n(n-1)}$.
The upper bound from Theorem 17.2 .3 can be reduced to $N_{S}(\mathfrak{I})^{\varepsilon}$ for every $\varepsilon>0$ if we impose a minimality condition on the binary forms under consideration similar to that in Theorem 17.1.4 But this works only if $O_{S}$ is a principal ideal domain. A binary form $F \in O_{S}[X, Y]$ is called $O_{S}$-minimal, if it can not be expressed in the form $F=a\left(F_{0}\right)_{U}$, where $F_{0}$ is a binary form in $O_{S}[X, Y], a$ is a non-zero element of $O_{S}$, and $U$ is a non-singular $2 \times 2$-matrix with entries from $O_{S}$ such that $a \notin O_{S}^{*}$ or $U \notin \operatorname{GL}\left(2, O_{S}\right)$.

Theorem 17.2.4 Assume that $O_{S}$ is a principal ideal domain, and let $\Omega, n, \mathfrak{J}$ be as in Theorem 17.2.3. Then the binary forms $F \in O_{S}[X, Y]$ with

$$
\begin{equation*}
(D(F))_{S}=\mathfrak{J}^{2} \mathrm{D}_{S, \Omega}, \quad F \text { is associated with } \Omega, F \text { is } O_{S} \text {-minimal } \tag{17.2.4}
\end{equation*}
$$

lie in at most

$$
2^{5 n^{2}\left(s+\omega_{S}(\mathfrak{J})\right)} \tau_{n(n-1) / 2}(\mathfrak{I})
$$

$\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes.
Theorems 17.1.1 17.1.4 are immediate consequences of Theorems 17.2.117.2 .4 respectively.

## 17.3 $\Omega$-forms

In our proofs it will be necessary to keep track not only of binary forms but also of their zeros. To facilitate this, we introduce below so-called $\Omega$-forms. In
what follows, $K$ is a field of characteristic 0 and $\Omega$ a finite étale $K$-algebra with $[\Omega: K]=: n \geq 3$. We fix an algebraic closure $\bar{K}$ of $K$. Denote by $x \mapsto x^{(i)}$ $(i=1, \ldots, n)$ the $K$-homomorphisms from $\Omega$ to $\bar{K}$.

Definition 17.3.1 An $\Omega$-form is a pair $F^{*}=(F,(\alpha: \beta))$, consisting of a nonzero binary form $F \in K[X, Y]$ and a point $(\alpha: \beta) \in \mathbb{P}^{1}(\Omega)$ such that $F$ is associated with $(\Omega,(\alpha: \beta))$ (see Definition 16.1.3).

Recall that this means that if we choose $U=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \operatorname{GL}(2, K)$ such that $F_{U}(1,0) \neq 0$, then $F_{U}(X, 1)$ is the minimal polynomial of $\theta:=\frac{d \alpha-b \beta}{-c \alpha+a \theta}$ over $K$, and $\Omega=K[\theta]$. We have $F_{U}(X, 1)=a \prod_{i=1}^{n}\left(X-\theta^{(i)}\right)$ with $a \in K^{*}$, hence

$$
F=\lambda \prod_{i=1}^{n}\left(\beta^{(i)} X-\alpha^{(i)} Y\right) \text { with } \lambda \in K^{*} .
$$

The degree and discriminant of an $\Omega$-form $F^{*}=(F,(\alpha: \beta))$ are defined by

$$
\operatorname{deg} F^{*}:=\operatorname{deg} F, \quad D\left(F^{*}\right):=D(F)
$$

Recall that a non-singular matrix $U=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \mathrm{GL}(2, K)$ induces a bijective $\operatorname{map}\langle U\rangle: \mathbb{P}^{1}(\Omega) \rightarrow \mathbb{P}^{1}(\Omega)$, given by

$$
\langle U\rangle(\alpha: \beta)=(a \alpha+b \beta: c \alpha+d \beta) .
$$

For an $\Omega$-form $F^{*}=(F,(\alpha: \beta))$ and for $U \in \operatorname{GL}(2, K), \lambda \in K^{*}$, we define $\lambda F_{U}^{*}:=\left(\lambda F_{U},\left\langle U^{-1}\right\rangle(\alpha: \beta)\right)$. Notice that this is again an $\Omega$-form.

Let $A$ be an integral domain with quotient field $K$. Two $\Omega$-forms $F_{1}^{*}, F_{2}^{*}$ are called $\mathrm{GL}(2, A)$-equivalent, notation $F_{1}^{*} \stackrel{A}{\sim} F_{2}^{*}$, if $F_{2}^{*}=\varepsilon\left(F_{1}^{*}\right)_{U}$ for some $U \in \operatorname{GL}(2, A), \varepsilon \in A^{*}$. Notice that in this case, $D\left(F_{2}^{*}\right)=\eta D\left(F_{1}^{*}\right)$ for some $\eta \in A^{*}$.

Definition 17.3.2 $\operatorname{An}(\Omega, A)$-form is an $\Omega$-form $F^{*}=(F,(\alpha: \beta))$ with $F \in$ $A[X, Y]$. We define the invariant $A$-order of an $(\Omega, A)$-form $F^{*}=(F,(\alpha: \beta))$ by

$$
A_{F^{*}}:=A_{(\alpha ; \beta),(F)}
$$

(see 16.2.1).
Lemma 17.3.3 Let $F_{1}^{*}$, $F_{2}^{*}$ be two $(\Omega, A)$-forms.
(i) Suppose that $F_{1}^{*}, F_{2}^{*}$ are $\mathrm{GL}(2, A)$-equivalent. Then $A_{F_{1}^{*}}=A_{F_{2}^{*}}$.
(ii) Assume that $A$ is a Dedekind domain and suppose that $F_{1}^{*}, F_{2}^{*}$ are GL( $2, A_{\mathfrak{p}}$ )equivalent for every $\mathfrak{p} \in \mathscr{P}(A)$. Then again $A_{F_{1}^{*}}=A_{F_{2}^{*}}$.

Proof Let $F_{i}^{*}=\left(F_{i},\left(\alpha_{i}: \beta_{i}\right)\right)$ for $i=1,2$. In the situation of (i) we have $\left(F_{1}\right)=\left(F_{2}\right)$. In the situation of (ii), for every $\mathfrak{p} \in \mathscr{P}(A)$, the ideals of $A_{\mathfrak{p}}$
generated by the coefficients of $F_{1}$, resp. $F_{2}$ are equal so that again we have $\left(F_{1}\right)=\left(F_{2}\right)$. Now the lemma follows directly from Lemmas 16.2.3 and 16.2.4

We denote by $I$ the $2 \times 2$-unit matrix. Further, we define

$$
\mathrm{NS}(2, A):=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right): a, b, c, d \in A, \operatorname{det}\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \neq 0\right\} .
$$

Then for two $\Omega$-forms $F_{1}^{*}, F_{2}^{*}$ we write $F_{1}^{*} \stackrel{A}{\prec} F_{2}^{*}$ if $F_{2}^{*}=a\left(F_{1}^{*}\right)_{U}$ for some $U \in \operatorname{NS}(2, A)$ and non-zero $a \in A$.

In the lemma below we have collected some simple facts. As before, $A$ is an integral domain with quotient field $K$, and $\Omega$ a finite étale $K$-algebra with $[\Omega: K]=n \geq 3$.

Lemma 17.3.4 (i) Let $F^{*}$ be an $\Omega$-form, $U \in \operatorname{GL}(2, K)$ and $\lambda \in K^{*}$. Then $\lambda F_{U}^{*}=F^{*}$ if and only if $U=\rho I$ with $\rho \in K^{*}$ and $\rho^{n}=\lambda^{-1}$.
(ii) Let $F_{1}^{*}, F_{2}^{*}$ be two $\Omega$-forms and suppose that $F_{2}^{*}=\lambda_{0}\left(F_{1}^{*}\right)_{U_{0}}$ for some $U_{0} \in$ $\mathrm{GL}(2, K), \lambda_{0} \in K^{*}$. Then for any other $U \in \operatorname{GL}(2, K), \lambda \in K^{*}$ we have $F_{2}^{*}=$ $\lambda\left(F_{1}^{*}\right)_{U}$ if and only if $U=\rho U_{0}$ with $\rho \in K^{*}$ and $\rho^{n}=\lambda_{0} / \lambda$.
(iii) Let $F_{i}^{*},(i=1,2,3)$ be $\Omega$-forms such that $F_{1}^{*} \stackrel{A}{\prec} F_{2}^{*}, F_{2}^{*} \stackrel{A}{\prec} F_{3}^{*}$. Then $F_{1}^{*} \stackrel{A}{\prec} F_{3}^{*}$.
(iv) Let $F_{1}^{*}, F_{2}^{*}$ be two $\Omega$-forms. Then $F_{1}^{*} \stackrel{A}{<} F_{2}^{*}, F_{2}^{*} \stackrel{A}{<} F_{1}^{*} \Longleftrightarrow F_{1}^{*} \stackrel{A}{\sim} F_{2}^{*}$.

Proof (i). Let $F^{*}=(F,(\alpha: \beta))$. Then $\lambda F_{U}=F$ and $\left\langle U^{-1}\right\rangle(\alpha: \beta)=(\alpha: \beta)$. Consequently, $\langle U\rangle\left(\alpha^{(i)}: \beta^{(i)}\right)=\left(\alpha^{(i)}: \beta^{(i)}\right)$ for $i=1, \ldots, n$. Now $\langle U\rangle$ defines a projective transformation on $\mathbb{P}^{1}(\bar{K})$ having at least three fixpoints, hence it must be the identity. Therefore, $U=\rho I$ for some $\rho \in K^{*}$. So $\lambda F_{\rho I}^{*}=F^{*}$, which implies that $\rho^{n} \lambda=1$.
(ii). Let $F_{1}^{*}=\lambda F_{U}^{*}$. Then $\left(\lambda_{0} \lambda^{-1}\right)\left(F_{1}^{*}\right)_{U_{0} U^{-1}}=F^{*}$. Apply (i).
(iii). Obvious.
(iv). $\Leftarrow$ is clear. To prove $\Rightarrow$, assume $F_{1}^{*} \stackrel{A}{\prec} F_{2}^{*}, F_{2}^{*} \stackrel{A}{\prec} F_{1}^{*}$. Then there are $U_{1}, U_{2} \in \mathrm{NS}(2, A), a_{1}, a_{2} \in A \backslash\{0\}$ such that $F_{2}^{*}=a_{1}\left(F_{1}^{*}\right)_{U_{1}}, F_{1}^{*}=a_{2}\left(F_{2}^{*}\right)_{U_{2}}$. Thus $F_{1}^{*}=a_{1} a_{2}\left(F_{1}^{*}\right)_{U_{1} U_{2}}$. Hence by (i), $U_{1} U_{2}=\rho I$, with $\rho \in A$, and $\rho^{n} a_{1} a_{2}=$ 1. This implies that $\rho, a_{1}, a_{2} \in A^{*}, U_{1}, U_{2} \in \mathrm{GL}(2, A)$. Hence $F_{1}^{*} \stackrel{A}{\sim} F_{2}^{*}$.

### 17.4 Local-to-global results

Below we prove some local-to-global results in the case that $A$ is a Dedekind domain. We denote by $\mathscr{P}(A)$ the collection of prime ideals of $A$, and for $\mathfrak{p} \in$
$\mathscr{P}(A)$, we denote by $A_{\mathfrak{p}}$ the local ring of $A$ at $\mathfrak{p}$. As before, $A$ has quotient field $K$ of characteristic 0 , and $\Omega$ is a finite étale $K$-algebra with $[\Omega: K]=n \geq 3$. We first prove some results for principal ideal domains.

Lemma 17.4.1 Assume that $A$ is a principal ideal domain. Let $\mathscr{S}$ be a finite subset of $\mathscr{P}(A)$. Further, let $F_{0}^{*}$ be an $(\Omega, A)$-form, and for $\mathfrak{p} \in \mathscr{S}$ let $F_{\mathfrak{p}}^{*}$ be an $\left(\Omega, A_{\mathfrak{p}}\right)$-form, such that $F_{0}^{*}, F_{\mathfrak{p}}^{*}(\mathfrak{p} \in \mathscr{S})$ are $\mathrm{GL}(2, K)$-equivalent. Then there is an $(\Omega, A)$-form $F^{*}$ such that

$$
F^{*} \stackrel{A_{\mathfrak{p}}}{\sim} F_{\mathfrak{p}}^{*} \text { for } \mathfrak{p} \in \mathscr{S} ; \quad F^{*} \stackrel{A_{p}}{\sim} F_{0}^{*} \text { for } \mathfrak{p} \in \mathscr{P}(A) \backslash \mathscr{S} .
$$

Proof By assumption, for each $\mathfrak{p} \in \mathscr{S}$ there are $\lambda_{\mathfrak{p}} \in K^{*}$ and $V_{\mathfrak{p}} \in \operatorname{GL}(2, K)$ such that $F_{\mathfrak{p}}^{*}=\lambda_{p}\left(F_{0}^{*}\right)_{V_{p}}$. We construct $F^{*}$ of the form $b\left(F_{0}^{*}\right)_{U}$ with $b \in K^{*}$, $U \in \mathrm{GL}(2, K)$. This $F^{*}$ has the properties stated in the lemma, if $b, U$ satisfy the following conditions:

$$
\begin{gather*}
b \in A_{\mathfrak{p}}^{*} \text { for } \mathfrak{p} \in \mathscr{P}(A) \backslash \mathscr{S}, a_{\mathfrak{p}}^{-1} b \in A_{\mathfrak{p}}^{*} \text { for } \mathfrak{p} \in \mathscr{S} ;  \tag{17.4.1}\\
\left.\begin{array}{l}
U \in \operatorname{GL}\left(2, A_{\mathfrak{p}}\right) \text { for } \mathfrak{p} \in \mathscr{P}(A) \backslash \mathscr{S} \\
V_{\mathfrak{p}}^{-1} U \in \operatorname{GL}\left(2, A_{\mathfrak{p}}\right) \text { for } \mathfrak{p} \in \mathscr{S} .
\end{array}\right\} \tag{17.4.2}
\end{gather*}
$$

Since $A$ is a principal ideal domain, the prime ideals in $\mathscr{S}$ are principal, say $\mathfrak{p}_{i}=\left(p_{i}\right)$ with $p_{i} \in A$ for $i=1, \ldots, t$. Then clearly, $b:=\prod_{i=1}^{t} p_{i}^{\text {ord } p_{i}\left(a_{p_{i}}\right)}$ satisfies (17.4.1).

As for (17.4.2), for $\mathfrak{p} \in \mathscr{S}$, let $\mathbf{a}_{\mathfrak{p}}, \mathbf{b}_{\mathfrak{p}}$ be the columns of $V_{\mathfrak{p}}$, and $\mathscr{N}_{\mathfrak{p}}$ the $A_{\mathfrak{p}}$-module with basis $\left\{\mathbf{a}_{p}, \mathbf{b}_{\mathfrak{p}}\right\}$. By Proposition 2.9.2, there is an $A$-lattice $\mathscr{M}$ of the space of column vectors $K^{2}$ such that $A_{\mathfrak{p}} \mathscr{M}=A_{\mathfrak{p}}^{2}$ for $\mathfrak{p} \in \mathscr{P}(A) \backslash \mathscr{S}$, and $A_{\mathfrak{p}} \mathscr{M}=A_{\mathfrak{p}} \mathscr{N}_{\mathfrak{p}}$ for $\mathfrak{p} \in \mathscr{S}$. Since $A$ is a principal ideal domain, $\mathscr{M}$ is free of rank 2, with an $A$-basis $\{\mathbf{a}, \mathbf{b}\}$, say. Let $U$ be the matrix with columns $\mathbf{a}, \mathbf{b}$. Then it is easily seen that $U$ satisfies 17.4 .2 .

Given an integral domain $A$ and an $(\Omega, A)$-form $F^{*}$, we call $F^{*} A$-minimal, if every $(\Omega, A)$-form $F_{1}^{*}$ with $F_{1}^{*} \stackrel{A}{\prec} F^{*}$ is GL(2,A)-equivalent to $F^{*}$.
Proposition 17.4.2 Assume again that $A$ is a principal ideal domain, and let $F^{*}$ be an $(\Omega, A)$-form. Then the following two assertions are equivalent:
(i) $F^{*}$ is $A_{\mathfrak{p}}$-minimal for every $\mathfrak{p} \in \mathscr{P}(A)$;
(ii) $F^{*}$ is A-minimal.

Proof The implication (i) $\Rightarrow$ (ii) is clear. We now assume (ii) and prove (i). Take $\mathfrak{q} \in \mathscr{P}(A)$. Let $F_{\mathfrak{q}}^{*}$ be an $\left(\Omega, A_{\mathfrak{q}}\right)$-form such that $F_{\mathfrak{q}}^{*} \stackrel{A_{\mathfrak{q}}}{<} F^{*}$. We have to prove that $F_{\mathrm{q}}^{*} \stackrel{A_{9}}{\sim} F^{*}$.

By Lemma 17.4.1. there is an $(\Omega, A)$-form $F_{1}^{*}$ such that $F_{1}^{*} \stackrel{A_{9}}{\sim} F_{\mathrm{q}}^{*}$, and $F_{1}^{*} \stackrel{A_{\mathrm{p}}}{\sim}$
$F^{*}$ for $\mathfrak{p} \in \mathscr{P}(A) \backslash\{\mathfrak{q}\}$. Hence $F_{1}^{*} \stackrel{A_{\mathfrak{p}}^{*}}{\prec} F^{*}$ for every $\mathfrak{p} \in \mathscr{P}(A)$. That is, for every $\mathfrak{p} \in \mathscr{P}(A)$ there are non-zero $a_{\mathfrak{p}} \in A_{p}$, and $U_{\mathfrak{p}} \in \mathrm{NS}\left(2, A_{\mathfrak{p}}\right)$ such that $F_{1}^{*}=$ $a_{\mathfrak{p}} F_{U_{\mathfrak{p}}}^{*}$. By Lemma 17.3 .4 (ii), the matrices $U_{\mathfrak{p}}(\mathfrak{p} \in \mathscr{P}(A))$ are proportional to one another. Since $A$ is a principal ideal domain, there is a matrix $U \in \mathrm{NS}(2, A)$, with entries having gcd 1 , such that for every $\mathfrak{p} \in \mathscr{P}(A)$ we have $U_{\mathfrak{p}}=c_{p} U$ with $c_{\mathfrak{p}} \in K^{*}$ for $\mathfrak{p} \in \mathscr{P}(A)$; but in fact, $c_{\mathfrak{p}} \in A_{\mathfrak{p}}$, since $U_{\mathfrak{p}}$ has its entries in $A_{\mathfrak{p}}$. It follows that $F_{1}^{*}=a F_{U}^{*}$, with $a=a_{\mathfrak{p}} c_{\mathfrak{p}}^{n} \in A_{\mathfrak{p}}$ for $\mathfrak{p} \in \mathscr{P}(A)$. That is, $a \in A$, and thus, $F_{1}^{*} \stackrel{A}{<} F^{*}$. But now assumption (ii) implies that $F_{1}^{*} \stackrel{A}{\sim} F^{*}$, and this implies that $F_{\mathrm{q}}^{*} \stackrel{A_{g}}{\sim} F^{*}$, as required.

In what follows, $A$ is a Dedekind domain with quotient field $K$ of characteristic 0 . We keep our notation that $\Omega$ is a finite étale $K$-algebra with $[\Omega: K]=$ $n \geq 3$. For a positive integer $m$, we denote by $h_{m}(A)$ the number (if infinite to be understood as the cardinal number) of ideal classes of $A$ whose $m$-th power is the principal ideal class.
We define an equivalence relation $\stackrel{A}{\approx}$ for $(\Omega, A)$-forms by setting $F_{1}^{*} \stackrel{A}{\approx} F_{2}^{*}$ if $F_{1}^{*}, F_{2}^{*}$ are GL( $2, A_{\mathfrak{p}}$ )-equivalent for every $\mathfrak{p} \in \mathscr{P}(A)$. If two $(\Omega, A)$-forms $F_{1}^{*}, F_{2}^{*}$ are $\mathrm{GL}(2, A)$-equivalent, then clearly $F_{1}^{*} \stackrel{A}{\approx} F_{2}^{*}$. If $n$ is odd, then the converse is also true, but this is not the case if $n$ is even. This is made precise in the following proposition.

Proposition 17.4.3 Every $\underset{\sim}{\approx}$-equivalence class of $(\Omega, A)$-forms is a union of precisely $r(n, A) \mathrm{GL}(2, A)$-equivalence classes, where

$$
r(n, A)=h_{2}(A) \text { if } n \text { is even, } r(n, A)=1 \text { if } n \text { is odd. }
$$

We will apply this result in the case that $A=O_{S}$ is the ring of $S$-integers in a number field, in which case $h_{2}(A)$ is finite.

In the proof of Proposition 17.4.3. we need some preparations and a lemma.
Let $F_{1}^{*}, F_{2}^{*}$ be two $(\Omega, A)$-forms with $F_{1}^{*} \stackrel{A}{\approx} F_{2}^{*}$. Thus, for every $\mathfrak{p} \in \mathscr{P}(A)$ there are $U_{\mathfrak{p}} \in \operatorname{GL}\left(2, A_{\mathfrak{p}}\right), \varepsilon_{\mathfrak{p}} \in A_{\mathfrak{p}}^{*}$, such that $F_{2}^{*}=\varepsilon_{\mathfrak{p}}\left(F_{1}^{*}\right)_{U_{\mathfrak{p}}}$. Choose any $U \in \operatorname{GL}(2, K), \lambda \in K^{*}$ such that $F_{2}^{*}=\lambda\left(F_{1}^{*}\right)_{U}$. Then by (ii) of Lemma 17.3.4, for each $\mathfrak{p} \in \mathscr{P}(A)$ there is $\rho_{\mathfrak{p}} \in K^{*}$ such that

$$
\begin{equation*}
U_{\mathfrak{p}}=\rho_{\mathfrak{p}} U, \quad \varepsilon_{\mathfrak{p}}=\rho_{\mathfrak{p}}^{-n} \lambda \tag{17.4.3}
\end{equation*}
$$

Define the fractional ideal of $A$,

$$
\begin{equation*}
\mathfrak{a}\left(F_{1}^{*}, F_{2}^{*}\right):=\prod_{\mathfrak{p} \in \mathscr{P}(A)} \mathfrak{p}^{\operatorname{ord}_{p}\left(\rho_{\mathfrak{p}}\right)} . \tag{17.4.4}
\end{equation*}
$$

This is well-defined, since for all but finitely many $\mathfrak{p} \in \mathscr{P}(A)$ we have $\operatorname{ord}_{\mathfrak{p}}(\lambda)=$

0 , whence $\operatorname{ord}_{\mathfrak{p}}\left(\rho_{\mathfrak{p}}\right)=0$. Let $\mathfrak{A}\left(F_{1}^{*}, F_{2}^{*}\right)$ denote the ideal class of $\mathfrak{a}\left(F_{1}^{*}, F_{2}^{*}\right)$, that is, $\left\{\mu \cdot \mathfrak{a}\left(F_{1}^{*}, F_{2}^{*}\right): \mu \in K^{*}\right\}$.

The fractional ideal $\mathfrak{a}\left(F_{1}^{*}, F_{2}^{*}\right)$ depends on the particular choices of $U_{\mathfrak{p}}(\mathfrak{p} \in$ $\mathscr{P}(A)), U$, but its ideal class $\mathfrak{M}\left(F_{1}^{*}, F_{2}^{*}\right)$ does not. Indeed, for $\mathfrak{p} \in \mathscr{P}(A)$, choose $U_{\mathfrak{p}}^{\prime} \in \mathrm{GL}\left(2, A_{\mathfrak{p}}\right)$ such that $F_{2}^{*}=\varepsilon_{\mathfrak{p}}^{\prime}\left(F_{1}^{*}\right)_{U_{p}^{\prime}}$ for some $\varepsilon_{\mathfrak{p}}^{\prime} \in A_{\mathfrak{p}}^{*}$, and then choose $U^{\prime} \in \mathrm{GL}(2, K)$, such that $F_{2}^{*}=\lambda^{\prime}\left(F_{1}^{*}\right)_{U^{\prime}}$ for some $\lambda \in K^{*}$. By (ii) of Lemma 17.4.1 there are $\rho_{\mathfrak{p}}^{\prime} \in K^{*}$ such that $U_{\mathfrak{p}}^{\prime}=\rho_{\mathfrak{p}}^{\prime} U^{\prime}$ for $\mathfrak{p} \in \mathscr{P}(A)$. This gives rise to a fractional ideal $\mathfrak{a}^{\prime}\left(F_{1}^{*}, F_{2}^{*}\right)=\prod_{\mathfrak{p} \in \mathscr{P}(A)} \mathfrak{p}^{\operatorname{ord}_{p}\left(\rho_{\mathfrak{p}}^{\prime}\right)}$. Again by (ii) of Lemma 17.4.1 there is $\mu \in K^{*}$ such that $U^{\prime}=\mu U$ and $\lambda^{\prime}=\mu^{-n} \lambda$. This implies for $\mathfrak{p} \in \mathscr{P}(A)$ that $U_{\mathfrak{p}}^{\prime}=\rho_{p}^{\prime} \mu \rho_{\mathfrak{p}}^{-1} U_{\mathfrak{p}}$, hence $\rho_{p}^{\prime} \mu \rho_{\mathfrak{p}}^{-1} \in A_{\mathfrak{p}}^{*}$, and so $\operatorname{ord}_{\mathfrak{p}}\left(\rho_{\mathfrak{p}}^{\prime}\right)=\operatorname{ord}_{\mathfrak{p}}\left(\rho_{\mathfrak{p}}\right)-\operatorname{ord}_{\mathfrak{p}}(\mu)$. Therefore, $\mathfrak{a}^{\prime}\left(F_{1}^{*}, F_{2}^{*}\right)=\mu^{-1} \mathfrak{a}\left(F_{1}^{*}, F_{2}^{*}\right)$.

Lemma 17.4.4 (i) Let $F_{1}^{*}, F_{2}^{*}$ be two $(\Omega, A)$-forms such that $F_{1}^{*} \stackrel{A}{\approx} F_{2}^{*}$. Then $\mathfrak{U}\left(F_{1}^{*}, F_{2}^{*}\right)^{\operatorname{gcd}(n, 2)}$ is the principal ideal class.
(ii) Let $F_{1}^{*}, F_{2}^{*}$ be two $(\Omega, A)$-forms such that $F_{1}^{*} \stackrel{A}{\approx} F_{2}^{*}$ and $\mathfrak{A}\left(F_{1}^{*}, F_{2}^{*}\right)$ is the principal ideal class. Then $F_{1}^{*}, F_{2}^{*}$ are $\operatorname{GL}(2, A)$-equivalent.
(iii) Let $F_{i}^{*}(i=1,2,3)$ be $(\Omega, A)$-forms with $F_{1}^{*} \stackrel{A}{\approx} F_{2}^{*} \stackrel{A}{\approx} F_{3}^{*}$. Then $\mathfrak{A}\left(F_{1}^{*}, F_{3}^{*}\right)=$ $\mathfrak{H}\left(F_{1}^{*}, F_{2}^{*}\right) \cdot \mathfrak{A}\left(F_{2}^{*}, F_{3}^{*}\right)$.

Proof In (i) and (ii), we choose $U_{\mathfrak{p}} \in \operatorname{GL}\left(2, A_{\mathfrak{p}}\right), \varepsilon_{\mathfrak{p}} \in A_{\mathfrak{p}}^{*}$, such that $F_{2}^{*}=$ $\varepsilon_{\mathfrak{p}}\left(F_{1}^{*}\right)_{U_{\mathfrak{p}}}$ for $\mathfrak{p} \in \mathscr{P}(A)$, and then $U \in \mathrm{GL}(2, K), \lambda \in K^{*}$ such that $F_{2}^{*}=\lambda\left(F_{1}^{*}\right)_{U}$.
(i). According to 17.4.3) we have for $\mathfrak{p} \in \mathscr{P}(A)$, that

$$
\begin{align*}
& \operatorname{ord}_{\mathfrak{p}}\left(\rho_{\mathfrak{p}}^{2}\right)=\operatorname{ord}_{\mathfrak{p}}\left(\operatorname{det} U_{\mathfrak{p}} \cdot \operatorname{det} U^{-1}\right)=\operatorname{ord}_{\mathfrak{p}}\left(\operatorname{det} U^{-1}\right),  \tag{17.4.5}\\
& \operatorname{ord}_{\mathfrak{p}}\left(\rho_{\mathfrak{p}}^{n}\right)=\operatorname{ord}_{\mathfrak{p}}\left(\lambda \varepsilon_{\mathfrak{p}}^{-1}\right)=\operatorname{ord}_{\mathfrak{p}}(\lambda), \tag{17.4.6}
\end{align*}
$$

and so according to (17.4.4, $\mathfrak{a}\left(F_{1}^{*}, F_{2}^{*}\right)^{2}=\left(\operatorname{det} U^{-1}\right)$ and $\mathfrak{a}\left(F_{1}^{*}, F_{2}^{*}\right)^{n}=(\lambda)$, where (a) denotes the fractional ideal of $A$ generated by $a$. This implies (i).
(ii). Let $\mathfrak{a}\left(F_{1}^{*}, F_{2}^{*}\right)$ be given by (17.4.3), 17.4.4. Then by our assumption, $\mathfrak{a}\left(F_{1}^{*}, F_{2}^{*}\right)=(\rho)$ with $\rho \in K^{*}$. This implies $\rho \rho_{\mathfrak{p}}^{-1} \in A_{\mathfrak{p}}^{*}$ for $\mathfrak{p} \in \mathscr{P}(A)$. Put $V:=\rho U, \mu:=\rho^{-n} \lambda$. Then $F_{2}^{*}=\mu\left(F_{1}^{*}\right)_{V}$. Further, by 17.4.3, we have for $\mathfrak{p} \in \mathscr{P}(A)$, that $U_{\mathfrak{p}}=\rho_{\mathfrak{p}} \rho^{-1} V, \varepsilon_{\mathfrak{p}}=\left(\rho_{\mathrm{p}} \rho^{-1}\right)^{-n} \mu$, which implies $V \in \operatorname{GL}\left(2, A_{\mathfrak{p}}\right)$ and $\mu \in A_{\mathrm{p}}^{*}$. Hence $V \in \mathrm{GL}(2, A)$ and $\mu \in A^{*}$. Our assertion (ii) follows.
(iii) Straightforward computation.

Proof of Proposition 17.4.3 Let $\mathscr{C}$ be a $\stackrel{A}{\approx}$-equivalence class of $(\Omega, A)$-forms. Fix $F^{*} \in \mathscr{C}$. Partition $\mathscr{C}$ into classes in such a way, that $F_{1}^{*}, F_{2}^{*}$ belong to the same class if and only if $\mathfrak{A}\left(F^{*}, F_{1}^{*}\right)=\mathfrak{H}\left(F^{*}, F_{2}^{*}\right)$. By (i) of Lemma 17.4.4, in this way $\mathscr{C}$ is divided into at most $h_{\operatorname{gcd}(n, 2)}(A)=r(n, A)$ classes. Further, by (iii) of Lemma 17.4.4, two $(\Omega, A)$-forms $F_{1}^{*}, F_{2}^{*} \in \mathscr{C}$ belong to the same class if and only if $\mathfrak{A}\left(F_{1}^{*}, F_{2}^{*}\right)$ is the principal ideal class, and by (ii), this holds if
and only if they are $\operatorname{GL}(2, A)$-equivalent. Hence $\mathscr{C}$ is a union of at most $r(n, A)$ $\mathrm{GL}(2, A)$-equivalence classes.
We still have to show that $\mathscr{C}$ is a union of at least $r(n, A) \mathrm{GL}(2, A)$-equivalence classes. Here, we may assume that $n$ is even, and thus, that $r(n, A)=h_{2}(A)$. Let $F^{*} \in \mathscr{C}$. Let $\mathfrak{a}$ be a non-zero ideal of $A$ such that $\mathfrak{a}^{2}$ is principal, say $\mathfrak{a}^{2}=(d)$. Since $A$ is a Dedekind domain, every ideal of $A$ is generated by two elements. Assume that $\mathfrak{a}=(a, b)$. Then $\left(a^{2}, b^{2}\right)=(d)$, hence there are $u, v \in A$ such that $u a^{2}-v b^{2}=d$. Let

$$
U_{\mathfrak{a}}:=\left(\begin{array}{cc}
a & b \\
v b & u a
\end{array}\right), \quad F_{\mathfrak{a}}^{*}:=d^{-n / 2} F_{U_{\mathfrak{a}}}^{*} .
$$

We first show that $F_{\mathfrak{a}}^{*} \in \mathscr{C}$. Let $\mathfrak{p} \in \mathscr{P}(A)$. The localized ideal $A_{\mathfrak{p}} \mathfrak{a}$ is principal, say generated by $e \in A_{\mathrm{p}}$. Then $d=\zeta e^{2}$ for some $\zeta \in A_{\mathrm{p}}^{*}, a, b$ are divisible by $e$ in $A_{p}$, and $F_{\mathfrak{a}}^{*}=\zeta^{-n / 2} F_{e^{-1} U_{\mathfrak{a}}}^{*}$. The matrix $e^{-1} U_{\mathfrak{a}}$ has its entries in $A_{p}$ and determinant $\zeta \in A_{\mathfrak{p}}^{*}$. Hence $F_{\mathfrak{a}}^{*}$ is an $\left(\Omega, A_{\mathfrak{p}}\right)$-form that is GL( $2, A_{\mathfrak{p}}$ )-equivalent to $F^{*}$. This holds for every $\mathfrak{p} \in \mathscr{P}(A)$. Hence $F_{\mathfrak{a}}^{*} \in \mathscr{C}$.

Let $\mathfrak{a}^{\prime}$ be another non-zero ideal of $A$ such that $\mathfrak{a}^{\prime 2}$ is principal, and choose $a^{\prime}, b^{\prime}, d^{\prime}, u^{\prime}, v^{\prime}$, and define the matrix $U_{a^{\prime}}$ and the $\Omega$-form $F_{\mathfrak{a}^{\prime}}^{*}$ completely similarly as $a, b, d, u, v, U_{\mathfrak{a}}$ and $F_{\mathfrak{a}}^{*}$ above. Assume that $F_{\mathfrak{a}}^{*}, F_{\mathfrak{a}^{\prime}}^{*}$ are GL(2,A)equivalent. We show that $\mathfrak{a}, \mathfrak{a}^{\prime}$ belong to the same ideal class of $A$. By assumption, there are $\varepsilon \in A^{*}, U \in \operatorname{GL}(2, A)$, such that $F_{\mathfrak{a}^{\prime}}^{*}=\varepsilon\left(F_{\mathrm{a}}\right)_{U}^{*}$. This means that $F_{U_{a^{\prime}}}^{*}=\lambda F_{U_{\mathrm{a}} U}^{*}$ for some $\lambda \in K^{*}$. By (ii) of Lemma 17.3.4 this implies that $U_{a^{\prime}}=\mu U_{\mathrm{a}} U$ for some $\mu \in K^{*}$. Comparing the first rows of both matrices, we see that $a^{\prime}, b^{\prime}$ are $A$-linear combinations of $\mu a, \mu b$ and vice versa. Hence the ideals $\left(a^{\prime}, b^{\prime}\right),(\mu a, \mu b)$ are equal, which means that $\mathfrak{a}, \mathfrak{a}^{\prime}$ are in the same ideal class of $A$. Summarizing, the $F_{\mathrm{a}}^{*}$, where $\mathfrak{a}$ is a non-zero ideal of $A$ such that $\mathfrak{a}^{2}$ is principal, all lie in $\mathscr{C}$, and they lie in at least $h_{2}(A)$ different $\operatorname{GL}(2, A)$ equivalence classes. This completes the proof of Proposition 17.4.3.

We need a variation on Proposition 17.4.3 We call $\theta$ a generator of $\Omega$ if $\Omega=K[\theta]$. Recall that two generators $\theta, \theta^{\prime}$ of $\Omega$ are called $\mathrm{GL}(2, A)$-equivalent if there is a matrix $U=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ such that $c \theta+d \in \Omega^{*}$ and $\theta^{\prime}=\frac{a \theta+b}{c \theta+d}$. We define another equivalence relation on generators of $\Omega$, by setting $\theta^{\prime} \stackrel{A}{\approx} \theta$ if $\theta^{\prime}$ is $\mathrm{GL}\left(2, A_{\mathfrak{p}}\right)$-equivalent to $\theta$ for every $\mathfrak{p} \in \mathscr{P}(A)$.

Proposition 17.4.5 Every $\underset{\sim}{\approx}$-equivalence class of generators of $\Omega$ is a union of precisely $h_{2}(A) \mathrm{GL}(2, A)$-equivalence classes.

Proof We translate this into a result for $\Omega$-forms. Two $\Omega$-forms $F_{1}^{*}, F_{2}^{*}$ (so with the corresponding binary forms having their coefficients in $K$ and not necessarily in $A$ ), are called weakly $\mathrm{GL}(2, A)$-equivalent if $G_{2}^{*}=\lambda\left(F_{1}^{*}\right)_{U}$ for
some $\lambda \in K^{*}, U \in \operatorname{GL}(2, A)$. We define an equivalence relation $\stackrel{w A}{\approx}$ on the $\Omega$ forms, by setting $F_{1}^{*} \stackrel{w A}{\approx} F_{2}^{*}$ if $F_{1}^{*}$ is weakly $\operatorname{GL}\left(2, A_{\mathfrak{p}}\right)$-equivalent to $F_{2}^{*}$, i.e., if there are $\lambda_{\mathfrak{p}} \in K^{*}, U_{\mathfrak{p}} \in \operatorname{GL}\left(2, A_{\mathfrak{p}}\right)$ with $F_{2}^{*}=\lambda_{p}\left(F_{1}^{*}\right)_{U_{p}}$ for every $\mathfrak{p} \in \mathscr{P}(A)$.

Let $\theta$ be a generator of $\Omega$, and choose a minimal polynomial $f \in K[X]$ of $\theta$ over $K$. Let $F:=Y^{n} f(X / Y)$. Then $F$ is associated with $(\Omega,(\theta: 1))$; so $F^{*}:=(F,(\theta: 1))$ is an $\Omega$-form corresponding to $\theta$. Notice that $F$ is determined uniquely up to a scalar. Conversely, every weak $\operatorname{GL}(2, A)$-equivalence class of $\Omega$-forms contains $\Omega$-forms $F^{*}=(F,(\alpha: \beta))$ with $F(1,0) \neq 0$. For such an $\Omega$-form $F^{*}$ we have $\beta \in \Omega^{*}$ by Lemma 16.1.2 hence $F^{*}=(F,(\theta: 1))$, where now $\theta=\alpha \beta^{-1}$ is a generator of $\Omega$, and $f:=F(X, 1)$ is a minimal polynomial of $\theta$ over $K$. Two $\Omega$-forms $F_{1}^{*}=\left(F_{1},(\theta: 1)\right), F_{2}^{*}=\left(F_{2},\left(\theta^{\prime}: 1\right)\right)$ are weakly $\mathrm{GL}(2, A)$-equivalent if and only if $F_{2}^{*}=\lambda\left(F_{1}^{*}\right)_{U}$ for some $\lambda \in K^{*}$, $U \in \operatorname{GL}(2, A)$, and by the definition of $F_{U}^{*}$ this holds if and only if $\theta, \theta^{\prime}$ are $\mathrm{GL}(2, A)$-equivalent. This shows that there is a bijection between the GL( $2, A$ )equivalence classes of generators of $\Omega$, and the weak $\operatorname{GL}(2, A)$-equivalence classes of $\Omega$-forms. In the same manner, one shows that there is a one-to-one correspondence between the $\underset{\sim}{\mathcal{A}}$-classes of generators of $\Omega$, and the $\stackrel{\mathcal{W A} A}{\approx}$-classes of $\Omega$-forms. Hence it suffices to show, that every $\stackrel{w A}{\approx}$-equivalence class of $\Omega$-forms is a union of precisely $h_{2}(A)$ weak $\operatorname{GL}(2, A)$-equivalence classes.

The proof of this is a modification of the proof of Proposition 17.4.3, and we indicate only the differences. Let $F_{1}^{*}, F_{2}^{*}$ be two $\Omega$-forms with $F_{1}^{*} \stackrel{w A}{\approx} F_{2}^{*}$. Then like in the proof of Proposition 17.4.3 we may choose $U \in \operatorname{GL}(2, K)$ such that $F_{2}^{*}=\lambda\left(F_{1}^{*}\right)_{U}$ for some $\lambda \in K^{*}$, and $U_{\mathfrak{p}} \in \operatorname{GL}\left(2, A_{\mathfrak{p}}\right)$ such that $F_{2}^{*}=\varepsilon_{\mathfrak{p}}\left(F_{1}^{*}\right)_{U_{p}}$, where now $\varepsilon_{\mathfrak{p}} \in K^{*}$ instead of $A_{\mathfrak{p}}^{*}$. Again, we have (17.4.3), and we define the fractional ideal $\mathfrak{a}\left(F_{1}^{*}, F_{2}^{*}\right)$ by (17.4.4). The ideal class of $\mathfrak{a}\left(F_{1}^{*}, F_{2}^{*}\right)$, denoted by $\mathfrak{H}\left(F_{1}^{*}, F_{2}^{*}\right)$, again does not depend on the choices of $U$ and the $U_{p}$.

There is an analogue of Lemma 17.4.4 for $\stackrel{w A}{\approx}$-equivalence classes, whose only difference is, that in part (i) one has that $\mathfrak{A}\left(F_{1}^{*}, F_{2}^{*}\right)^{2}$ is principal instead of $\mathfrak{A}\left(F_{1}^{*}, F_{2}^{*}\right)^{\operatorname{gcd}(n, 2)}$. In fact, the proof is precisely the same, except that (17.4.6) need not be true, since we now have $\varepsilon_{\mathfrak{p}} \in K^{*}$ instead of $A_{\mathfrak{p}}^{*}$. Now one concludes in precisely the same way as in the proof of Proposition 17.4.3, that a $\stackrel{w A}{\approx}$-equivalence class of $\Omega$-forms is a union of at most $h_{2}(A)$ weak $\operatorname{GL}(2, A)$ classes. Conversely, again by following the proof of Proposition 17.4.3 one can conclude that the $\stackrel{W A}{\approx}$-equivalence class under consideration is a union of at least $h_{2}(A)$ weak GL( $2, A$ )-equivalence classes. The only modifications to make, are that first $n$ is an arbitrary integer $\geq 3$ instead of an even integer, and second, one has to omit the factor $d^{-n / 2}$ and take $F_{a}^{*}:=F_{U_{a}}^{*}$. This concludes our proof.

### 17.5 Lower bounds

We show that in Theorems 17.2.1, 17.2.3 for even $n \geq 4$, and in Theorem 17.2.2 for all $n \geq 3$, the factor $h_{2}\left(O_{S}\right)$ cannot be removed from the upper bound. Further, we show that in terms of $\mathfrak{I}$, the upper bound in Theorem 17.2.3 cannot be improved to $N_{S}(\mathfrak{J})^{\gamma}$ with $\gamma<\frac{2}{n(n-1)}$. It will be convenient to work with $\Omega$ forms instead of binary forms. The following lemma implies that a binary form $F$ associated with $\Omega$ gives rise to at most $n^{n}$ different $\Omega$-forms $(F,(\alpha: \beta)$ ).

Lemma 17.5.1 Let $K$ be a field of characteristic 0 , and $\Omega$ a finite étale $K$ algebra with $[\Omega: K]=: n \geq 1$. Let $F \in K[X, Y]$ be a binary form associated with $\Omega$. Then $F$ has at most $n^{n}$ zeros in $\mathbb{P}^{1}(\Omega)$.

Proof Choose $U \in \mathrm{GL}(2, K)$ such that $F_{U}(1,0) \neq 0$ and $f(X):=F_{U}(X, 1)$. Then $\Omega=K[\theta]$, where $(\alpha: \beta)=\langle U\rangle(\theta: 1)$ and $f$ is a minimal polynomial of $\theta$ over $K$. The map $\gamma \mapsto\langle U\rangle(\gamma: 1)$ gives a bijection from the zeros of $f$ in $\Omega$ to the zeros of $F$ in $\mathbb{P}^{1}(\Omega)$. By Corollary 1.3.6, the polynomial $f$ has at most $n^{n}$ zeros in $\Omega$.

Let $K$ be an algebraic number field, $S$ a finite set of places of $K$ containing the infinite places, and $\Omega$ a finite étale $K$-algebra with $[\Omega: K]=n \geq 3$. Proposition 17.5.2, Corollary 17.5 .3 and Proposition 17.5 .4 imply that in Theorems 17.2.1, 17.2.3, the factor $h_{2}\left(O_{S}\right)$ can not be removed if $n$ is even and in Theorem 17.2.2 it can not be removed for any $n \geq 3$.

Proposition 17.5.2 Assume that $n$ is even. Then there is an $O_{S}$-order $\mathfrak{D}$ of $\Omega$ such that there are at least $h_{2}\left(O_{S}\right) / n^{n} \mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms $F \in O_{S}[X, Y]$ with invariant $O_{S}$-order $\mathfrak{D}$.

Proof Choose an $\left(\Omega, O_{S}\right)$-form $F_{0}^{*}$, and let $\mathfrak{D}$ be an invariant $O_{S}$-order of $F_{0}$. Let $\mathscr{C}$ be the $\underset{\sim}{O_{S}}$-equivalence class of $\left(\Omega, O_{S}\right)$-forms represented by $F_{0}^{*}$. By Lemma 17.3 .3 every $F^{*} \in \mathscr{C}$ has invariant $O_{S}$-order $\mathfrak{D}$. So by Proposition 17.4.3, there are at least $h_{2}\left(O_{S}\right)$ different $\operatorname{GL}\left(2, O_{S}\right)$-equivalence classes of $\left(\Omega, O_{S}\right)$-forms $F^{*}=(F,(\alpha: \beta))$ with invariant $O_{S}$-order $\mathfrak{D}$. Now Lemma 17.5.1 implies that there are at least $h_{2}\left(O_{S}\right) / n^{n}$ different $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms $F \in O_{S}[X, Y]$ with invariant $O_{S}$-order $\mathfrak{D}$.

Corollary 17.5.3 Assume that $n$ is even. Then there is a non-zero ideal $\mathfrak{I}$ of $O_{S}$ such that there are at least $h_{2}\left(O_{S}\right) / n^{n}$ different $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms $F \in O_{S}[X, Y]$ that are associated with $\Omega$ and for which $(D(F))_{S}=\mathfrak{J}^{2} \mathfrak{D}_{\Omega / S}$.
Proof In view of (17.2.2), this holds for the binary forms $F$ from Proposition 17.5 .2 with $\mathfrak{J}=\left[O_{S, \Omega}: \mathfrak{D}\right]_{o_{s}}$.

Proposition 17.5.4 Let $n$ be any integer $\geq 3$. Then there exists an $O_{S}$-order $\mathfrak{D}$ of $\Omega$ such that $O_{S, \theta}=\mathfrak{D}$ for at least $h_{2}\left(O_{S}\right) \mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of generators $\theta$ of $\Omega$.

Proof Let $\theta_{0}$ be a generator of $\Omega$, let $\mathfrak{D}:=O_{S, \theta_{0}}$, and let $\mathscr{C}$ be the ${ }_{\sim}^{O_{S}}-$ equivalence class of $\theta_{0}$. By Lemma 16.2 .5 , every $\theta \in \mathscr{C}$ has $O_{S, \theta}=\mathfrak{D}$, and by Proposition 17.4.5, these $\theta$ lie in precisely $h_{2}\left(O_{S}\right) \mathrm{GL}\left(2, O_{S}\right)$-equivalence classes.

Finally, we show that in Theorem 17.2.3 the upper bound for the number of $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes can not be improved to $N_{S}(\mathfrak{I})^{\gamma}$ for any $\gamma<$ $\frac{2}{n(n-1)}$.
Proposition 17.5.5 There are a constant $c>0$ depending only on $K, S$ and $\Omega$ and an infinite sequence of ideals $\mathfrak{I}_{n}$ of $O_{S}$ with $N_{S}\left(\mathfrak{I}_{n}\right) \rightarrow \infty$ as $n \rightarrow \infty$, such that for each $n$ there are at least $c N_{S}\left(\mathfrak{I}_{n}\right)^{2 / n(n-1)} \mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of binary forms $F \in O_{S}[X, Y]$ such that

$$
(D(F))_{S}=\mathfrak{I}_{n}^{2} \partial_{\Omega / S}, \quad F \text { is associated with } \Omega .
$$

Proof We fix an $\left(\Omega, O_{S}\right)$-form $F_{0}^{*}=\left(F_{0},(\alpha: \beta)\right)$. For any $a, b \in O_{S}$ with $a \neq 0$, we define

$$
U_{a, b}:=\left(\begin{array}{cc}
1 & 0 \\
b & a
\end{array}\right), \quad F_{a, b}^{*}:=F_{U_{a, b}}^{*}
$$

We fix $a$, and investigate for which $b_{1}, b_{2}$ the $\left(\Omega, O_{S}\right)$-forms $F_{a, b_{1}}^{*}, F_{a, b_{2}}^{*}$ are $\mathrm{GL}\left(2, O_{S}\right)$-equivalent. Let $b_{1}, b_{2} \in O_{S}$ such that $F_{a, b_{1}}^{*}, F_{a, b_{2}}^{*}$ are $\operatorname{GL}\left(2, O_{S}\right)$ equivalent. Then $F_{a, b_{2}}^{*}=\varepsilon\left(F_{\left.a, b_{1}\right)}^{*}\right)_{U}$ for some $\varepsilon \in O_{S}^{*}, U \in \operatorname{GL}\left(2, O_{S}\right)$. Part (ii) of Lemma 17.3.4 implies that $U_{a, b_{2}}=\lambda U_{a, b_{1}} U$ with $\lambda \in K^{*}$ and $\lambda^{n}=\varepsilon$; hence $\lambda \in O_{S}^{*}$. But this implies $U_{a, b_{1}}^{-1} U_{a, b_{2}} \in \mathrm{GL}\left(2, O_{S}\right)$, and a straightforward computation shows that $b_{1} \equiv b_{2}(\bmod a)$.

It follows that for any fixed, non-zero $a \in O_{S}$, the $\left(\Omega, O_{S}\right)$-forms $F_{a, b}^{*}(b \in$ $\left.O_{S}\right)$ lie in $\left|O_{S} / a O_{S}\right|=N_{S}(a)$ distinct $\operatorname{GL}\left(2, O_{S}\right)$-equivalence classes. Then by Lemma 17.5.1, the binary forms $F_{a, b}=\left(F_{0}\right)_{U_{a, b}}\left(b \in O_{S}\right)$, lie in at least $N_{S}(a) / n^{n}$ different $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes. All these binary forms have $D\left(F_{a, b}\right)=a^{n(n-1)} D\left(F_{0}\right)$. Write $\left(D\left(F_{0}\right)\right)_{S}=\mathfrak{J}_{0}^{2} \mathrm{\partial}_{\Omega / S}, \mathfrak{I}=\mathfrak{I}_{0} a^{n(n-1) / 2}$. Then $\left(D\left(F_{a, b}\right)\right)_{S}=\mathfrak{J}^{2} \mathrm{D}_{\Omega / S}$ for $b \in O_{S}$, each binary form $F_{a, b}$ is associated with $\Omega$, and the binary forms $F_{a, b}$ lie in at least

$$
N_{S}(a) / n^{n} \gg N_{S}(\mathfrak{I})^{2 / n(n-1)}
$$

$\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes, where the implied constant depends only on $K, S$ and $\Omega$. By letting $N_{S}(a) \rightarrow \infty$, we can make $N_{S}(\mathfrak{J})$ arbitrarily large.

### 17.6 Counting equivalence classes over discrete valuation domains

Let $K$ be a field of characteristic $0, v$ a discrete valuation on $K, A_{v}$ the local ring of $v$ and $\Omega$ a finite étale $K$-algebra. Recall that two $\Omega$-forms $F_{1}^{*}, F_{2}^{*}$ are called $\mathrm{GL}(2, K)$-equivalent if there are $U \in \mathrm{GL}(2, K), \lambda \in K^{*}$ such that $F_{2}^{*}=\lambda\left(F_{1}^{*}\right)_{U}$. Let $\mathscr{C}$ be a GL $(2, K)$-equivalence class of $\Omega$-forms. We consider all $\left(\Omega, A_{v}\right)$-forms $F^{*} \in \mathscr{C}$ (i.e., pairs $F^{*}=(F,(\alpha: \beta)) \in \mathscr{C}$ with $\left.F \in A_{v}[X, Y]\right)$ satisfying certain additional constraints, and give an upper bound for the number of GL( $2, A_{v}$ )-equivalence classes of such $\left(\Omega, A_{v}\right)$-forms.
We start with some notation. Denote by $\mathfrak{p}_{v}$ the maximal ideal of $A_{v}$. Given a non-zero fractional ideal $\mathfrak{c}$ of $A_{v}$, we define $v(\mathfrak{c}):=r$ if $\mathfrak{c}=\mathfrak{p}_{v}^{r}$. For a finite extension field $L$ of $K$, we denote by $A_{v, L}$ the integral closure of $A_{v}$ in $L$. Recall that $A_{v, L}$ is a Dedekind domain with only finitely many prime ideals, i.e., those occurring in the factorization of $\mathfrak{p}_{v} A_{\nu, L}$. Hence $A_{\nu, L}$ is a principal ideal domain. The fractional ideal of $A_{v, L}$ generated by a tuple or set $\mathscr{S}$ is denoted by $(\mathscr{S})_{L}$. For $P \in L\left[X_{1}, \ldots, X_{r}\right]$ we denote by $(P)_{L}$ the fractional ideal of $A_{v, L}$ generated by the coefficients of $P$. We repeatedly use that by Corollary 2.6 .2 (Gauss' Lemma for Dedekind domains),

$$
\begin{equation*}
(P Q)_{L}=(P)_{L}(Q)_{L} \text { for } P, Q \in L\left[X_{1}, \ldots, X_{r}\right] . \tag{17.6.1}
\end{equation*}
$$

Let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=: n \geq 3$. Denote by $x \mapsto x^{(i)}$ ( $i=1, \ldots, n$ ) the $K$-homomorphisms $\Omega \rightarrow \bar{K}$ and let $G$ be the compositum of the images of $\Omega$ under these $K$-homomorphisms. We write $A_{\nu, \Omega}$ for the integral closure of $A_{v}$ in $\Omega$ and denote by $\left(\alpha_{1}, \ldots, \alpha_{r}\right)_{\Omega}$ the $A_{v, \Omega}$-module generated by $\alpha_{1}, \ldots, \alpha_{r}$. We recall the following easy but useful fact.

Lemma 17.6.1 Let $(\alpha: \beta) \in \mathbb{P}^{1}(\Omega)$. Then there is $\mu \in \Omega^{*}$ such that $(\mu \alpha, \mu \beta)_{\Omega}=$ (1) $\Omega_{\Omega}$.

Proof Assume without loss of generality that $\Omega=L_{1} \times \cdots \times L_{q}$ where $L_{1}, \ldots, L_{q}$ are finite extension fields of $K$. Then $\alpha=\left(\alpha_{1}, \ldots, \alpha_{q}\right), \beta=\left(\beta_{1}, \ldots, \beta_{q}\right)$ where $\alpha_{i}, \beta_{i} \in A_{v, L_{i}}$ and at least one of $\alpha_{i}, \beta_{i}$ is non-zero for $i=1, \ldots, q$. For $i=1, \ldots, q$ there is $\mu_{i} \in L_{i}^{*}$ such that $\left(\mu_{i} \alpha_{i}, \mu_{i} \beta_{i}\right)_{L_{i}}=(1)_{L_{i}}$ since $A_{v, L_{i}}$ is a principal ideal domain. Hence $(\mu \alpha, \mu \beta)_{\Omega}=(1)_{\Omega}$, where $\mu=\left(\mu_{1}, \ldots, \mu_{q}\right)$.

We denote by $\triangleright_{\nu, \Omega / K}$ the discriminant ideal of $A_{\nu, \Omega}$ over $A_{\nu}$. We define, for any two distinct $k, l \in\{1, \ldots, n\}$ and any $A_{\nu}$-lattice $\mathscr{M}$ of $\Omega$, the fractional ideal of $A_{v, G}$,

$$
\begin{equation*}
\mathfrak{D}_{k l}(\mathscr{M}):=\left(\xi^{(k)}-\xi^{(l)}: \xi \in \mathscr{M}\right)_{G} . \tag{17.6.2}
\end{equation*}
$$

Further, we set $\mathrm{D}_{k l}:=\mathrm{D}_{k l}\left(A_{v, \Omega}\right)$.

Lemma 17.6.2 There is an ideal $\mathfrak{J}$ of $A_{v}$ such that

$$
\prod_{1 \leq k<l \leq n} \mathfrak{D}_{k l}^{2}=\mathfrak{J}^{2} \cdot \mathfrak{D}_{v, \Omega / K} A_{v, G}
$$

Proof We apply the theory of index forms. Since $A_{v}$ is a principal ideal domain, $A_{v, \Omega}$ is a free $A_{v}$-module of rank $n$ containing 1 , so it has an $A_{\nu}$-basis $\left\{1, \omega_{2}, \ldots, \omega_{n}\right\}$. Define the linear forms $l^{(k)}=\omega_{2}^{(k)} X_{2}+\cdots+\omega_{n}^{(k)} X_{n}(k=$ $1, \ldots, n)$. According to Proposition 5.2.1 there is a homogeneous polynomial $I \in A_{v}\left[X_{2}, \ldots, X_{n}\right]$ such that

$$
\prod_{1 \leq p<q \leq n}\left(l^{(p)}-l^{(q)}\right)^{2}=D_{\Omega / K}\left(1, \omega_{2}, \ldots, \omega_{n}\right) I^{2}
$$

Let $\mathfrak{J}:=(I)_{K}$. The coefficients of $l^{(p)}-l^{(q)}$ generate $\mathfrak{d}_{p q}$, and

$$
\mathfrak{D}_{v, \Omega / K}=\left(D_{\Omega / K}\left(1, \omega_{2}, \ldots, \omega_{n}\right)\right)_{K} .
$$

Now our lemma follows easily from 17.6.1 (i.e., Gauss’ Lemma).
Let $F^{*}=(F,(\alpha: \beta))$ be an $\left(\Omega, A_{v}\right)$-form. We choose $\alpha, \beta$ such that

$$
\begin{equation*}
(\alpha, \beta)_{\Omega}=(1)_{\Omega} \tag{17.6.3}
\end{equation*}
$$

such a choice is possible by Lemma 17.6.1. Thus,

$$
\begin{align*}
F= & a \prod_{i=1}^{n}\left(\beta^{(i)} X-\alpha^{(i)} Y\right) \\
& \quad \text { with } a \in A_{v}, \quad\left(\alpha^{(i)}, \beta^{(i)}\right)_{G}=(1)_{G} \text { for } i=1, \ldots, n . \tag{17.6.4}
\end{align*}
$$

Indeed, we have $\left(\alpha^{(i)}, \beta^{(i)}\right)_{G}=(1)_{G}$ for $i=1, \ldots, n$ by 17.6.3, $a \in K^{*}$ since the pairs $\left(\alpha^{(i)}, \beta^{(i)}\right)$ are permuted by $\operatorname{Gal}(G / K)$, and $(a)_{G}=(F)_{G} \subseteq A_{v, G}$ by 17.6.1, and so, $a \in A_{v}$.

We define the ideals of $A_{v, G}$ :

$$
\begin{equation*}
\mathrm{D}_{k l}\left(F^{*}\right)=\left(\alpha^{(k)} \beta^{(l)}-\alpha^{(l)} \beta^{(k)}\right)_{G} \quad(1 \leq k, l \leq n, k \neq l) . \tag{17.6.5}
\end{equation*}
$$

The pair $(\alpha, \beta)$ in 17.6 .3 is determined uniquely by $F^{*}$ up to multiplication with an element from $A_{v, \Omega}^{*}$. The $K$-homomorphisms $x \mapsto x^{(1)}, \ldots, x \mapsto x^{(n)}$ induce ring homomorphisms from $A_{\nu, \Omega}$ to $A_{\nu, G}$. As a consequence, the numbers $\alpha^{(k)} \beta^{(l)}-\alpha^{(l)} \beta^{(k)}$ are determined uniquely by $F^{*}$ up to multiplication with an element from $A_{v, G}^{*}$, and so the ideals $\mathfrak{D}_{k l}\left(F^{*}\right)$ depend only on $F^{*}$. Clearly,

$$
\begin{equation*}
(F)_{G}^{2 n-2} \prod_{1 \leq k<l \leq r} \mathfrak{D}_{k l}\left(F^{*}\right)^{2}=(D(F))_{G} \tag{17.6.6}
\end{equation*}
$$

Further, if $F_{1}^{*}$ is an $\left(\Omega, A_{v}\right)$-form that is $\mathrm{GL}\left(2, A_{v}\right)$-equivalent to $F^{*}$ then

$$
\begin{equation*}
\mathfrak{D}_{k l}\left(F^{*}\right)=\mathfrak{D}_{k l}\left(F_{1}^{*}\right) \text { for } 1 \leq k<l \leq n \tag{17.6.7}
\end{equation*}
$$

Indeed, let $U \in \operatorname{GL}\left(2, A_{v}\right), \varepsilon \in A_{v}^{*}$ be such that $F_{1}^{*}=\varepsilon F_{U}^{*}$, and let $\left(\alpha^{\prime}, \beta^{\prime}\right)^{T}=$ $U^{-1}(\alpha, \beta)^{T}$. Then

$$
F_{1}^{*}=\left(\varepsilon F_{U},\left(\alpha^{\prime}: \beta^{\prime}\right)\right),\left(\alpha^{\prime}, \beta^{\prime}\right)_{\Omega}=(1)_{\Omega}, \mathrm{b}_{k l}\left(F_{1}^{*}\right)=\left(\alpha^{\prime(k)} \beta^{\prime(l)}-\alpha^{\prime(l)} \beta^{\prime(k)}\right)_{G}
$$

and thus, $\mathfrak{D}_{k l}\left(F_{1}^{*}\right)=\operatorname{det} U^{-1} \mathrm{D}_{k l}\left(F^{*}\right)=\mathfrak{D}_{k l}\left(F^{*}\right)$ for $1 \leq k<l \leq n$.
Lemma 17.6.3 Let $F^{*}$ be an $\left(\Omega, A_{v}\right)$-form. Then $\mathfrak{D}_{k l}\left(F^{*}\right) \subseteq \mathfrak{D}_{k l}$ for $1 \leq k<l \leq$ $n$.

Proof Let $F^{*}=(F,(\alpha: \beta))$ with $(\alpha, \beta)_{\Omega}=(1)_{\Omega}$, and let $k, l \in\{1, \ldots, n\}$ with $k<l$. Then

$$
\alpha^{(k)} \beta^{(l)}-\alpha^{(l)} \beta^{(k)}=\left(\alpha^{(k)}-\alpha^{(l)}\right) \beta^{(l)}-\alpha^{(l)}\left(\beta^{(k)}-\beta^{(l)}\right) \in \mathrm{D}_{k l}
$$

Let $A_{v, F^{*}}$ denote the invariant $A_{\nu}$-order of $F^{*}$.
Lemma 17.6.4 Let $F^{*}$ be an $\left(\Omega, A_{v}\right)$-form. Then

$$
\begin{align*}
& \mathfrak{D}_{k l}\left(A_{v, F^{*}}\right)=\left(F^{*}\right)_{G} \mathfrak{D}_{k l}\left(F^{*}\right) \quad(1 \leq k<l \leq n),  \tag{17.6.8}\\
& \prod_{1 \leq k<l \leq n} \mathfrak{D}_{k l}\left(A_{v, F^{*}}\right)=\left(F^{*}\right)_{K}^{(n-1)(n-2)} \mathfrak{D}_{A_{v, F^{*}} / A_{v}} \cdot A_{v, G} . \tag{17.6.9}
\end{align*}
$$

Remark This implies that $\left(F^{*}\right)_{K}$ and the ideals $\mathrm{D}_{k l}\left(F^{*}\right)$ are all determined by $A_{\nu, F^{*}}$.

Proof Let $F^{*}=(F,(\alpha: \beta))$ with $(\alpha, \beta)_{\Omega}=(1)_{\Omega}$. By Theorem 16.2.9, the order $A_{v, F^{*}}=\left(A_{v}\right)_{(\alpha ; \beta),(F)_{K}}$ has an $A_{v}$-module basis $\left\{1, \omega_{1}, \ldots, \omega_{n-1}\right\}$, where

$$
\alpha F=(\beta X-\alpha Y)\left(\omega_{1} X^{n-1}+\omega_{2} X^{n-1} Y+\cdots+\omega_{n} Y^{n-1}\right)
$$

and $\omega_{n}=-F(0,1) \in A_{v}$. Let $k, l$ be distinct indices from $\{1, \ldots, n\}$. Then using $\omega_{n}^{(k)}=\omega_{n}^{(l)}$ we get

$$
\begin{aligned}
\left(\alpha^{(k)}\right. & \left.\beta^{(l)}-\alpha^{(l)} \beta^{(k)}\right) X \cdot F \\
& =\left(\beta^{(l)} X-\alpha^{(l)} Y\right) \alpha^{(k)} F-\left(\beta^{(k)} X-\alpha^{(k)} Y\right) \alpha^{(l)} F \\
\quad & =\left(\beta^{(k)} X-\alpha^{(k)} Y\right)\left(\beta^{(l)} X-\alpha^{(l)} Y\right)\left(\sum_{i=1}^{n-1}\left(\omega_{i}^{(k)}-\omega_{i}^{(l)}\right) X^{n-i} Y^{i-1}\right) .
\end{aligned}
$$

By taking the ideals of $A_{v, G}$ generated by the coefficients of the polynomials in this identity, applying 17.6.1), and using $\left(\alpha^{(k)}, \beta^{(k)}\right)_{G}=\left(\alpha^{(l)}, \beta^{(l)}\right)_{G}=(1)_{G}$ we obtain

$$
\mathfrak{D}_{k l}\left(F^{*}\right)\left(F^{*}\right)_{G}=\left(\omega_{1}^{(k)}-\omega_{1}^{(l)}, \ldots, \omega_{n-1}^{(k)}-\omega_{n-1}^{(l)}\right)_{G}=\mathfrak{D}_{k l}\left(A_{v, F^{*}}\right),
$$

which is 17.6 .8 .

The identity 17.6 .9 is an immediate consequence of 17.6.8, 17.6.6, and Theorem 16.2.9 (iii).

The next result implies that $\left(\Omega, A_{v}\right)$-forms that lie in the same $\operatorname{GL}(2, K)$ equivalence class and have equal invariant $A_{v}$-order, in fact lie in the same $\mathrm{GL}\left(2, A_{\nu}\right)$-equivalence class.

Proposition 17.6.5 Let $F_{1}^{*}$, $F_{2}^{*}$ be two $\mathrm{GL}(2, K)$-equivalent $\left(\Omega, A_{v}\right)$-forms such that $A_{v, F_{1}^{*}}=A_{v, F_{2}^{*}}$. Then $F_{1}^{*}, F_{2}^{*}$ are $\operatorname{GL}\left(2, A_{v}\right)$-equivalent.

Proof We have $F_{2}^{*}=\lambda\left(F_{1}^{*}\right)_{W}$, with $W \in \mathrm{GL}(2, K)$ and $\lambda \in K^{*}$. Since $A_{v}$ is a principal ideal domain, we may assume without loss of generality that the entries of $W$ lie in $A_{v}$ and generate the unit ideal $A_{v}$. Moreover, the matrix $W$ can be put into Smith Normal Form, i.e., there are $U_{1}, U_{2} \in \operatorname{GL}\left(2, A_{\nu}\right)$ such that

$$
W=U_{1} W_{1} U_{2}, \quad \text { with } W_{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & d
\end{array}\right)
$$

for some non-zero $d \in A_{v}$. Now clearly, $F_{3}^{*}:=\left(F_{1}^{*}\right)_{U_{1}}, F_{4}^{*}:=\left(F_{2}^{*}\right)_{U_{2}^{-1}}$ are $\mathrm{GL}\left(2, A_{v}\right)$-equivalent to $F_{1}^{*}, F_{2}^{*}$, respectively, and $F_{4}^{*}=\lambda\left(F_{3}^{*}\right)_{W_{1}}$. So it suffices to prove that $F_{3}^{*}, F_{4}^{*}$ are $\operatorname{GL}\left(2, A_{v}\right)$-equivalent. Let $F_{3}^{*}=\left(F_{3},(\alpha: \beta)\right)$. Then $F_{4}^{*}=\left(F_{4},(\alpha: \beta / d)\right)$ with $F_{4}(X, Y)=\lambda F_{3}(X, d Y)$. Our assumption implies $A_{v, F_{3}^{*}}=A_{v, F_{4}^{*}}$, and we have to show that $d, \lambda \in A_{v}^{*}$.

By Theorem 16.2 .9 , the order $A_{\nu, F_{3}^{*}}=A_{v, F_{4}^{*}}$ has $A_{v}$-module bases

$$
\left\{1, \omega_{1}, \ldots, \omega_{n-1}\right\}, \quad\left\{1, \rho_{1}, \ldots, \rho_{n-1}\right\},
$$

where

$$
\begin{aligned}
& \alpha F_{3}(X, Y)=(\beta X-\alpha Y)\left(\omega_{1} X^{n-1}+\omega_{2} X^{n-2} Y+\cdots+\omega_{n} Y^{n-1}\right), \\
& \alpha F_{4}(X, Y)=((\beta / d) X-\alpha Y)\left(\rho_{1} X^{n-1}+\rho_{2} X^{n-2} Y+\cdots+\rho_{n} Y^{n-1}\right),
\end{aligned}
$$

with $\omega_{n}=-F_{3}(0,1), \rho_{n}=-F_{4}(0,1)$. The elements of $\left\{1, \rho_{1}, \ldots, \rho_{n-1}\right\}$ are $A_{\nu}$-linear combinations of those of $\left\{1, \omega_{1}, \ldots, \omega_{n-1}\right\}$ and vice versa. Using $F_{4}(X, Y)=\lambda F_{3}(X, d Y)$ and the unicity of the $\omega_{i}, \rho_{i}$, we read off

$$
\rho_{i}=\lambda d^{i} \omega_{i} \text { for } i=1, \ldots, n .
$$

This implies $\lambda d^{i} \in A_{v}^{*}$ for $i=1, \ldots, n-1$, hence $\lambda, d \in A_{v}^{*}$. This proves our proposition.

Let again $F^{*}$ be an $\left(\Omega, A_{v}\right)$-form. By Theorem 16.2 .9 (iii) and Proposition 2.10.3, we have

$$
\left(D\left(F^{*}\right)\right)_{K}=\mathfrak{D}_{A_{v, F^{*}} / A_{v}}=\left[A_{v, \Omega}: A_{v, F^{*}}\right]_{A_{v}}^{2} \mathfrak{D}_{v, \Omega / K},
$$

where $\left[A_{v, \Omega}: A_{v, F^{*}}\right]_{A_{v}}$ is the index ideal of $A_{v, F^{*}}$ in $A_{v, \Omega}$. Hence there is an ideal $\mathfrak{I}_{v}$ of $A_{v}$ such that

$$
\begin{equation*}
\left(D\left(F^{*}\right)\right)_{K}=\mathfrak{J}_{v}^{2} \mathrm{~b}_{v, \Omega / K} . \tag{17.6.10}
\end{equation*}
$$

Below, we consider $\left(\Omega, A_{v}\right)$-forms that lie in the same $\mathrm{GL}\left(2, A_{v}\right)$-equivalence class and satisfy 17.6 .10 for some given ideal $\mathfrak{I}_{v}$, and give an upper bound for the number of GL( $2, A_{v}$ )-equivalence classes of such forms. We start with some observations that will be used also later, and then prove some lemmas.

Let again $x \mapsto x^{(i)}(i=1, \ldots, n)$ denote the $K$-homomorphisms of $\Omega$ to $\bar{K}$ and $G$ the compositum of the images of $\Omega$ under these homomorphisms. Any element of the Galois group $\operatorname{Gal}(G / K)$ permutes $x^{(1)}, \ldots, x^{(n)}$, in other words, for each $\sigma \in \operatorname{Gal}(G / K)$ there is a permutation $(\sigma(1), \ldots, \sigma(n))$ of $(1, \ldots, n)$ such that

$$
\begin{equation*}
\sigma\left(x^{(i)}\right)=x^{(\sigma(i))} \text { for } x \in \Omega, i=1, \ldots, n \tag{17.6.11}
\end{equation*}
$$

This induces an action on the collection of 2-element subsets (i.e., unordered pairs) of $\{1, \ldots, n\}$, via

$$
\begin{equation*}
\sigma(\{k, l\})=\{\sigma(k), \sigma(l)\} . \tag{17.6.12}
\end{equation*}
$$

For any 2 -element subset $\{k, l\}$ of $\{1, \ldots, n\}$, let $K_{k l}$ be the field given by

$$
\begin{equation*}
\operatorname{Gal}\left(G / K_{k l}\right)=\{\sigma \in \operatorname{Gal}(G / K): \sigma(\{k, l\})=\{k, l\}\} \tag{17.6.13}
\end{equation*}
$$

Denote by $\mathscr{C}_{1}, \ldots, \mathscr{C}_{t}$ the orbits of the action defined by 17.6.12. For $p=$ $1, \ldots, t$, choose a representative $\left\{k_{p}, l_{p}\right\} \in \mathscr{C}_{p}$, and let $K_{p}:=K_{k_{p}, l_{p}}$. Then $\left|\mathscr{C}_{p}\right|=$ [ $K_{p}: K$ ], the fields $K_{k l}\left(\{k, l\} \in \mathscr{C}_{p}\right)$ are the conjugates of $K_{p}$ over $K$, and

$$
\begin{equation*}
\sum_{p=1}^{t}\left[K_{p}: K\right]=\sum_{p=1}^{t}\left|\mathscr{C}_{p}\right|=\frac{1}{2} n(n-1) \tag{17.6.14}
\end{equation*}
$$

We now prove some lemmas.
Lemma 17.6.6 Fix a non-zero ideal $\mathfrak{I}_{v}$ of $A_{v}$. If $F^{*}$ runs through the $\left(\Omega, A_{v}\right)$ forms with 17.6.10, then the tuple of ideals

$$
\left(\mathrm{o}_{k l}\left(F^{*}\right): 1 \leq k<l \leq n\right)
$$

runs through a collection of cardinality at most $\binom{v\left(\mathfrak{I}_{v}\right)+n(n-1) / 2}{n(n-1) / 2}$.
Proof Let $F^{*}$ be an $\left(\Omega, A_{v}\right)$-form with 17.6 .10 . By Lemma 17.6 .3 there are ideals $\mathfrak{a}_{k l}\left(F^{*}\right)$ of $A_{v, G}$ such that

$$
\begin{equation*}
\mathfrak{D}_{k l}\left(F^{*}\right)=\mathfrak{a}_{k l}\left(F^{*}\right) \cdot \mathfrak{D}_{k l}(1 \leq k<l \leq n) . \tag{17.6.15}
\end{equation*}
$$

Combining 17.6.15, with 17.6.10, 17.6.6, Lemma 17.6.2, we get

$$
\Im_{v} A_{v, G}=a^{n-1} \mathfrak{J} \prod_{1 \leq k<l \leq n} \mathfrak{a}_{k l}\left(F^{*}\right),
$$

hence

$$
\begin{equation*}
\prod_{1 \leq k<l \leq n} \mathfrak{a}_{k l}\left(F^{*}\right) \supseteq \mathfrak{I}_{v} A_{v, G} . \tag{17.6.16}
\end{equation*}
$$

Let $\{k, l\}$ be a 2-element subset of $\{1, \ldots, n\}$. Since $\mathfrak{a}_{k l}\left(F^{*}\right)^{-1}=\mathfrak{D}_{k l} \cdot \mathfrak{D}_{k l}\left(F^{*}\right)^{-1}$ is generated by

$$
\frac{\xi^{(k)}-\xi^{(l)}}{\alpha^{(k)} \beta^{(l)}-\alpha^{(l)} \beta^{(k)}}\left(\xi \in A_{v, \Omega}\right),
$$

which by 17.6 .13 are all elements of $K_{k l}$, the ideal $\mathfrak{a}_{k l}\left(F^{*}\right)$ itself is generated by elements from $A_{\nu, G} \cap K_{k l}=A_{v, K_{k l}}$. Further, it is clear that $\sigma\left(\mathfrak{a}_{k l}\right)=\mathfrak{a}_{\sigma(k), \sigma(l)}$ for $\sigma \in \operatorname{Gal}(G / K)$.

For $p=1, \ldots, t$, there exists $a_{p} \in K_{p}$ such that $\mathfrak{a}_{k_{p}, l_{p}}=\left(a_{p}\right)_{K_{p}}$, since $A_{v, K_{p}}$ is a principal ideal domain. Then $\mathfrak{a}_{k l}=\left(\sigma\left(a_{p}\right)\right)_{G}$ for some $\sigma \in \operatorname{Gal}(G / K)$ whenever $\{k, l\} \in \mathscr{C}_{p}$. This shows that the ideals $\left(a_{p}\right)_{K_{p}}(p=1, \ldots, t)$ uniquely determine $\mathfrak{a}_{k l}\left(F^{*}\right)$ and hence $\mathfrak{D}_{k l}\left(F^{*}\right)$. The numbers $\sigma\left(a_{p}\right)$ corresponding to the sets $\{k, l\} \in \mathscr{C}_{p}$ are precisely the conjugates of $a_{p}$ over $K$. So by 17.6.16 we have

$$
\mathfrak{J}_{v} A_{\nu, G} \subseteq \prod_{p=1}^{t} \prod_{\{k, l\} \in \mathscr{C}_{p}} \mathfrak{a}_{k l}=\left(\prod_{p=1}^{t} N_{K_{p} / K}\left(a_{p}\right)\right)_{G},
$$

i.e.,

$$
\begin{equation*}
\mathfrak{J}_{v} \subseteq\left(\prod_{p=1}^{t} N_{K_{p} / K}\left(a_{p}\right)\right)_{K} . \tag{17.6.17}
\end{equation*}
$$

For $p=1, \ldots, t$, we have a factorization $\left(a_{p}\right)_{K_{p}}=\prod_{i=1}^{g_{p}} \mathfrak{P}_{i}^{w_{p i}}$, where $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{g_{p}}$ are the prime ideals of $A_{v, K_{p}}$, and the $w_{p i}$ are non-negative integers. Let $f_{p i}$ denote the residue class degree of $\mathfrak{P}_{i}$ over $\mathfrak{p}$. Let $r:=v\left(\mathfrak{J}_{v}\right)$. Then by 17.6.17) and Proposition 2.7.1.

$$
\mathfrak{J}_{v}=\mathfrak{p}_{v}^{r} \subset \mathfrak{p}_{v}^{\sum_{p=1}^{t} \sum_{i=1}^{g_{p}} f_{p i} w_{p i}}
$$

implying

$$
\sum_{p=1}^{t} \sum_{i=1}^{g_{p}} w_{p i} \leq r
$$

The tuple $\mathbf{w}\left(F^{*}\right):=\left(w_{p i}: p=1, \ldots, t, i=1, \ldots, g_{p}\right)$ determines the ideals
$\left(a_{p}\right)_{K_{p}}(p=1, \ldots, t)$, hence $\mathrm{D}_{k l}\left(F^{*}\right)(1 \leq k<l \leq n)$. Further, by (17.6.14) the number of entries in $\mathbf{w}\left(F^{*}\right)$ is

$$
\sum_{p=1}^{t} g_{p} \leq \sum_{p=1}^{t}\left[K_{p}: K\right]=\frac{1}{2} n(n-1)
$$

It follows that the number of possibilities for $\mathbf{w}\left(F^{*}\right)$ is at most $\binom{r+n(n-1) / 2}{n(n-1) / 2}$. Our lemma follows.

Let $\mathscr{C}$ be a GL( $2, K)$-equivalence class of $\Omega$-forms, and $\mathfrak{I}_{v}$ a non-zero ideal of $A_{v}$. Consider the $\left(\Omega, A_{v}\right)$-forms $F^{*}$ with

$$
\begin{equation*}
F^{*} \in \mathscr{C}, \quad\left(D\left(F^{*}\right)\right)_{K}=\mathfrak{I}_{v}^{2} \mathfrak{D}_{v, \Omega / K} . \tag{17.6.18}
\end{equation*}
$$

Lemma 17.6.7 There are $\left(\Omega, A_{v}\right)$-forms $F_{1}^{*}, \ldots, F_{m}^{*}$, with

$$
m \leq 2\binom{v\left(\mathfrak{J}_{v}\right)+n(n-1) / 2}{n(n-1) / 2}
$$

such that for every $\left(\Omega, A_{v}\right)$-form $F^{*}$ with 17.6 .18 there is $i \in\{1, \ldots, m\}$ with

$$
F_{i}^{*} \stackrel{A_{v}}{<} F^{*} .
$$

Proof We start with the following observation: if $F_{1}^{*}, F_{2}^{*}$ are $\Omega$-forms with $F_{2}^{*}=\lambda\left(F_{1}^{*}\right)_{U}$ for some $\lambda \in K^{*}, U \in \operatorname{GL}(2, K)$, then the matrix $U$ is not uniquely determined, but from Lemma 17.3 .4 (ii) it follows that the parity of the integer $v(\operatorname{det} U)$ is uniquely determined.

We define the following relation on the set of $\left(\Omega, A_{v}\right)$-forms with 17.6.18: $F_{1}^{*} \sim F_{2}^{*}$ if $\mathfrak{D}_{i j}\left(F_{1}^{*}\right)=\mathfrak{D}_{i j}\left(F_{2}^{*}\right)$ for $1 \leq i<j \leq n$ and if there exists $\lambda \in K^{*}$ and $U \in \mathrm{GL}(2, K)$ with $v(\operatorname{det} U) \equiv 0(\bmod 2)$ such that $F_{2}^{*}=\lambda\left(F_{1}^{*}\right)_{U}$. This is easily seen to be an equivalence relation, and from the previous lemma and the two possibilities for the parity of an integer, it follows that there are at most $2\binom{v\left(\mathcal{J}_{v}\right)+n(n-1) / 2}{n(n-1) / 2}$ equivalence classes for this relation.

Let $\left\{G_{1}^{*}, \ldots, G_{m}^{*}\right\}$ consist of precisely one $\left(\Omega, A_{v}\right)$-form from each equivalence class. Fix $i \in\{1, \ldots, m\}$. Let $G_{i}^{*}=\left(G_{i},\left(\alpha_{i}: \beta_{i}\right)\right)$ with $\left(\alpha_{i}, \beta_{i}\right)_{\Omega}=(1)_{\Omega}$. By 17.6.4 we have

$$
G_{i}=a_{i} \prod_{k=1}^{n}\left(\beta_{i}^{(k)} X-\alpha_{i}^{(k)} Y\right) \text { with } a_{i} \in A_{v}
$$

The quantities $\alpha_{i}, \beta_{i}$ are linearly independent over $K$ since $G_{i}$ is a minimal binary form of $\left(\alpha_{i}: \beta_{i}\right)$ over $K$ and $\operatorname{deg} G_{i}=n \geq 3$. Let $V_{i}$ be the $K$-vector space with basis $\alpha_{i}, \beta_{i}$ and let $\mathscr{M}_{i}:=V_{i} \cap A_{\nu, \Omega}$. Then $\mathscr{M}_{i}$ is an $A_{\nu}$-lattice of $V_{i}$,
and since $A_{\nu}$ is a principal ideal domain, it must be a free $A_{\nu}$-lattice of rank 2 . Let $\left\{\gamma_{i}, \delta_{i}\right\}$ be an $A_{v}$-basis of $\mathscr{M}_{i}$ and put

$$
F_{i}^{*}=\left(F_{i},\left(\gamma_{i}: \delta_{i}\right)\right) \text { with } F_{i}:=\prod_{k=1}^{n}\left(\delta_{i}^{(k)} X-\gamma_{i}^{(k)} Y\right)
$$

Then $F_{i}^{*}$ is an $\left(\Omega, A_{v}\right)$-form. Since $\alpha_{i}, \beta_{i} \in \mathscr{M}_{i}$, there are $a, b, c, d \in A_{v}$ such that $\alpha_{i}=a \gamma_{i}+b \delta_{i}, \beta_{i}=c \gamma_{i}+d \delta_{i}$. This shows that $G_{i}^{*}=a_{i}\left(F_{i}^{*}\right)_{U_{i}}$ where $a_{i} \in A_{v}$ and $U_{i}=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$ is a non-singular matrix with entries from $A_{v}$. Hence $F_{i}^{*} \stackrel{A_{v}}{<} G_{i}^{*}$. We show that $F_{1}^{*}, \ldots, F_{m}^{*}$ satisfy the conditions of our lemma.

Let $F^{*}$ be an $\left(\Omega, A_{v}\right)$-form with 17.6 .18 ). Suppose that $F^{*}$ belongs to the class represented by $G_{i}^{*}$. Then $F^{*}=\lambda\left(G_{i}^{*}\right)_{U}$ with $\lambda \in K^{*}$ and $U \in \operatorname{GL}(2, K)$ such that $v(\operatorname{det} U)$ is even, i.e. $\operatorname{det} U=\varepsilon e^{2}$ with $\varepsilon \in A_{v}^{*}$ and $e \in A_{v}$. Replacing $U$ by $e^{-1} U$, and $\lambda$ by $\lambda e^{n}$ as we may, we see that there is no loss of generality to assume that $\operatorname{det} U \in A_{v}^{*}$. Let $U=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$ and write

$$
\left(a \alpha_{i}+b \beta_{i}, c \alpha_{i}+d \beta_{i}\right)=\mu(\alpha, \beta)
$$

where $\mu \in \Omega^{*}$ and $(\alpha, \beta)_{\Omega}=(1)_{\Omega}$. Thus, $F^{*}=(F,(\alpha: \beta))$. Now for each pair of distinct indices $k, l \in\{1, \ldots, n\}$,

$$
\begin{aligned}
\mathfrak{D}_{k l}\left(F^{*}\right) & =\left(\alpha^{(k)} \beta^{(l)}-\alpha^{(l)} \beta^{(k)}\right)_{G} \\
& =\left(\mu^{(k)} \mu^{(l)}\right)_{G}^{-1} \cdot(\operatorname{det} U)_{G} \cdot\left(\alpha_{i}^{(k)} \beta_{i}^{(l)}-\alpha_{i}^{(l)} \beta_{i}^{(k)}\right)_{G} \\
& =\left(\mu^{(k)} \mu^{(l)}\right)_{G}^{-1} \mathrm{D}_{k l}\left(G_{i}^{*}\right)
\end{aligned}
$$

since $\operatorname{det} U \in A_{v}^{*}$. The binary forms $F^{*}, G_{i}^{*}$ belong to the same class, so in particular $\mathrm{D}_{k l}\left(F^{*}\right)=\mathfrak{D}_{k l}\left(G_{i}^{*}\right)$. Hence $\left(\mu^{(k)} \mu^{(l)}\right)_{G}=(1)_{G}$ for each pair of distinct indices $k, l \in\{1, \ldots, n\}$. This implies $\left(\mu^{(k)}\right)_{G}=(1)_{G}$ for $k=1, \ldots, n$, hence $(\mu)_{\Omega}=(1)_{\Omega}$.

Put $\alpha^{\prime}:=a \alpha_{i}+b \beta_{i}, \beta^{\prime}:=c \alpha_{i}+d \beta_{i}$. Then $F^{*}=\left(F,\left(\alpha^{\prime}: \beta^{\prime}\right)\right),\left(\alpha^{\prime}, \beta^{\prime}\right)_{\Omega}=(1)_{\Omega}$ and moreover, $\alpha^{\prime}, \beta^{\prime} \in \mathscr{M}_{i}$. Using that $\alpha^{\prime}, \beta^{\prime}$ are $A_{v}$-linear combinations of $\gamma_{i}, \delta_{i}$ one shows, similarly as was done above for $G_{i}^{*}$, that $F_{i}^{*} \stackrel{A_{v}}{\prec} F^{*}$. This completes the proof of our lemma.

We need the following elementary lemma. Let $\pi$ be a local parameter for $v$. For $l=0,1,2, \ldots$, let $\mathscr{S}_{l}$ be a full system of representatives for the residue class ring $A_{v} / \mathfrak{p}_{v}^{l}=A_{v} /\left(\pi^{l}\right)$, where $\mathscr{S}_{0}=\{0\}$.

Lemma 17.6.8 Let $W \in \operatorname{NS}\left(2, A_{v}\right)$. Then there exist $U \in \mathrm{GL}\left(2, A_{v}\right), k, l \in \mathbb{Z}_{\geq 0}$ and $c \in \mathscr{S}_{\text {l }}$ such that

$$
W U=\left(\begin{array}{ll}
\pi^{k} & 0 \\
c & \pi^{l}
\end{array}\right)
$$

Proof Left to the reader.
Proposition 17.6.9 (i) The $\left(\Omega, A_{v}\right)$-forms that satisfy 17.6 .18 and are $A_{v^{-}}{ }^{-}$ minimal lie in a union of at most

$$
2\binom{v\left(\mathfrak{J}_{v}\right)+n(n-1) / 2}{n(n-1) / 2}
$$

$\mathrm{GL}\left(2, A_{v}\right)$-equivalence classes.
(ii) Assume that $N v:=\left|k_{v}\right|$ is finite. Then the $\left(\Omega, A_{v}\right)$-forms with 17.6.18| lie in a union of at most

$$
8\binom{v\left(\mathfrak{I}_{v}\right)+n(n-1) / 2}{n(n-1) / 2} N v^{\left[2 v\left(\mathfrak{I}_{v}\right) / n(n-1)\right]}
$$

$\mathrm{GL}\left(2, A_{v}\right)$-equivalence classes.
Proof (i) Clear from Lemma 17.6.8
(ii) Let $F_{i}^{*} \in\left\{F_{1}^{*}, \ldots, F_{m}^{*}\right\}$. We estimate the number of $\operatorname{GL}\left(2, A_{v}\right)$-equivalence classes of $\left(\Omega, A_{v}\right)$-forms $F^{*}$ that satisfy (17.6.18), and for which $F_{i}^{*} A_{\nu} F^{*}$.

Take such $F^{*}$. Then $F^{*}=b\left(F_{i}^{*}\right)_{W}$, where $W \in \mathrm{NS}\left(2, A_{v}\right)$ and $b \in A_{v}$. We may assume that the entries of $W$ generate the unit ideal of $A_{v}$. Using that $b=\varepsilon \pi^{t}$ for some $\varepsilon \in A_{v}^{*}, t \in \mathbb{Z}_{\geq 0}$, and Lemma 17.6.7. it follows that $F^{*}$ is $\mathrm{GL}\left(2, A_{\nu}\right)$-equivalent to $F_{0}^{*}=\pi^{t}\left(F_{i}^{*}\right)_{W_{1}}$, where

$$
W_{1}=\left(\begin{array}{ll}
\pi^{k} & 0 \\
c & \pi^{l}
\end{array}\right) \text { with } k, l \in \mathbb{Z}_{\geq 0}, c \in \mathscr{S}_{l} .
$$

So the $\operatorname{GL}\left(2, A_{v}\right)$-equivalence class of $F^{*}$ is determined by $(t, k, l, c)$, and it suffices to estimate from above the number of possibilities for this quadruple.

We have $\left(D\left(F_{0}^{*}\right)\right)_{K}=\mathfrak{J}_{0 v}^{2} \mathfrak{D}_{v, \Omega / K}$ where $\mathfrak{I}_{0 v}$ is an ideal of $A_{v}$. Hence

$$
\left(D\left(F_{0}^{*}\right) / D\left(F_{i}^{*}\right)\right)_{K}=\left(\mathfrak{I}_{v} / \mathfrak{I}_{0 v}\right)^{2} \supseteq \mathfrak{I}_{v}^{2}
$$

Further,

$$
D\left(F_{0}^{*}\right)=\pi^{t(2 n-2)}\left(\operatorname{det} B_{1}\right)^{n(n-1)} D\left(F_{i}^{*}\right)
$$

Hence

$$
(2 n-2) t+n(n-1)(k+l)=2 v\left(\mathfrak{J}_{v} / \Im_{0 v}\right) \leq 2 v\left(\Im_{v}\right)
$$

This shows that $t$ is uniquely determined by $k, l$, and that

$$
k+l \leq r:=\left[\frac{2 v\left(\mathfrak{I}_{v}\right)}{n(n-1)}\right]
$$

Further, for given $k, l$ there are at most $\left|A_{v} / p_{v}^{l}\right|=N v^{l}$ possibilities for $c$. Hence for the tuple $(t, k, l, c)$ we have at most

$$
\begin{aligned}
& \sum_{l=0}^{r} N v^{l}\left(\sum_{k=0}^{r-l} 1\right)=\sum_{l=0}^{r}(r-l+1) N v^{l} \\
& \quad=N v^{r} \sum_{l=0}^{r}(r-l+1) N v^{l-r} \leq N v^{r} \sum_{h=0}^{\infty}(h+1) N v^{-h} \\
& \quad=\frac{N v^{r}}{\left(1-N v^{-1}\right)^{2}} \leq 4 N v^{r}
\end{aligned}
$$

possibilities. This shows that the $\left(\Omega, A_{\nu}\right)$-forms $F^{*}$ with 17.6 .18$)$ and $F_{i}^{*} \stackrel{A_{v}}{<} F^{*}$ lie in at most $4 N v^{r} \mathrm{GL}\left(2, A_{v}\right)$-equivalence classes. Multiplying this with the upper bound for $m$ from Lemma 17.6.7, part (ii) of Proposition 17.6.9 immediately follows.

### 17.7 Counting equivalence classes over number fields

Let $K$ be an algebraic number field, and $S$ a finite set of places of $K$, containing all infinite places. By ' $v \notin S$ ' we indicate a finite place of $K$ outside $S$. The local ring of $v \notin S$ is given by $A_{v}:=\left\{x \in K:|x|_{v} \leq 1\right\}$. This is just the localization of $O_{S}$ at the prime ideal $\left\{x \in O_{S}:|x|_{v}<1\right\}$. For any finite extension $L$ of $K$, we denote by $A_{v, L}$ the integral closure of $A_{v}$ in $L$.

Let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=n \geq 3$. For $v \notin S$, we denote by $A_{v, \Omega}$ the integral closure of $A_{v}$ in $\Omega$. Given an $\left(\Omega, O_{S}\right)$-form $F^{*}$ (i.e., a pair $(F,(\alpha: \beta))$ where $F \in O_{S}[X, Y]$ is a binary form associated with $(\Omega,(\alpha: \beta))$ we denote by $O_{S, F^{*}}$ its invariant $O_{S}$-order. Analogously, we denote the invariant $A_{\nu}$-order of an $\left(\Omega, A_{\nu}\right)$-form $F^{*}$ by $A_{\nu, F^{*}}$. If $\mathfrak{D}$ is an $O_{S}$-order of $\Omega$, then for $v \notin S$, its localization $\mathfrak{D}_{v}:=A_{v} \mathfrak{D}$ is an $A_{v}$-order of $\Omega$.

The following proposition, which is an application of Corollary 4.3 .5 will be crucial. It looks somewhat complicated, but it allows us to deduce all our theorems, and it also has the potential of further applications.

Proposition 17.7.1 Let $s:=|S|, n:=[\Omega: K] \geq 3$, and let $\mathfrak{D}$ be an $O_{S}$-order of $\Omega$. Then the set of $\Omega$-forms $F^{*}$ with the property that for every $v \notin S$ there is an $\left(\Omega, A_{v}\right)$-form $F_{v}^{*}$ such that

$$
\begin{equation*}
F_{v}^{*} \text { is } \mathrm{GL}(2, K) \text {-equivalent to } F^{*}, \quad A_{v, F_{v}^{*}}=\mathfrak{D}_{v} \tag{17.7.1}
\end{equation*}
$$

is a union of at most $2^{\left(5 n^{2}-24\right) s} \mathrm{GL}(2, K)$-equivalence classes.

We recall some facts from projective geometry. For the moment, let $K$ be any field of characteristic $0, \Omega$ a finite étale $K$-algebra with $[\Omega: K]=n \geq 3$, and $x \mapsto x^{(i)}(i=1, \ldots, n)$ the $K$-homomorphisms of $\Omega$ to $\bar{K}$. Denote by $G$ the compositum of the images of $\Omega$ under $x \mapsto x^{(i)}(i=1, \ldots, n)$. For a point $P=(\alpha: \beta) \in \mathbb{P}^{1}(G)$, and a projective transformation $\langle U\rangle \in \operatorname{PGL}(2, G)=$ $\mathrm{GL}(2, G) / G^{*}$, represented by a matrix $U=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \operatorname{GL}(2, G)$, say, we have

$$
\langle U\rangle P=(a \alpha+b \beta: c \alpha+d \beta)
$$

The cross ratio of four distinct points $P_{1}, P_{2}, P_{3}, P_{4} \in \mathbb{P}^{1}(G)$ is given by

$$
\operatorname{cr}\left(P_{1}, P_{2}, P_{3}, P_{4}\right):=\frac{\left(\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}\right)\left(\alpha_{3} \beta_{4}-\alpha_{4} \beta_{3}\right)}{\left(\alpha_{1} \beta_{3}-\alpha_{3} \beta_{1}\right)\left(\alpha_{2} \beta_{4}-\alpha_{4} \beta_{2}\right)}
$$

where $P_{i}=\left(\alpha_{i}: \beta_{i}\right)$ for $i=1,2,3,4$. For any distinct $P_{1}, P_{2}, P_{3} \in \mathbb{P}^{1}(G)$ and any distinct $Q_{1}, Q_{2}, Q_{3} \in \mathbb{P}^{1}(G)$ there is precisely one $\langle U\rangle \in \operatorname{PGL}(2, G)$ such that $\langle U\rangle P_{i}=Q_{i}$ for $i=1,2,3$. Further, for any distinct $P_{1}, P_{2}, P_{3}, P_{4} \in$ $\mathbb{P}^{1}(G)$ and distinct $Q_{1}, Q_{2}, Q_{3}, Q_{4} \in \mathbb{P}^{1}(G)$, there is $\langle U\rangle \in \operatorname{PGL}(2, G)$ such that $\langle U\rangle P_{i}=Q_{i}$ for $i=1,2,3,4$ if and only if $\operatorname{cr}\left(P_{1}, P_{2}, P_{3}, P_{4}\right)=\operatorname{cr}\left(Q_{1}, Q_{2}, Q_{3}, Q_{4}\right)$.

If $n \geq 4$, then for an $\Omega$-form $F^{*}=(F,(\alpha: \beta))$, and any distinct indices $i, j, k, l \in\{1, \ldots, n\}$, we define

$$
\mathrm{cr}_{i j k l}\left(F^{*}\right):=\operatorname{cr}\left(P_{i}, P_{j}, P_{k}, P_{l}\right)
$$

where $P_{h}=\left(\alpha^{(h)}: \beta^{(h)}\right)$ for $h=1, \ldots, n$.
We first prove some lemmas.
Lemma 17.7.2 Let $F_{1}^{*}$, $F_{2}^{*}$ be two $\Omega$-forms.
(i) Assume $n=3$. Then $F_{1}^{*}, F_{2}^{*}$ are $\mathrm{GL}(2, K)$-equivalent.
(ii) Assume $n \geq 4$. Then $F_{1}^{*}, F_{2}^{*}$ are $\operatorname{GL}(2, K)$-equivalent if and only if

$$
\operatorname{cr}_{123 i}\left(F_{1}^{*}\right)=\operatorname{cr}_{123 i}\left(F_{2}^{*}\right) \text { for } i=4, \ldots, n
$$

Proof Write $F_{1}^{*}=\left(F_{1},(\alpha: \beta)\right), F_{2}^{*}=\left(F_{2},(\gamma: \delta)\right)$, and put $P_{i}:=\left(\alpha^{(i)}: \beta^{(i)}\right)$, $Q_{i}:=\left(\gamma^{(i)}: \delta^{(i)}\right)$ for $i=1, \ldots, n$.

We start with the proof of (ii). Let $n \geq 4$. First assume that $F_{1}^{*}, F_{2}^{*}$ are $\mathrm{GL}(2, K)$-equivalent, say $F_{2}^{*}=\lambda\left(F_{1}^{*}\right)_{U}$ for some $\lambda \in K^{*}, U \in \operatorname{GL}(2, K)$. Then $\langle U\rangle$ maps $Q_{i}$ to $P_{i}$ for $i=1, \ldots, n$. Hence $\mathrm{cr}_{123 i}\left(F_{1}^{*}\right)=\mathrm{cr}_{123 i}\left(F_{2}^{*}\right)$ for $i=4, \ldots, n$.

Conversely, assume that $\mathrm{cr}_{123 i}\left(F_{1}^{*}\right)=\operatorname{cr}_{123 i}\left(F_{2}^{*}\right)$ for $i=4, \ldots, n$. There is a unique transformation $\langle U\rangle \in \operatorname{PGL}(2, G)$ such that $Q_{i}=\langle U\rangle P_{i}$ for $i=1,2,3$. Then also $\langle U\rangle P_{i}=Q_{i}$ for $i=4, \ldots, n$. We normalize the matrix $U$ such that one of its entries is 1 . We use the action given by 17.6.11), i.e., $\sigma\left(x^{(i)}\right)=$ $x^{(\sigma(i))}$ for $x \in \Omega, i=1, \ldots, n, \sigma \in \operatorname{Gal}(G / K)$. Thus, for $\sigma \in \operatorname{Gal}(G / K)$ we
have $\sigma\left(P_{i}\right)=P_{\sigma(i)}, \sigma\left(Q_{i}\right)=Q_{\sigma(i)}$ for $i=1, \ldots, n$, hence $\langle\sigma(U)\rangle P_{i}=Q_{i}$ for $i=1, \ldots, n$. By the unicity of $\langle U\rangle$, we have for $\sigma \in \operatorname{Gal}(G / K)$ that the matrix $\sigma(U)$ is a scalar multiple of $U$, but then in fact $\sigma(U)=U$ since one of the entries of $U$ is equal to 1 . Hence $U \in \operatorname{GL}(2, K)$. Now both $F_{1}$ and $\left(F_{2}\right)_{U}$ have zeros $P_{1}, \ldots, P_{n}$, therefore, both $F_{1}$ and $\left(F_{2}\right)_{U}$ are constant multiples of $\prod_{i=1}^{n}\left(\beta^{(i)} X-\alpha^{(i)} Y\right)$, which is a binary form in $K[X, Y]$. This shows that $F_{1}^{*}$ and $F_{2}^{*}$ are $\mathrm{GL}(2, K)$-equivalent.
We prove (i). There is a unique transformation $\langle U\rangle \in \operatorname{PGL}(2, G)$ such that $\langle U\rangle P_{i}=Q_{i}$ for $i=1,2,3$. By a similar reasoning as above, one shows that $U$ can be taken from $\mathrm{GL}(2, K)$, and that $F_{1}^{*}, F_{2}^{*}$ are $\mathrm{GL}(2, K)$-equivalent.
We now assume again that $K$ is a number field, $S$ a finite set of places of $K$ of cardinality $s$ containing all infinite places and $\Omega$ a finite étale $K$-algebra. Further, we keep the notation introduced above.
Part (i) of Lemma 17.7.2 implies Proposition 17.7.1 at once if $n=3$. So henceforth we assume $n \geq 4$. Let $\mathfrak{D}$ be an $O_{S}$-order of $\Omega$, and denote by $\mathscr{F}(\mathfrak{D})$ the set of $\Omega$-forms satisfying the condition of Proposition 17.7.1.

Given points $P_{i}=\left(\alpha_{i}: \beta_{i}\right) \in \mathbb{P}^{1}(G)(i=1,2,3,4)$ we have the fundamental identity, which was also at the heart of the proofs in Chapters 14, 15, that is, $\Delta_{12} \Delta_{34}+\Delta_{23} \Delta_{41}+\Delta_{31} \Delta_{24}=0$, where $\Delta_{i j}=\alpha_{i} \beta_{j}-\alpha_{j} \beta_{i}$. This translates into an identity for cross ratios,

$$
\operatorname{cr}\left(P_{1}, P_{2}, P_{3}, P_{4}\right)+\operatorname{cr}\left(P_{1}, P_{4}, P_{3}, P_{2}\right)=1
$$

In particular, for any $\Omega$-form $F^{*}$ we have

$$
\begin{equation*}
\mathrm{cr}_{123 i}\left(F^{*}\right)+\mathrm{cr}_{1 i 32}\left(F^{*}\right)=1 \quad(i=4, \ldots, n) . \tag{17.7.2}
\end{equation*}
$$

We want to apply Corollary 4.3.5 to 17.7 .2 . To this end, we need an upper bound for the rank of the multiplicative subgroup of $\left(G^{*}\right)^{2 n-6}$ generated by the tuples

$$
\begin{equation*}
\left(\operatorname{cr}_{123 i}\left(F^{*}\right), \operatorname{cr}_{1 i 32}\left(F^{*}\right) ; i=4, \ldots, n\right) \quad\left(F^{*} \in \mathscr{F}(\mathfrak{D})\right) . \tag{17.7.3}
\end{equation*}
$$

Lemma 17.7.3 The multiplicative group generated by the tuples (17.7.3) has rank at most $\frac{1}{2} n(n-1) s$.
Proof Given the action of $\operatorname{Gal}(G / K)$ on $\{1, \ldots, n\}$ defined by 17.6.11, consider the induced action on the 2-element subsets of $\{1, \ldots, n\}$ defined by 17.6.12, and for any 2-element subset $\{k, l\}$ of $\{1, \ldots, n\}$, let $K_{k l}$ be the field defined by 17.6 .13 . We denote by $O_{k l}$ the integral closure of $O_{S}$ in $K_{k l}$, and by $O_{k l}^{*}$ its unit group. Since $K_{k l}$ has at most [ $\left.K_{k l}: K\right] s$ places lying above those in $S$, we have

$$
\begin{equation*}
\operatorname{rank} O_{k l}^{*} \leq\left[K_{k l}: K\right] s-1 \tag{17.7.4}
\end{equation*}
$$

Let again $\mathscr{C}_{1}, \ldots, \mathscr{C}_{t}$ be the orbits of the action on the 2-element subsets, and for $p=1, \ldots, t$, choose a representative $\left\{k_{p}, l_{p}\right\} \in \mathscr{C}_{p}$ and put $K_{p}:=K_{k_{p}, l_{p}}$, $O_{p}:=O_{k_{p}, l_{p}}, O_{p}^{*}:=O_{k_{p}, l_{p}}^{*}$.

Assume that $\mathscr{F}(\mathfrak{D}) \neq \emptyset$. We fix $F_{0}^{*}=\left(F_{0},\left(\alpha_{0}: \beta_{0}\right)\right) \in \mathscr{F}(\mathfrak{D})$, and let $F^{*}=(F,(\alpha: \beta))$ vary through $\mathscr{F}(\mathfrak{D})$. We observe that for every $F^{*} \in \mathscr{F}(\mathfrak{D})$, in (17.7.1) we can choose $F_{v}^{*}=F^{*}$ for all but finitely many $v \notin S$. Indeed, if $v$ does not correspond to one of the finitely many prime ideals of $O_{S}$ in the factorizations of $D(F)$ or the discriminant ideal $D_{\mathfrak{D} / O_{S}}$, then $D(F) \in A_{v}^{*}$ and $\mathfrak{D}_{v}=A_{v, \Omega}$. By Theorem 16.2.9, we have for these $v$ that also $A_{v, F^{*}}=A_{v, \Omega}=\mathfrak{D}_{v}$.
For $v \notin S$, let $F_{v}^{*}=\left(F_{v},\left(\alpha_{v}: \beta_{v}\right)\right)$ be an $\left(\Omega, A_{v}\right)$-form with 17.7.1), where we have assumed that $\alpha_{v}, \beta_{v}$ generate the unit ideal of $A_{v, \Omega}$. There are $\lambda_{v} \in K^{*}$ and $U_{v} \in \mathrm{GL}(2, K)$ such that $F_{v}^{*}=\lambda_{v} F_{U_{v}}^{*}$. We may choose $U_{v}$ such that its entries lie in $A_{v}$ and generate the unit ideal of $A_{v}$. As observed above, we may choose $F_{v}^{*}=F^{*}$ and thus for $U_{v}$ the identity matrix for all but finitely many $v \notin S$. Further, for all but finitely many $v \notin S$, the pair $\alpha, \beta$ generates the unit ideal of $A_{v, \Omega}$, and so for these $v$ we may also choose $\alpha_{v}=\alpha, \beta_{v}=\beta$. For $v \notin S$ we have $(\alpha: \beta)=\left\langle U_{v}\right\rangle\left(\alpha_{v}: \beta_{v}\right)$, which means that there is $\kappa_{v} \in \Omega^{*}$ such that

$$
\begin{equation*}
\binom{\alpha}{\beta}=\kappa_{v} U_{v}\binom{\alpha_{v}}{\beta_{v}} \tag{17.7.5}
\end{equation*}
$$

Here, for all but finitely many $v, U_{v}$ is the identity matrix, and $\kappa_{v}=1$.
Assume that $\Omega=L_{1} \times \cdots \times L_{q}$, where $L_{1}, \ldots, L_{q}$ are finite extension fields of $K$. Denote by $h$ the lowest common multiple of the class numbers of $K, L_{1}, \ldots, L_{q}$. Since $\operatorname{det} U_{v}=1$ for all but finitely many $v$, there is a fractional ideal $\mathfrak{a}$ of $O_{S}$ such that $\mathfrak{a} A_{v}=\left(\operatorname{det} U_{v}\right) A_{v}$ for $v \notin S$. The fractional ideal $\mathfrak{a}^{h}$ is principal, say equal to $\lambda O_{S}$ for some $\lambda \in K^{*}$. Thus,

$$
\begin{equation*}
\left(\operatorname{det} U_{v}\right)^{h} A_{v}=\lambda A_{v} \text { for } v \notin S \tag{17.7.6}
\end{equation*}
$$

Every fractional ideal $\mathfrak{b}$ of $O_{S, \Omega}$ can be expressed as a direct sum $\mathfrak{b}_{1} \oplus \cdots \oplus \mathfrak{b}_{q}$, where $\mathfrak{b}_{i}$ is a fractional ideal of $O_{S, L_{i}}$, for $i=1, \ldots, q$. It follows that $\mathfrak{b}^{h}=$ $\mathfrak{b}_{1}^{h} \oplus \cdots \oplus \mathfrak{b}_{q}^{h}$ is principal. Since $\kappa_{v}=1$ for all but finitely many $v \notin S$, there is a fractional ideal $\mathfrak{b}$ of $O_{S, \Omega}$ such that $\mathfrak{b} A_{v, \Omega}=\kappa_{v} A_{v, \Omega}$ for $v \notin S$. Now $\mathfrak{b}^{h}$ is principal, say equal to $\mu O_{S, \Omega}$ for some $\mu \in \Omega^{*}$. That is,

$$
\begin{equation*}
\kappa_{v}^{h} A_{v, \Omega}=\mu A_{v, \Omega} \text { for } v \notin S \tag{17.7.7}
\end{equation*}
$$

Let $\{k, l\}$ be a 2-element subset of $\{1, \ldots, n\}$ and define

$$
\Theta_{k l}\left(F^{*}\right):=\frac{\left(\alpha^{(k)} \beta^{(l)}-\alpha^{(l)} \beta^{(k)}\right)^{2 h}}{\lambda^{2}\left(\mu^{(k)} \mu^{(l)}\right)^{2}}
$$

the right-hand side is invariant under $\operatorname{Gal}\left(G / K_{k l}\right)$ so $\Theta_{k l}\left(F^{*}\right) \in K_{k l}$. By (17.7.5)(17.7.7) we have

$$
\begin{aligned}
\Theta_{k l}\left(F^{*}\right) A_{v, G} & =\left(\frac{\alpha^{(k)} \beta^{(l)}-\alpha^{(l)} \beta^{(k)}}{\kappa_{v}^{(k)} \kappa_{v}^{(l)} \operatorname{det} U_{v}}\right)^{2 h} A_{v, G} \\
& =\left(\alpha_{v}^{(k)} \beta_{v}^{(l)}-\alpha_{v}^{(l)} \beta_{v}^{(k)}\right)^{2 h} A_{v, G}=\mathfrak{D}_{v, k l}\left(F_{v}^{*}\right)^{2 h}
\end{aligned}
$$

where $\grave{D}_{v, k l}\left(F_{v}^{*}\right)$ is the ideal of $A_{v, G}$ generated by $\alpha_{v}^{(k)} \beta_{v}^{(l)}-\alpha_{v}^{(l)} \beta_{v}^{(k)}$. By Lemma 17.6.4, this ideal depends only on $\mathfrak{D}_{v}$. This holds for all $v \notin S$. Hence the ideal $\Theta_{k l}\left(F^{*}\right) O_{k l}$ depends only on $\mathfrak{D}$.

Repeating the above argument with our fixed $F_{0}^{*} \in \mathscr{F}(\mathfrak{D})$ instead of $F^{*}$, defining $\lambda_{0}, \mu_{0}, \Theta_{k l}\left(F_{0}^{*}\right)$ similarly to $\lambda, \mu, \Theta_{k l}\left(F^{*}\right)$, we obtain

$$
\Theta_{k l}\left(F^{*}\right) O_{k l}=\Theta_{k l}\left(F_{0}^{*}\right) O_{k l}
$$

and thus

$$
\frac{\Theta_{k l}\left(F^{*}\right)}{\Theta_{k l}\left(F_{0}^{*}\right)}=: \varepsilon_{k l}\left(F^{*}\right) \in O_{k l}^{*} .
$$

Since

$$
\mathrm{cr}_{i j k l}\left(F^{*}\right)^{2 h}=\frac{\Theta_{i j}\left(F^{*}\right) \Theta_{k l}\left(F^{*}\right)}{\Theta_{i k}\left(F^{*}\right) \Theta_{j l}\left(F^{*}\right)}
$$

and likewise for $F_{0}^{*}$, we obtain

$$
\begin{equation*}
\left(\frac{\mathrm{cr}_{i j k l}\left(F^{*}\right)}{\operatorname{cr}_{i j k l}\left(F_{0}^{*}\right)}\right)^{2 h}=\frac{\varepsilon_{i j}\left(F^{*}\right) \varepsilon_{k l}\left(F^{*}\right)}{\varepsilon_{i k}\left(F^{*}\right) \varepsilon_{j l}\left(F^{*}\right)} \tag{17.7.8}
\end{equation*}
$$

for all distinct $i, j, k, l \in\{1, \ldots, n\}$.
Let $\Gamma_{1}$ denote the multiplicative subgroup of $\left(G^{*}\right)^{n(n-1) / 2}$ generated by the tuples $\left(\varepsilon_{k l}\left(F^{*}\right): 1 \leq k<l \leq n\right)$, for all $F^{*} \in \mathscr{F}(\mathfrak{D})$. It is straightforward to check that if $\sigma \in \operatorname{Gal}(G / K)$ maps $\left\{k_{p}, l_{p}\right\}$ to $\{k, l\}$, then $\sigma\left(\varepsilon_{k_{p}, l_{p}}\left(F^{*}\right)\right)=\varepsilon_{k l}\left(F^{*}\right)$, i.e., $\varepsilon_{k_{p}, l_{p}}\left(F^{*}\right)(p=1, \ldots, t)$ determine all $\varepsilon_{k l}\left(F^{*}\right)$. Hence the map

$$
\left(x_{k l}: 1 \leq k<l \leq n\right) \mapsto\left(x_{k_{1}, l_{1}}, \ldots, x_{k_{t}, l_{l}}\right)
$$

defines an injective group homomorphism

$$
\begin{equation*}
\Gamma_{1} \hookrightarrow O_{1}^{*} \times \cdots \times O_{t}^{*} \tag{17.7.9}
\end{equation*}
$$

Let $\Gamma_{2} \subset\left(G^{*}\right)^{2 n-6}$ be the image of $\Gamma_{1}$ under the group homomorphism

$$
\left(x_{k l}: 1 \leq k<l \leq n\right) \mapsto\left(\frac{x_{12} x_{3 i}}{x_{13} x_{2 i}}, \frac{x_{1 i} x_{23}}{x_{13} x_{2 i}}: i=4, \ldots, n\right)
$$

Then by (17.7.8) we have

$$
\left(\operatorname{cr}_{123 i}\left(F^{*}\right), \operatorname{cr}_{1 i 32}\left(F^{*}\right): i=4, \ldots, n\right) \in \Gamma \text { for } F^{*} \in \mathscr{F}(\mathfrak{D})
$$

where $\Gamma$ is the multiplicative group generated by the tuple

$$
\left(\operatorname{cr}_{123 i}\left(F_{0}^{*}\right), \operatorname{cr}_{1332}\left(F_{0}^{*}\right): i=4, \ldots, n\right)
$$

and by the $2 h$-th roots in $\left(G^{*}\right)^{2 n-6}$ of the elements of $\Gamma_{2}$. Invoking 17.7.9, 17.7.4 and lastly (17.6.14), we get

$$
\begin{aligned}
\operatorname{rank} \Gamma_{2} & \leq \operatorname{rank} \Gamma_{1} \leq \sum_{p=1}^{t} \operatorname{rank} O_{p}^{*} \\
& \leq \sum_{p=1}^{t}\left(\left[K_{p}: K\right] s-1\right) \leq \frac{1}{2} n(n-1) s-1 .
\end{aligned}
$$

Hence $\Gamma$ has rank at most $\frac{1}{2} n(n-1) s$. This proves our Lemma.
Proof of Proposition 17.7 .1 Let $\Gamma$ be the multiplicative group generated by the tuples (17.7.3). We may view (17.7.2) as a system of $n-3$ equations as considered in Corollary 4.3.5, with solution tuples taken from $\Gamma$. Now Corollary 4.3.5 and the estimate for rank $\Gamma$ from the above lemma give that there are at most

$$
2^{8(n(n-1) s / 2+2 n-7)} \leq 2^{\left(5 n^{2}-24\right) s}
$$

distinct tuples among those in (17.7.3), as $F^{*}$ runs through $\mathscr{F}(\mathfrak{D})$. By Lemma 17.7 .2 this gives an upper bound for the number of $\mathrm{GL}(2, K)$-equivalence classes of $F^{*} \in \mathscr{F}(\mathfrak{D})$.

### 17.8 Proofs of the Theorems

Let as before $K$ be a number field, $S$ a finite set of places of $K$ of cardinality $s$, and $\Omega$ a finite étale $K$-algebra with $[\Omega: K]=: n \geq 3$. We observe that it suffices to deduce upper bounds for the number of $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of $\left(\Omega, O_{S}\right)$-forms. We define an equivalence relation $\stackrel{O_{S}}{\approx}$ on the $\left(\Omega, O_{S}\right)$ forms by setting $F^{*} \stackrel{O_{S}}{\approx} G^{*}$ if $F^{*}$ and $G^{*}$ are $\operatorname{GL}\left(2, A_{v}\right)$-equivalent for all $v \notin S$. Further, define $r\left(n, O_{S}\right):=1$ if $n$ is odd and $r\left(n, O_{S}\right):=h_{2}\left(O_{S}\right)$ if $n$ is even.

Proof of Theorem 17.2.1 Let $\mathfrak{D}$ be an $O_{S}$-order of $\Omega$, and consider the $\left(\Omega, O_{S}\right)$ forms $F^{*}$ with invariant $O_{S}$-order

$$
\begin{equation*}
O_{S, F^{*}}=\mathfrak{D} \tag{17.8.1}
\end{equation*}
$$

By Lemma 16.2.2 this implies $A_{v, F^{*}}=A_{v} \mathfrak{D}=: \mathfrak{D}_{v}$ for $v \in M_{K} \backslash S$. So by Proposition 17.7.1, these $F^{*}$ lie in at most $2^{\left(5 n^{2}-24\right) s} \mathrm{GL}(2, K)$-equivalence classes. By Proposition 17.6.10, any two $\operatorname{GL}(2, K)$-equivalent $\left(\Omega, O_{S}\right)$-forms
with 17.8.1 are in fact $\operatorname{GL}\left(2, A_{v}\right)$-equivalent for every $v \notin S$. That is, any two $\operatorname{GL}(2, K)$-equivalent $\left(\Omega, O_{S}\right)$-forms with 17.8 .1 are $\stackrel{O_{S}}{\approx}$-equivalent. By Proposition 17.4.4, each $\stackrel{O_{S}}{\approx}$-equivalence class is a union of precisely $r\left(n, O_{S}\right)$ $\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes. Hence the $\left(\Omega, O_{S}\right)$-forms with invariant $O_{S^{-}}$ order $\mathfrak{O}$ lie in at most $2^{5 n^{2} s} r\left(n, O_{S}\right) \mathrm{GL}\left(2, O_{S}\right)$-equivalence classes. This proves Theorem 17.2.1

Proof of Theorem 17.2.2 Let again $\mathfrak{D}$ be an $O_{S}$-order of $\Omega$, and consider those $\theta \in \Omega$ with

$$
\begin{equation*}
K[\theta]=\Omega, \quad O_{S, \theta}=\mathfrak{D} . \tag{17.8.2}
\end{equation*}
$$

Let $f \in K[X]$ be the monic minimal polynomial of $\theta$ over $K$, put $F:=Y^{n} f(X / Y)$ (so that $F$ is associated with $(\Omega,(\theta: 1)$ )) and define the corresponding $\Omega$-form $F^{*}:=(F,(\theta: 1))$. For every $v \notin S$, choose $\mu_{v} \in K^{*}$ such that $F_{v}:=\mu_{v} F$ is in $A_{v}[X, Y]$ and its coefficients generate the unit ideal $(1)=A_{v}$, and let $F_{v}^{*}:=$ $\left(F_{v},(\theta: 1)\right)$. Now the invariant $A_{v}$-order of $F_{v}^{*}$ is by definition $A_{v,(\theta: 1),(1)}=A_{v, \theta}$ and by Lemma 16.2 .2 this is equal to $A_{v} \mathfrak{D}:=\mathfrak{D}_{v}$. So we have

$$
A_{v, F_{v}^{*}}=\mathfrak{D}_{v} \text { for } v \notin S .
$$

Now Proposition 17.7.1 implies that such $F^{*}$ lie in at most $2^{\left(5 n^{2}-24\right) s} \mathrm{GL}(2, K)$ equivalence classes. Further, by Proposition 17.6.5, if we take any two GL( $2, K$ )equivalent such $F^{*}$, then for every $v \notin S$, the corresponding $F_{v}^{*}$ are GL( $2, A_{v}$ )equivalent, and hence the corresponding $\theta$ are $\operatorname{GL}\left(2, A_{v}\right)$-equivalent. This shows that the $\theta \in \Omega$ with 17.8 .2 lie in at most $2^{\left(5 n^{2}-24\right) s} \stackrel{O_{s}}{\approx}$-equivalence classes, where $\theta_{1} \stackrel{O_{s}}{\approx} \theta_{2}$ if $\theta_{1}, \theta_{2}$ are $\operatorname{GL}\left(2, A_{v}\right)$-equivalent for every $v \notin S$. By Proposition 17.4.5 each $\stackrel{O_{S}}{\approx}$-equivalence class of $\theta$ is a union of $h_{2}\left(O_{S}\right) \operatorname{GL}\left(2, O_{S}\right)$ equivalence classes. This implies Theorem 17.2.2

Proof of Theorem 17.2 .3 Let $\mathfrak{I}$ be an ideal of $O_{S}$, and consider the $\left(\Omega, O_{S}\right)$ forms $F^{*}$ with

$$
\begin{equation*}
\left(D\left(F^{*}\right)\right)_{S}=\mathfrak{I}^{2} \mathfrak{D}_{S, \Omega} . \tag{17.8.3}
\end{equation*}
$$

Let $T$ be the set of places of $K$, consisting of the places in $S$ and of the prime ideals dividing $\mathfrak{I}$. Similarly as for $S$, we denote by $O_{T, \Omega}$ the integral closure of $O_{T}$ in $\Omega$, and by ${ }^{\mathrm{D}_{T, \Omega}}$ the discriminant ideal of $O_{T, \Omega}$ over $O_{T}$. Further, we write $(\alpha)_{T}$ for the fractional ideal of $O_{T}$ generated by $\alpha$. Then any $\left(\Omega, O_{S}\right)$-form $F^{*}$ with 17.8.3 satisfies

$$
\left(D\left(F^{*}\right)\right)_{T}=\mathfrak{D}_{T, \Omega} .
$$

By Theorem 16.2 .9 (iii), the discriminant ideal of the invariant $O_{T}$-order $O_{T, F^{*}}$
of $F^{*}$ is equal to $\grave{D}_{T, \Omega}$, which implies that $O_{T, F^{*}}=O_{T, \Omega}$. Now Proposition 17.7.1, and the obvious estimate $|T| \leq s+\omega_{S}(\mathfrak{J})$, imply that the $\left(\Omega, O_{S}\right)$-forms $F^{*}$ with 17.8 .3 lie in at most

$$
\begin{equation*}
2^{\left(5 n^{2}-24\right)\left(s+\omega_{s}(\mathfrak{J})\right)} \tag{17.8.4}
\end{equation*}
$$

$\mathrm{GL}(2, K)$-equivalence classes.
Consider the ( $\Omega, O_{S}$ )-forms $F^{*}$ with 17.8.4 lying in a single $\mathrm{GL}(2, K)$ equivalence class. Then for $v \notin T$, these forms satisfy $A_{\nu, F^{*}}=A_{v, \Omega}$, hence by Proposition 17.7.1 they lie in a single $\mathrm{GL}\left(2, A_{v}\right)$-equivalence class. Proposition 17.6 .9 (ii) implies that for $v \in T \backslash S$, these forms lie in at most

$$
\begin{equation*}
g(v):=8\binom{\operatorname{ord}_{\mathfrak{p}}(\mathfrak{J})+n(n-1) / 2}{n(n-1 / 2} \cdot N_{K}(\mathfrak{p})^{2 \operatorname{ord}_{p}(\mathfrak{F}) / n(n-1)} \tag{17.8.5}
\end{equation*}
$$

$\mathrm{GL}\left(2, A_{v}\right)$-equivalence classes, where $\mathfrak{p}$ is the prime ideal of $O_{K}$ corresponding to $v$. It follows that the $\left(\Omega, O_{S}\right)$-forms $F^{*}$ that satisfy (17.8.3) and lie in a single $\mathrm{GL}(2, K)$-equivalence class, in fact lie in at most

$$
\begin{equation*}
\prod_{v \in T \backslash S} g(v)=8^{\omega_{S}(\mathfrak{I})} \tau_{n(n-1) / 2}(\mathfrak{J}) N_{S}(\mathfrak{I})^{2 / n(n-1)} \tag{17.8.6}
\end{equation*}
$$

${ }^{O_{s}}$-equivalence classes. By Proposition 17.4.3. each of these classes is a union of $r\left(n, O_{S}\right) \mathrm{GL}\left(2, O_{S}\right)$-equivalence classes. By multiplying this with the bounds from (17.8.4), 17.8.6, we obtain that there are at most

$$
2^{5 n^{2}\left(s+\omega_{S}(\mathfrak{I})\right.} \tau_{n(n-1) / 2}(\mathfrak{I}) N_{S}(\mathfrak{J})^{2 / n(n-1)} r\left(n, O_{S}\right)
$$

$\mathrm{GL}\left(2, O_{S}\right)$-equivalence classes of $\left(\Omega, O_{S}\right)$-forms with (17.8.3). This implies Theorem 17.2.3

Proof of Theorem 17.2 .4 We are now considering minimal $\left(\Omega, O_{S}\right)$-forms satisfying (17.8.3). By Proposition 17.4.2, such forms are $A_{v}$-minimal for every $v \notin S$. Now the rest of the proof is the same as that of Theorem 17.2.4. except that by Proposition 17.6 .9 (i) we have instead of (17.8.5) the bound

$$
g^{\prime}(v):=2\binom{\operatorname{ord}_{\mathfrak{p}}(\mathfrak{I})+n(n-1) / 2}{n(n-1 / 2} .
$$

Further, we have $r\left(n, O_{S}\right)=1$ since $O_{S}$ is assumed to be a principal ideal domain.

### 17.9 Finiteness results over finitely generated domains

In this section we consider binary forms with coefficients in an integrally closed integral domain $A$ of characteristic 0 that is finitely generated over $\mathbb{Z}$ (i.e., as a $\mathbb{Z}$-algebra).

Let $K$ be the quotient field of $A, \Omega$ a finite étale $K$-algebra with $[\Omega: K]=n$ and $\delta$ a non-zero element of $A$. We have shown that if $K$ is a number field and $A$ the ring of $S$-integers in $K$ for some finite set of places $S$, then there are only finitely many $\mathrm{GL}(2, A)$-equivalence classes of binary forms $F \in A[X, Y]$ with $D(F) \in \delta A^{*}$ that are associated with $\Omega$. For arbitrary domains $A$ with the conditions given above this is no longer true. As a consequence of Lemma 17.5.1, a binary form $F \in A[X, Y]$ associated with $\Omega$ gives rise to at most $n^{n}$ $(\Omega, A)$-forms $F^{*}=(F,(\alpha: \beta))$, so to give a counterexample it suffices to show that for some $\Omega, \delta$ there are infinitely many $\operatorname{GL}(2, A)$-equivalence classes of $(\Omega, A)$-forms $F^{*}$ with $D\left(F^{*}\right) \in \delta A^{*}$.

In general, for finitely generated domains $A$ and non-zero $\beta \in A$, the residue class ring $A / \beta A$ need not be finite. Choose such $A$ and $\beta$ (e.g., $A=\mathbb{Z}[t], \beta=t$ with $t$ transcendental over $\mathbb{Q}$ ). Fix an $(\Omega, A)$-form $F^{*}$ and consider all $(\Omega, A)$ forms $F_{a}^{*}=F_{B_{a}}^{*}$ where $a \in A$ and $B_{a}=\left(\begin{array}{ll}1 & 0 \\ a & \beta\end{array}\right)$. These forms all have discriminant $\beta^{n(n-1)} D\left(F^{*}\right)$. According to the definition, if $a, b \in A$ then $F_{a}^{*}, F_{b}^{*}$ are $\mathrm{GL}(2, A)$ equivalent if and only if $F_{a}^{*}=\varepsilon\left(F_{b}^{*}\right)_{U}$ for some $\varepsilon \in A^{*}, U \in \operatorname{GL}(2, A)$, and by Lemma 17.3 .4 this holds if and only if there is $\rho$ with $B_{b}=\rho B_{a} U, \rho^{n}=\varepsilon$. An easy computation shows that this is the case precisely if $a \equiv b(\bmod \beta)$. So the $(\Omega, A)$-forms $F_{a}^{*}(a \in A)$ lie in infinitely many distinct $\mathrm{GL}(2, A)$-equivalence classes.

We now state and then prove some finiteness results that do hold true over arbitrary integrally closed domains of characteristic 0 that are finitely generated over $\mathbb{Z}$. So let $A$ be an integrally closed integral domain that is finitely generated over $\mathbb{Z}$, with quotient field $K$ of characteristic 0 . Denote by $\mathscr{P}(A)$ the collection of minimal non-zero prime ideals of $A$. Since by Proposition $9.5 .3 A$ is a Krull domain, there are discrete valuations $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{p} \in \mathscr{P}(A))$ satisfying the conditions of Definition 9.5.2 Let $A_{\mathfrak{p}}=\left\{x \in K: \operatorname{ord}_{p}(x) \geq 0\right\}$ denote the local ring of ord ${ }_{p}$.

Definition 17.9.1 Let $F \in K[X, Y]$ be a binary form. We say that $F$ has good reduction at $\mathfrak{p} \in \mathscr{P}(A)$ if it is $\operatorname{GL}(2, K)$-equivalent to a binary form $F_{\mathfrak{p}} \in$ $A_{\mathfrak{p}}[X, Y]$ with $\operatorname{ord}_{\mathfrak{p}}\left(D\left(F_{\mathfrak{p}}\right)\right)=0$. We say that $F$ has good reduction outside a finite subset $\mathscr{S}$ of $\mathscr{P}(A)$ if it has good reduction at every $\mathfrak{p} \in \mathscr{P}(A) \backslash \mathscr{S}$.

Theorem 17.9.2 Let $G$ be a finite extension of $K$ and let $\mathscr{S}$ be a finite subset of $\mathscr{P}(A)$. Then the binary forms $F \in K[X, Y]$ of degree $\geq 4$ such that $F$ factor-
izes into linear forms over $G$ and has good reduction outside $\mathscr{S}$ lie in finitely many $\mathrm{GL}(2, K)$-equivalence classes.

In the proof we need some lemmas. Let $\mathscr{M}$ be the collection of discrete valuations on $G$ that lie above those in $\left\{\operatorname{ord}_{\mathfrak{p}}: \mathfrak{p} \in \mathscr{P}(A)\right\}$ and let $\mathscr{T}$ be the collection of discrete valuations on $G$ that lie above those in $\left\{\operatorname{ord}_{\mathfrak{p}}: \mathfrak{p} \in \mathscr{S}\right\}$. Define

$$
\Gamma:=\{x \in K: V(x)=0 \text { for } V \in \mathscr{M} \backslash \mathscr{T}\} .
$$

Lemma 17.9.3 $\Gamma$ is a finitely generated abelian group.
Proof Let $\mathscr{T}=\left\{V_{1}, \ldots, V_{t}\right\}$. The set $\Gamma$ is clearly a group under multiplication. Denote by $A_{G}$ the integral closure of $A$ in $G$. Recall that $x \in A$ if and only if $\operatorname{ord}_{\mathfrak{p}}(x) \geq 0$ for $\mathfrak{p} \in \mathscr{P}(A)$. Together with Proposition 2.6.3 this implies

$$
A_{G}^{*}=\left\{x \in G^{*}: V(x)=0 \text { for } V \in \mathscr{M}\right\} .
$$

Further, by Corollary 5.1.3, $A_{G}^{*}$ is a finitely generated group. The map $x \mapsto$ $\left(V_{1}(x), \ldots, V_{t}(x)\right)$ defines a homomorphism from $\Gamma$ to $\mathbb{Z}^{t}$ with kernel $A_{G}^{*}$. It follows at once that $\Gamma$ is finitely generated.

Let $F \in K[X, Y]$ be as in the statement of Theorem 17.9.2. Then we can write $F=a \prod_{i=1}^{n}\left(\beta_{i} X-\alpha_{i} Y\right)$ with $n \geq 4, a \in K^{*}$ and $\alpha_{i}, \beta_{i} \in G$ for $i=1, \ldots, n$. Let $P_{i}:=\left(\alpha_{i}: \beta_{i}\right) \in \mathbb{P}^{1}(G)(i=1, \ldots, n)$ and define the cross ratios

$$
\begin{equation*}
\mathrm{cr}_{i j k l}:=\operatorname{cr}\left(P_{i}, P_{j}, P_{k}, P_{l}\right)(1 \leq i, j, k, l \leq n, i, j, k, l \text { distinct }) \tag{17.9.1}
\end{equation*}
$$

Lemma 17.9.4 Let $i, j, k$, l be distinct indices from $\{1, \ldots, n\}$. Then

$$
\mathrm{cr}_{i j k l} \in \Gamma
$$

Proof Let $\mathfrak{p} \in \mathscr{P}(A) \backslash \mathscr{S}$. Then $F$ is $\mathrm{GL}(2, K)$-equivalent to a binary form $F_{\mathfrak{p}} \in A_{\mathfrak{p}}[X, Y]$ with $D\left(F_{\mathfrak{p}}\right) \in A_{\mathfrak{p}}^{*}$. By Proposition 2.6.3 the integral closure $A_{\mathfrak{p}, G}$ of $A_{\mathfrak{p}}$ in $G$ is a principal ideal domain. As a consequence we can write $F_{\mathfrak{p}}$ as

$$
F_{\mathfrak{p}}=\prod_{i=1}^{n}\left(\beta_{i, \mathfrak{p}} X-\alpha_{i, \mathfrak{p}} Y\right)
$$

where $\alpha_{i, p}, \beta_{i, \mathfrak{p}}(i=1, \ldots, n)$ are in $A_{\mathfrak{p}, G}$. Put $\Delta_{i j, p}:=\alpha_{1, p} \beta_{j, p}-\alpha_{f, p} \beta_{i, p}$ for $i, j=1, \ldots, n$ with $i \neq j$. Then the $\Delta_{i j, \mathfrak{p}}$ are all elements of $A_{\mathfrak{p}, G}$ with

$$
\prod_{1 \leq i<j \leq n} \Delta_{i j, \mathfrak{p}}^{2}=D\left(F_{\mathfrak{p}}\right) \in A_{\mathfrak{p}}^{*},
$$

hence $\Delta_{i j, p} \in A_{\mathfrak{p}, G}^{*}$ for $i, j=1, \ldots, n$ with $i \neq j$. Now since $F$ is $\operatorname{GL}(2, K)$ equivalent to $F_{\mathfrak{p}}$, we may assume, after reordering the pairs $\left(\alpha_{i, \mathfrak{p}}, \beta_{i, \mathfrak{p}}\right)(i=$ $1, \ldots, n)$, that there is a projective transformation on $\mathbb{P}^{1}(G)$ mapping the point
$P_{i}=\left(\alpha_{i}: \beta_{i}\right)$ to $Q_{i}:=\left(\alpha_{i, \mathrm{p}}: \beta_{i, \mathrm{p}}\right)$ for $i=1, \ldots, n$. Let $i, j, k, l$ distinct indices from $\{1, \ldots, n\}$. Since projective transformations preserve cross ratios, we have

$$
\mathrm{cr}_{i j k l}=\operatorname{cr}\left(Q_{i}, Q_{j}, Q_{k}, Q_{l}\right)=\frac{\Delta_{i j, \mathfrak{p}} \Delta_{k l, p}}{\Delta_{i k, \mathfrak{p}} \Delta_{j l, \mathfrak{p}}} \in A_{\mathfrak{p}, G}^{*}
$$

which by Proposition 2.6.3 means that $V\left(\mathrm{cr}_{i j k l}\right)=0$ for each valuation $V$ on $G$ lying above ord ${ }_{p}$. But this holds for all $\mathfrak{p} \in \mathscr{P}(A) \backslash \mathscr{S}$. Hence $\mathrm{cr}_{i j k l} \in \Gamma$.

Proof of Theorem 17.9.2 Let $F \in K[X, Y]$ be a binary form as in the statement of Theorem 17.9.2. We first show that the degree of $F$ can be bounded from above in terms of $G$ and $\mathscr{S}$.

Let $\mathrm{cr}_{i j k l}$ be the cross ratios as defined in 17.9.1. Then from the identities $\mathrm{cr}_{123 i}+\mathrm{cr}_{132}=1(i=4, \ldots, n)$ and Lemma 17.9.4 it follows that $n-3$ is bounded above by the number of solutions of

$$
\begin{equation*}
x+y=1 \text { in } x, y \in \Gamma, \tag{17.9.2}
\end{equation*}
$$

which, by Theorem 41 and Lemma 17.9.3, is finite. Hence $n$ can be bounded from above in terms of $\Gamma$, hence in terms of $G$ and $\mathscr{S}$.

We may now restrict ourselves to binary forms $F \in K[X, Y]$ of fixed degree $n \geq 4$. Then $F$ is associated with a finite étale $K$-algebra $\Omega$ that is isomorphic to a direct product of extension fields of $K$ that are contained in $G$ and the sum of whose degrees is $n$. This leaves only finitely many possibilities for $\Omega$. So we may restrict ourselves to binary forms associated with a given finite étale $K$-algebra $\Omega$ with $[\Omega: K]=n$. But then it suffices to show that the $\Omega$-forms $F^{*}=(F,(\alpha: \beta))$ such that $F$ has good reduction outside $\mathscr{S}$ lie in only finitely many $\operatorname{GL}(2, K)$-equivalence classes. We observe here that the $K$ homomorphisms of $\Omega$ have their images in $G$, since the binary forms with which $\Omega$ is associated can be factored into linear forms over $G$.

Let $x \mapsto x^{(i)}(i=1, \ldots, n)$ denote the $K$-homomorphisms of $\Omega$ to $G$. Take an $\Omega$-form $F^{*}=(F,(\alpha: \beta))$ such that $F$ has good reduction outside $\mathscr{S}$. Then $F=a \prod_{i=1}^{n}\left(\beta^{(i)} X-\alpha^{(i)} Y\right.$ ) with $a \in K^{*}$. Let $\mathrm{cr}_{i j k l}\left(F^{*}\right):=\operatorname{cr}\left(P_{i}, P_{j}, P_{k}, P_{l}\right)$, where $P_{i}:=\left(\alpha^{(i)}: \beta^{(i)}\right)$ for $i=1, \ldots, n$. By Lemma 17.9.4, the pairs of cross ratios $\left(\operatorname{cr}_{123 i}\left(F^{*}\right), \mathrm{cr}_{132}\left(F^{*}\right)\right)(i=4, \ldots, n)$ are all solutions to 17.9.2). Using again Theorem 4.1 and Lemma 17.9 .3 , it follows that the tuple of cross ratios $\left(\operatorname{cr}_{123 i}\left(F^{*}\right): i=4, \ldots, n\right)$ lies in a finite set depending only on $\Gamma$, hence only on $G$ and $\mathscr{S}$. Now Lemma 17.7 .2 (ii) implies that indeed there are only finitely many possibilities for the GL(2,K)-equivalence class of $F^{*}$.

We keep our assumption that $A$ is an integrally closed integral domain of characteristic 0 that is finitely generated over $\mathbb{Z}$. Denote by $K$ the quotient field of $A$ and let $\Omega$ be a finite étale $K$-algebra with $[\Omega: K]=: n \geq 4$.

Theorem 17.9.5 Let $\mathfrak{D}$ be an $A$-order of $\Omega$. Then the binary forms $F \in$ $A[X, Y]$ with invariant $A$-order $\mathfrak{D}$ lie in only finitely many $\mathrm{GL}(2, A)$-equivalence classes.

In the proof we need some facts about divisors on $A$. A (multiplicative) divisor of $A$ is a formal product

$$
\mathfrak{a}=\prod_{\mathfrak{p} \in \mathscr{P}(A)}[\mathfrak{p}]^{n_{p}}
$$

where the $n_{\mathfrak{p}}$ are integers, at most finitely many of which are non-zero. We write $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{a})$ for $n_{\mathfrak{p}}$.
The divisors of $A$ trivially form a multiplicative group, which we denote by $I(A)$. A principal divisor of $A$ is a divisor of the shape $[\alpha]:=\prod_{\mathfrak{p} \in \mathscr{P}(A)}[\mathfrak{p}]^{\operatorname{ord}_{p}(\alpha)}$ where $\alpha \in K^{*}$. For a divisor $\mathfrak{a}$ of $A$ and $\alpha \in K^{*}$, we write $\alpha \mathfrak{a}$ for the product divisor $[\alpha] \cdot \mathfrak{a}$.
The principal divisors of $A$ form a subgroup of $I(A)$, which we denote by $P(A)$. The quotient $C l(A):=I(A) / P(A)$ is called the divisor class group of $A$. We mention that in the case that $A$ is a Dedekind domain, there is an obvious isomorphism between the group of fractional ideals of $A$ and the divisor group of $A$.

Proposition 17.9.6 The group $C l(A)$ is finitely generated.
Proof This is a result of Roquette [Roquette (1957)].
For a positive integer $m$, denote by $h_{m}(A)$ the number of divisor classes of $A$ whose $m$-th power is the principal divisor class.

Corollary 17.9.7 For each positive integer $m$, the quantity $h_{m}(A)$ is finite.
Proof Immediate from Proposition 17.9.6
The last auxiliary result we need is a local-to-global result for $(\Omega, A)$-forms. We define an equivalence relation $\stackrel{A}{\approx}$ on the set of $(\Omega, A)$-forms by defining $F_{1}^{*} \stackrel{A}{\approx} F_{2}^{*}$ if $F_{1}^{*}$ is $\mathrm{GL}\left(2, A_{\mathfrak{p}}\right)$-equivalent to $F_{2}^{*}$ for every $\mathfrak{p} \in \mathscr{P}(A)$.

Lemma 17.9.8 Each $\stackrel{A}{\approx}$-equivalence class of $(\Omega, A)$-forms is a union of at most $r(n, A) \mathrm{GL}(2, A)$-equivalence classes, where $r(n, A)=1$ if $n$ is odd, and $h_{2}(A)$ if $n$ is even.

Proof If $A$ is a Dedekind domain, this follows directly from Proposition 17.4.3. If $A$ is an arbitrary integrally closed domain of characteristic 0 that is finitely generated over $\mathbb{Z}$, then one can verbatim copy the part of the proof of Proposition 17.4.3 where it is shown that a given $\underset{\sim}{\approx}$-equivalence class $\mathscr{C}$ is
a union of at most $r(n, A) \mathrm{GL}(2, A)$-equivalence classes, except that one has to replace everywhere 'fractional ideal' by 'divisor' and 'ideal class' by 'divisor class'.

Proof of Theorem 17.9.5 Suppose there is a binary form $F \in A[X, Y]$ with invariant $A$-order $\mathfrak{D}$. Then by Theorem $16.2 .9, \mathfrak{D}$ is a free $A$-module with basis $\left\{1, \omega_{1}, \ldots, \omega_{n-1}\right\}$ such that $D(F)=\delta:=D_{\Omega / K}\left(1, \omega_{1}, \ldots, \omega_{n-1}\right)$. This shows that $F$ has good reduction outside $\mathscr{S}$, where $\mathscr{S}$ consists of those minimal non-zero prime ideals of $A$ such that $\operatorname{ord}_{\mathfrak{p}}(\delta) \neq 0$. Further, $F$ factorizes into linear factors over $G$, where $G$ is the compositum of the images of $\Omega$ under its $K$-homomorphisms. Now Theorem 17.9 .2 implies that the binary forms $F \in$ $A[X, Y]$ with invariant order $\mathfrak{D}$ lie in only finitely many $\operatorname{GL}(2, K)$-equivalence classes.

We continue with $(\Omega, A)$-forms. By Lemma 17.5.1, a binary form $F \in A[X, Y]$ gives rise to at most $n^{n}(\Omega, A)$-forms $F^{*}$. Hence the $(\Omega, A)$-forms with invariant order $\mathfrak{D}$ lie in only finitely many $\operatorname{GL}(2, K)$-equivalence classes. Let $F^{*}=(F,(\alpha: \beta))$ be such an $(\Omega, A)$-form. By Theorem 16.2 .9 , the order $\mathfrak{D}$ is a free $A$-module with basis $\left\{1, \omega_{1}, \ldots, \omega_{n-1}\right\}$ where $\omega_{1}, \ldots, \omega_{n-1}$ depend only on $F^{*}$ and not on the choice of a domain $A$ containing the coefficients of $F$. So for $\mathfrak{p} \in \mathscr{P}(A)$, the invariant $A_{\mathfrak{p}}$-order $A_{\mathfrak{p}, F^{*}}$ of $F^{*}$ is a free $A_{\mathfrak{p}}^{*}$-module with the same basis $\left\{1, \omega_{1}, \ldots, \omega_{n-1}\right\}$, i.e., $A_{\mathfrak{p}, F^{*}}=A_{p} \mathfrak{D}$. Hence if $F_{1}^{*}, F_{2}^{*}$ are two $\mathrm{GL}(2, K)$-equivalent $(\Omega, A)$-forms with the same invariant $A$-order, then for every $\mathfrak{p} \in \mathscr{P}(A)$ they have the same invariant $A_{\mathfrak{p}}$-order, and so by Proposition 17.6 .5 they are $\operatorname{GL}\left(2, A_{\mathfrak{p}}\right)$-equivalent. It follows that the $(\Omega, A)$-forms with invariant $A$-order $\mathfrak{D}$ lie in finitely many $\underset{\sim}{\underset{\sim}{A}} \underset{\sim}{\text {-equivalence classes. }}$

By combining this with Corollary 17.9.7 and Lemma 17.9.8, we infer that the $(\Omega, A)$-forms with invariant $A$-order $\mathfrak{D}$ lie in only finitely many $\operatorname{GL}(2, A)$ equivalence classes. This clearly implies Theorem 17.9.5.

### 17.10 Notes

We mention some other counting results for binary forms. For integers $n \geq 3$, and positive reals $\gamma, Q$ and $v$ with $0 \leq v \leq n-1$ we denote by $N(n, \gamma, Q, v)$ the number of binary forms $F \in \mathbb{Z}[X, Y]$ of degree $n$ such that $H(F) \leq Q$ and $1 \leq|D(F)| \leq$ $\gamma Q^{2 n-2-2 v}$. Building further on work of [Bernik, Götze and Kukso (2008)], the following was proved in [Beresnevich, Bernik and Götze (2015), Thm.1]: there is $\gamma(n)>0$ such that for every sufficiently large $Q$ and every $v$ with $0 \leq v \leq n-1$ one has

$$
N(n, \gamma(n), Q, v) \gg Q^{n+1-(n+2) v / n}
$$

where the constant implied by the Vinogradov symbol depends on $n$ only.

## 18

## Further applications

In this chapter, we discuss two applications of the results from the previous chapters. The first application is concerned with obtaining non-trivial lower bounds for the minimal distance between two roots of a given polynomial. Part of our discussion has been taken from [Evertse (1993)]. The second application gives an effective proof of the Shafarevich conjecture in the case of hyperelliptic curves. Here we follow [von Känel (2014a)].

### 18.1 Root separation of polynomials

Let $f \in \mathbb{Z}[X]$ be a separable polynomial of degree $n \geq 2$. Then $f$ has $n$ distinct roots in $\mathbb{C}$, say $\alpha_{1}, \ldots, \alpha_{n}$. Define the minimal root distance of $f$ by

$$
\begin{equation*}
\operatorname{sep}(f):=\min _{1 \leq i<j \leq n}\left|\alpha_{i}-\alpha_{j}\right| . \tag{18.1.1}
\end{equation*}
$$

Denote by $H(f)$ the height of $f$, i.e., the maximum of the absolute values of its coefficients, and by $D(f)$ the discriminant of $f$. From an elementary result of Mahler [Mahler (1964b)] it follows that

$$
\begin{equation*}
\operatorname{sep}(f) \geq c(n)|D(f)|^{1 / 2} H(f)^{1-n} \tag{18.1.2}
\end{equation*}
$$

where $c(n)$ is an effectively computable positive number depending only on $n$. Since $D(f)$ is a non-zero integer, this implies that

$$
\begin{equation*}
\operatorname{sep}(f) \geq c(n) H(f)^{1-n} . \tag{18.1.3}
\end{equation*}
$$

Our interest is in obtaining general lower bounds for $\operatorname{sep}(f)$ with a better dependence on $H(f)$. This problem was inspired by the paper [Mignotte and Payafar (1978)]. From work of Schönhage [Schönhage (2006)] it follows that 18.1.3 is best possible in terms of $H(f)$ if $n=\operatorname{deg} f \leq 3$. On the other hand,
by combining ideas from [Evertse (1993)] with the results from Chapters 14 15 of the present book it is possible to improve 18.1.3 for polynomials of degree $n \geq 4$.

In Subsection 18.1.1 we state our results for polynomials with coefficients from $\mathbb{Z}$ and give a brief overview of related results, in Subsection 18.1.2 we state extensions for polynomials with coefficients from a number field and with other absolute values, and in Subsections 18.1.3, 18.1.4 we give the proofs. In Subsection 18.1.5 there is an overview of related literature.

### 18.1.1 Results for polynomials over $\mathbb{Z}$

In this section, we state some results about lower bounds for the minimal root distance of a polynomial $f \in \mathbb{Z}[X]$. We first deal with polynomials of degree 2 or 3. Two polynomials $f, g$ of degree $n$ are called GL( $2, \mathbb{Z}$ )-equivalent if $f(X)=$ $\pm(c X+d)^{n} g((a X+b) /(c X+d))$ for some matrix $\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \mathrm{GL}(2, \mathbb{Z})$. The following result implies that 18.1.3) is best possible in terms of $H(f)$ if $n=\operatorname{deg} f \leq 3$.

Theorem 18.1.1 Let $n \in\{2,3\}$ and let $f_{0} \in \mathbb{Z}[X]$ be any separable polynomial of degree $n$. Assume that $f_{0}$ has a real irrational root if $n=3$. Then there are an effectively computable number $c\left(f_{0}\right)>0$, and infinitely many polynomials $f \in \mathbb{Z}[X]$ such that

$$
\operatorname{sep}(f) \leq c\left(f_{0}\right) H(f)^{1-n}, \quad f \text { is } \operatorname{GL}(2, \mathbb{Z}) \text {-equivalent to } f_{0}
$$

The case $n=2$ is easily dealt with by taking polynomials of the shape $f(X)=X^{2} g\left(m+X^{-1}\right)(m \in \mathbb{Z})$. The case $n=3$ was proved by Schönhage [Schönhage (2006)], using continued fractions. In Subsection 18.1.2 we formulate an extension of this result where we consider polynomials with coefficients in a number field, and the minimal root distance is taken with respect to an arbitrary absolute value. This extension is proved in Subsection 18.1.3

We now consider polynomials of degree $n \geq 4$. We state two results.
Theorem 18.1.2 Let $G$ be a finite, normal extension of $\mathbb{Q}$, and $n$ an integer $\geq 4$. There is a number $C_{1}^{\text {ineff }}(n, G)>0$ with the following property: for every separable polynomial $f \in \mathbb{Z}[X]$ of degree $n$ with splitting field $G$ we have

$$
\begin{equation*}
\operatorname{sep}(f) \geq C_{1}^{\text {ineff }}(n, G) H(f)^{1-n+n / 42} \tag{18.1.4}
\end{equation*}
$$

This is a consequence of Theorem 15.1.1 from Chapter 15 It is a slight improvement of [Evertse (1993), Thm. 4]. The constant $C_{1}^{\text {ineff }}(n, G)$ can not be determined effectively from the method of proof.
The next result gives a lower bound for $\operatorname{sep}(f)$ where we do not have to fix the splitting field of $f$.

Theorem 18.1.3 Let $n$ be an integer $\geq$ 4. There is an effectively computable number $C_{2}^{\text {eff }}(n)>0$ with the following property: for every separable polynomial $f \in \mathbb{Z}[X]$ of degree $n$ we have

$$
\begin{equation*}
\operatorname{sep}(f) \geq C_{2}^{\mathrm{eff}}(n) H(f)^{1-n}(\log 3 H(f))^{1 /(10 n-6)} \tag{18.1.5}
\end{equation*}
$$

This is a consequence of Theorem 14.1.1.
In the next subsection we state generalizations of Theorems 18.1.2, 18.1.3 to polynomials over number fields. These will be proved in Subsection 18.1.4
Inspired by Theorems 18.1.2,18.1.3, we would like to pose the following conjecture.

Conjecture 18.1.4 There are positive numbers $C(n)$, $a(n)$ depending only on $n$ such that for every separable polynomial $f \in \mathbb{Z}[X]$ of degree $n \geq 4$ we have

$$
\operatorname{sep}(f) \geq C(n) H(f)^{1-n+a(n)}
$$

### 18.1.2 Results over number fields

Let $K$ be a number field of degree $d$. For $v \in M_{K}$, denote by $\overline{K_{v}}$ an algebraic closure of the completion $K_{v}$ of $K$ at $v$. Then $|\cdot|_{v}$ has a unique extension to $\overline{K_{v}}$, which we denote also by $|\cdot|_{v}$. Given a polynomial $P \in \overline{K_{v}}\left[X_{1}, \ldots, X_{r}\right]$ we denote by $|P|_{v}$ the maximum of the $|\cdot|_{v}$-values of the coefficients of $P$. As usual, the absolute height of $P \in K\left[X_{1}, \ldots, X_{r}\right]$ is defined by

$$
H(P):=\left(\prod_{v \in M_{K}} \max \left(1,|P|_{v}\right)\right)^{1 / d}
$$

Let $f \in K[X]$ be a separable polynomial of degree $n$, i.e., with $n$ distinct roots in some extension of $K$. For $v \in M_{K}$, we define the $v$-adic minimal root distance of $f$ by

$$
\begin{equation*}
\operatorname{sep}_{v}(f):=\min _{1 \leq i<j \leq n}\left|\alpha_{i v}-\alpha_{j v}\right|_{v} \tag{18.1.6}
\end{equation*}
$$

where $\alpha_{1 v}, \ldots, \alpha_{n v}$ are the distinct roots of $f$ in $\overline{K_{v}}$.
We start with deducing a generalization of Mahler's inequality 18.1.2. We assume now that $f$ has its coefficients in the ring of integers $O_{K}$ of $K$. Let $S$ be a finite set of places of $K$, containing all infinite places. Denote by $a_{0}$ the leading coefficient of $f$. The constants below implied by $>_{n}$ are effectively
computable, and depend on $n$ only. Then we have

$$
\begin{aligned}
\prod_{v \in S} \min \left(1, \operatorname{sep}_{v}(f)\right) & \geq \prod_{v \in S} \min _{1 \leq i<j \leq n} \frac{\left|\alpha_{i v}-\alpha_{j v}\right|_{v}}{\max \left(1,\left|\alpha_{i v}\right|_{v}\right) \max \left(1,\left|\alpha_{j v}\right|_{v}\right)} \\
& >\prod_{n} \prod_{v \in S} \prod_{1 \leq i<j \leq n} \frac{\left|\alpha_{i v}-\alpha_{j v}\right|_{v}}{\max \left(1,\left|\alpha_{i v}\right|_{v}\right) \max \left(1,\left|\alpha_{j v}\right|_{v}\right)} \\
& =\prod_{v \in S} \frac{|D(f)|_{v}^{1 / 2}}{\left(\left|a_{0}\right|_{v} \prod_{i=1}^{n} \max \left(1,\left|\alpha_{i v}\right|_{v}\right)\right)^{n-1}} \\
& \gg n \prod_{v \in S} \frac{|D(f)|_{v}^{1 / 2}}{|f|_{v}^{n-1}} \text { by Proposition 3.5.3 }
\end{aligned}
$$

and thus

$$
\begin{equation*}
\left(\prod_{v \in S} \min \left(1, \operatorname{sep}_{v}(f)\right)\right)^{1 / d} \gg_{n} N_{S}(D(f))^{1 / 2 d} H(f)^{1-n} \tag{18.1.7}
\end{equation*}
$$

Since $f \in O_{K}[X]$, we have $N_{S}(D(f)) \geq 1$, implying

$$
\begin{equation*}
\left(\prod_{v \in S} \min \left(1, \operatorname{sep}_{v}(f)\right)\right)^{1 / d} \gg_{n} H(f)^{1-n} \tag{18.1.8}
\end{equation*}
$$

The next result implies that this is best possible in terms of $H(f)$ if $n \leq 3$. Two polynomials $f, g \in K[X]$ of degree $n$ are called GL( $2, K$ )-equivalent if $g(X)=\lambda(c X+d)^{n} f((a X+b) /(c X+d))$ for some $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \operatorname{GL}(2, K)$ and $\lambda \in K^{*}$.
Theorem 18.1.5 Let $n \in\{2,3\}$ and $v \in M_{K}$. Further, let $f_{0} \in O_{K}[X]$ be any separable polynomial of degree $n$ such that $f_{0}$ has a root from $K_{v} \backslash K$ if $n=3$. Then there are an effectively computable number $c\left(K, v, f_{0}\right)>0$, and infinitely many polynomials $f \in O_{K}[X]$, such that

$$
\operatorname{sep}_{v}(f)^{1 / d} \leq c\left(K, v, f_{0}\right) H(f)^{1-n}, \quad f \text { is } \operatorname{GL}(2, K) \text {-equivalent to } f_{0} .
$$

The proof, given in Subsection 18.1.3, uses the geometry of numbers from Section 13.2 We will show in Subsection 18.1 .3 that the theorem becomes false if we allow $\operatorname{deg} f_{0}=3$ and $f_{0}$ has no root from $K_{v} \backslash K$.

We next consider polynomials of degree $n \geq 4$.
Theorem 18.1.6 Let $n \geq 4$, let $G$ be a finite normal extension of $K$, and let $S$ be a finite set of places of $K$, containing all infinite places. Then there is a number $C_{3}^{\text {ineff }}(n, K, G, S)>0$, such that for every separable polynomial $f \in O_{K}[X]$ of degree $n$ with splitting field $G$,

$$
\left(\prod_{v \in S} \min \left(1, \operatorname{sep}_{v}(f)\right)\right)^{1 / d} \geq C_{3}^{\mathrm{inneff}}(n, K, L, S) H(f)^{1-n+n / 42}
$$

This result is a slight improvement of [Evertse (1993), Thm. 4]. The theorem is proved in Subsection 18.1.4 The main tool is Theorem 15.1.2. The number $C_{3}^{\text {ineff }}(n, K, G, S)$ can not be effectively computed from the method of proof.

In case that we do not fix the splitting field of the polynomial under consideration, we have:

Theorem 18.1.7 Let $n \geq 4$ and let $S$ be a finite set of places of $K$ containing all infinite places. Then there is an effectively computable number $C^{\mathrm{eff}}(n, K, S)>0$ such that for every separable polynomial $f \in O_{K}[X]$ of degree $n$,

$$
\left(\prod_{v \in S} \min \left(1, \operatorname{sep}_{v}(f)\right)\right)^{1 / d} \geq C_{4}^{\mathrm{eff}}(n, K, S) H(f)^{1-n}(\log 3 H(f))^{1 /(10 n-6)}
$$

The proof is also given in Subsection 18.1.4 Here, the main tool is Theorem 14.2.1.

### 18.1.3 Proof of Theorem 18.1.5

Let again $K$ be a number field of degree $d$. Denote by $D_{K}$ the discriminant of $K$, and by $r_{1}, r_{2}$ the number of real, resp. complex places of $K$. For any finite place $v$ of $K$, denote by $\left|K^{*}\right|_{v}$ the group of values of $|\cdot|_{v}$ assumed on $K^{*}$.

It will be convenient to use a notion of $v$-adic minimal root distance of a binary form. Let $F \in K[X, Y]$ be a binary form of degree $n \geq 2$ with non-zero discriminant. Take $v \in K$ and choose a factorization

$$
F=a \prod_{i=1}^{n}\left(\alpha_{i v} X-\beta_{i v} Y\right)
$$

of $F$ over $\overline{K_{v}}$, where $a \in K^{*}$. Then the minimal $v$-adic root distance of $F$ is given by

$$
\begin{equation*}
\operatorname{homsep}_{v}(F):=\min _{1 \leq i<j \leq n} \frac{\left|\alpha_{i v} \beta_{j v}-\alpha_{j v} \beta_{i v}\right|_{v}}{\max \left(\left|\alpha_{i v}\right|_{v},\left|\beta_{i v}\right|_{v}\right) \max \left(\left|\alpha_{j v}\right|_{v},\left|\beta_{j v}\right|_{v}\right)} \tag{18.1.9}
\end{equation*}
$$

This is independent of the choice of the factorization of $F$. Further,

$$
\operatorname{homsep}_{v}(b F)=\operatorname{homsep}_{v}(F) \text { for } b \in K^{*} .
$$

We state the lemmas needed in the proof of Theorem 18.1.5. The first is an effective version of the Chinese Remainder Theorem.

Lemma 18.1.8 Let $C_{v}\left(v \in M_{K}\right)$ be positive reals, such that

$$
C_{v} \in\left|K^{*}\right|_{v} \text { for every finite place } v \text { of } K
$$

$C_{v}=1$ for all but finitely many $v \in M_{K}$,

$$
\prod_{v \in M_{K}} C_{v} \geq\left(\frac{1}{2} d(2 / \pi)^{r_{2}}\left|D_{K}\right|^{1 / 2}\right)^{d}
$$

Further, let $a_{v} \in K_{v}\left(v \in M_{K}\right)$ be elements such that $a_{v}=0$ for all but finitely many $v$. Then there exists $x \in K$ such that

$$
\left|x-a_{v}\right|_{v} \leq C_{v} \text { for } v \in M_{K} .
$$

Proof This follows at once from a result of McFeat [McFeat (1971), Thm. 8]. A weaker result, also sufficient for our purposes, was obtained in [Mahler (1964a), Thm. 3].

Recall that the homogeneous height of $P \in K\left[X_{1}, \ldots, X_{r}\right]$ with $P \neq 0$ is defined by

$$
H^{\mathrm{hom}}(P):=\left(\prod_{v \in M_{K}}|P|_{v}\right)^{1 / d}
$$

Lemma 18.1.9 For every non-zero $P \in K\left[X_{1}, \ldots, X_{r}\right]$, there is $b \in K^{*}$ such that

$$
b P \in O_{K}\left[X_{1}, \ldots, X_{r}\right], \quad H(b P) \leq\left|D_{K}\right|^{1 / 2 d} H^{\mathrm{hom}}(P) .
$$

Proof By Corollary 13.2.3, there exists $b \in K^{*}$ such that

$$
\begin{aligned}
& |b|_{v} \leq|P|_{v}^{-1} \text { if } v \text { is finite, } \\
& |b|_{v} \leq|P|_{v}^{-1}\left(\left|D_{K}\right|^{1 / 2 d} H^{\mathrm{hom}}(P)\right)^{s(v)} \text { if } v \text { is infinite, }
\end{aligned}
$$

where $s(v)=1$ if $v$ is real and $s(v)=2$ if $v$ is complex. This $b$ satisfies the conditions of our lemma.

Proof of Theorem 18.1.5 We fix a separable polynomial $f_{0} \in O_{K}[X]$ of degree $n \in\{2,3\}$ which has a root in $K_{v} \backslash K$ if $n=3$. The constants implied by $\ll$, > occurring below will be effectively computable, and depend on $K, v, f_{0}$ only. We index places of $K$ by $w$.
Let $F_{0}:=X^{n} f_{0}(X / Y)$. Recall that a binary form $F$ is $\mathrm{GL}(2, K)$-equivalent to $F_{0}$ if there are $\mu \in K^{*}$ and $U \in \operatorname{GL}(2, K)$ such that $F=\mu\left(F_{0}\right)_{U}$. We first observe that it suffices to show that there are infinitely many binary forms $F \in O_{K}[X, Y]$ such that

$$
\begin{equation*}
\left.\operatorname{homsep}_{v}(F)^{1 / d} \ll H(F)^{1-n}, \quad F \text { is GL( } 2, K\right) \text {-equivalent to } F_{0} . \tag{18.1.10}
\end{equation*}
$$

Indeed, let $F$ be one of these binary forms. First choose $k \in\{0, \ldots, n\}$ such that
$F(1, k) \neq 0$ and let $F_{1}(X, Y):=F(X, k X+Y)$. Then choose $l \in\{0, \ldots, n\}$ such that $F_{1}(l, 1) \neq 0$ and let $F_{2}(X, Y):=F_{1}(X+l Y, Y)$. Then $F_{2}(1,0) F_{2}(0,1) \neq 0$ and so we have

$$
F_{2}=a \prod_{i=1}^{n}\left(X-\gamma_{i v} Y\right),
$$

where $a \in K^{*}$ and $\gamma_{1 v}, \ldots, \gamma_{n v}$ are distinct, non-zero elements of $\overline{K_{v}}$.
Now let $f_{1}(X):=F_{2}(X, 1), f_{2}(X):=F_{2}(1, X)$. Then $f_{1}$ has roots $\gamma_{1 v}, \ldots, \gamma_{n v}$ and $f_{2}$ has roots $\gamma_{1 v}^{-1}, \ldots, \gamma_{n v}^{-1}$. One easily shows that for any non-zero $\alpha, \beta \in \overline{K_{v}}$,

$$
\frac{|\alpha-\beta|_{v}}{\max \left(1,|\alpha|_{v}\right) \max \left(1,|\beta|_{v}\right)} \gg \min \left(1,|\alpha-\beta|_{v},\left|\alpha^{-1}-\beta^{-1}\right|_{v}\right) .
$$

Indeed, assuming without loss of generality $|\alpha|_{v} \leq|\beta|_{v}$, one easily proves this inequality by distinguishing the cases $|\alpha|_{v} \leq \frac{1}{2},|\beta|_{v} \leq 2 ;|\alpha|_{v} \leq \frac{1}{2},|\beta|_{v}>2$; and $|\alpha|_{v}>\frac{1}{2},|\beta|_{v}>\frac{1}{2}$, say. This implies

$$
\begin{aligned}
\operatorname{homsep}_{v}\left(F_{2}\right) & =\min _{1 \leq i<j \leq n} \frac{\left|\gamma_{i v}-\gamma_{j v}\right|_{v}}{\max \left(1,\left|\gamma_{i v}\right|_{v}\right) \max \left(1,\left|\gamma_{j v}\right|_{v}\right)} \\
& >\min \left(1, \operatorname{sep}_{v}\left(f_{1}\right), \operatorname{sep}_{v}\left(f_{2}\right)\right) .
\end{aligned}
$$

Consequently, if $F$ satisfies 18.1.10, then there is $f \in\left\{f_{1}, f_{2}\right\}$ such that

$$
\operatorname{sep}_{v}(f)^{1 / d} \ll \operatorname{homsep}_{v}\left(F_{2}\right)^{1 / d} \ll \operatorname{homsep}_{v}(F)^{1 / d} \ll H(F)^{1-n} \ll H(f)^{1-n}
$$

Clearly, if the binary form $F$ has its coefficients in $O_{K}$ and is GL( $2, K$ )-equivalent to $F_{0}$, then $f \in O_{K}[X]$ and $f$ is $\operatorname{GL}(2, K)$-equivalent to $f_{0}$. Moreover, if $F$ runs through an infinite set then so does $f$.

We start with the case $n=2$. By Corollary 13.2.3, there exist infinitely many numbers $\theta \in K^{*}$ with $|\theta|_{w} \leq 1$ for $w \in M_{K} \backslash\{v\}$. For every such $\theta$ we define $F_{0, \theta}(X, Y):=F_{0}(X+\theta Y, Y)$. By Lemma 18.1.9 there is a scalar multiple $F_{\theta}$ of $F_{0, \theta}$ with $F_{\theta} \in O_{K}[X, Y]$ and $H\left(F_{\theta}\right) \ll H^{\text {hom }}\left(\left(F_{0}\right)_{\theta}\right)$. Thus, we obtain infinitely many binary forms $F_{\theta} \in O_{K}[X, Y]$.

Over $\overline{K_{v}}$, the polynomial $f_{0}$ can be factored as $a_{0}\left(X-\alpha_{1 v}\right)\left(X-\alpha_{2 v}\right)$. Then

$$
F_{0, \theta}=a_{0}\left(X-\left(\alpha_{1 v}-\theta\right) Y\right)\left(X-\left(\alpha_{2 v}-\theta\right) Y\right) .
$$

Now by Proposition 3.5.3 we have

$$
\begin{aligned}
\operatorname{homsep}_{v}\left(F_{\theta}\right) & =\operatorname{homsep}_{v}\left(F_{0, \theta}\right)=\frac{\left|\alpha_{1 v}-\alpha_{2 v}\right|_{v}}{\left.\left.\max \left(1,\left|\alpha_{1 v}-\theta\right|_{v}\right) \cdot \max \left(1, \mid \alpha_{2 v}-\theta\right)\right|_{v}\right)} \\
& \ll\left|G_{\theta}\right|_{v}^{-1}
\end{aligned}
$$

Since $f_{0} \in O_{K}[X]$ we have $\left|F_{0, \theta}\right|_{w} \ll 1$ for $w \in M_{K} \backslash\{v\}$ and in fact $\leq 1$ if $w$ is
finite. This shows that

$$
\operatorname{homsep}_{v}\left(F_{\theta}\right) \ll\left(\prod_{w \in M_{K}}\left|F_{0, \theta}\right|_{w}\right)^{-1}=H^{\mathrm{hom}}\left(F_{0, \theta}\right)^{-d} \ll H\left(F_{\theta}\right)^{-d} \text {. }
$$

As we observed above, there are infinitely many binary forms among the $F_{\theta}$. This settles the case $n=2$ of Theorem 18.1.5

Now let $n=3$. We apply Theorem 13.2.4. By assumption, $f_{0} \in O_{K}[X]$ is a separable cubic polynomial with a root in $K_{v} \backslash K$. Let $S$ be the finite set of places of $K$, consisting of $v$ and of all infinite places of $K$. For $w \in S$, let $\alpha_{i w}$ ( $i=1,2,3$ ) denote roots of $f_{0}$ in $\overline{K_{w}}$, and assume that $\alpha_{1 v} \in K_{v} \backslash K$.

Our construction starts with taking

$$
\theta \in K^{*} \text { with }|\theta|_{v}>1
$$

Define linear forms

$$
\begin{aligned}
& l_{1 v}:=\theta\left(X-\alpha_{1 v} Y\right), \quad l_{i v}:=\theta^{-1}\left(X-\alpha_{i v} Y\right)(i=2,3), \\
& l_{i w}:=X-\alpha_{i w} Y(w \in S \backslash\{v\}, i=1,2,3) .
\end{aligned}
$$

For each $w \in S$, the system $\left\{l_{1 w}, l_{2 w}, l_{3 w}\right\}$ is $K_{w}$-symmetric in the sense of Section 13.2 Define the following convex bodies $\mathscr{C}_{w} \subset K_{w}^{2}(w \in S)$ :

$$
\mathscr{C}_{w}:=\left\{\mathbf{x} \in K_{w}^{2}:\left|l_{i w}(\mathbf{x})\right|_{w} \leq 1 \text { for } i=1,2,3\right\}
$$

and let $\mathscr{C}:=\prod_{w \in S} \mathscr{C}_{w}$. Denote by $\lambda_{1}, \lambda_{2}$ the successive minima of $\mathscr{C}$. Then by Theorem 13.2.4 we have

$$
\lambda_{1} \lambda_{2} \ll\left(\prod_{w \in S} R_{w}\right)^{1 / d}, \quad \text { where } R_{w}:=\max _{1 \leq i<j \leq 3}\left|\operatorname{det}\left(l_{i w}, l_{j w}\right)\right|_{w} .
$$

A straightforward computation shows that $R_{w} \ll 1$ for $w \in S$. It should be observed here that in the estimation of $R_{v}$, the terms depending on $\theta$ cancel out. So we have in fact

$$
\begin{equation*}
\lambda_{1} \lambda_{2} \ll 1 \tag{18.1.11}
\end{equation*}
$$

Choose linearly independent vectors $\mathbf{x}_{1}, \mathbf{x}_{2} \in O_{S}^{2}$ such that $\mathbf{x}_{j} \in \lambda_{j} \mathscr{C}$ for $j=$ 1,2 . This means that

$$
\left|l_{i w}\left(\mathbf{x}_{j}\right)\right|_{w} \leq \lambda_{j}^{s(w)} \text { for } w \in S, i=1,2,3, j=1,2
$$

where $s(w)=1$ if $w$ is real, $s(w)=2$ if $w$ is complex, and $s(w)=0$ if $w$ is finite. By Corollary 13.2.3 for $j=1,2$ there is non-zero $a_{j} \in O_{S}$ such that

$$
\left|a_{j}\right|_{v} \ll \lambda_{j}^{d-s(v)}, \quad\left|a_{j}\right|_{w} \ll \lambda_{j}^{-s(w)} \text { for } w \in S \backslash\{v\} .
$$

It follows that $\mathbf{y}_{j}:=a_{j} \mathbf{x}_{j}(j=1,2)$ are linearly independent vectors of $O_{S}^{2}$, such that for $i=1,2,3, j=1,2$,

$$
\left|l_{i v}\left(\mathbf{y}_{j}\right)\right|_{v} \ll \lambda_{j}^{d}, \quad\left|l_{i w}\left(\mathbf{y}_{j}\right)\right|_{w} \ll 1 \text { for } w \in S \backslash\{v\} .
$$

We want to construct new vectors $\mathbf{z}_{1}, \mathbf{z}_{2}$ such that $\left|l_{1 v}\left(\mathbf{z}_{2}\right)\right|_{v}$ has about the same size as $\left|l_{1 v}\left(\mathbf{z}_{1}\right)\right|_{v}$. Put

$$
\mu_{1}:=\left|l_{1 v}\left(\mathbf{y}_{1}\right)\right|_{v}^{1 / d}
$$

since $\alpha_{1 v} \in K_{v} \backslash K$, we have $\mu_{1}>0$. By Lemma 18.1.8, there is $m \in O_{S}$ such that

$$
\left|m-\frac{l_{1 v}\left(\mathbf{y}_{2}\right)}{l_{1 v}\left(\mathbf{y}_{1}\right)}\right|_{v} \ll 1, \quad|m|_{w} \ll 1 \text { for } w \in S \backslash\{v\} .
$$

With this choice of $m$, it is clear that

$$
|m|_{v} \ll\left(\lambda_{2} / \mu_{1}\right)^{d} .
$$

Now take $\mathbf{z}_{1}:=\mathbf{y}_{1}, \mathbf{z}_{2}:=\mathbf{y}_{2}-m \mathbf{y}_{1}$, and put $\mu_{2}:=\lambda_{1} \lambda_{2} / \mu_{1}$. Then $\mathbf{z}_{1}, \mathbf{z}_{2}$ are linearly independent vectors in $O_{S}^{2}$, and

$$
\left.\begin{array}{l}
\left|l_{1 v}\left(\mathbf{z}_{1}\right)\right|_{v}=\mu_{1}^{d}, \quad\left|l_{1 v}\left(\mathbf{z}_{2}\right)\right|_{v} \ll \mu_{1}^{d},  \tag{18.1.12}\\
\left|l_{i v}\left(\mathbf{z}_{1}\right)\right|_{v} \ll \lambda_{1}^{d} \text { for } i=2,3, \\
\left|l_{i v}\left(\mathbf{z}_{2}\right)\right|_{v} \ll\left(\max \left(\lambda_{2},|m|_{v} \lambda_{1}\right)\right)^{d} \ll \mu_{2}^{d} \text { for } i=2,3 .
\end{array}\right\}
$$

Further,

$$
\begin{equation*}
\left|l_{i w}\left(\mathbf{z}_{j}\right)\right|_{w} \ll 1 \text { for } w \in S \backslash\{v\}, i=1,2,3, j=1,2 \tag{18.1.13}
\end{equation*}
$$

The construction of $\mathbf{z}_{1}, \mathbf{z}_{2}$ depends on the number $\theta \in K^{*}$ chosen above. Let $\mathbf{z}_{1}=\left(a_{1}, b_{1}\right), \mathbf{z}_{2}=\left(a_{2}, b_{2}\right)$ and define

$$
F_{0, \theta}(X, Y):=F_{0}\left(a_{1} X+a_{2} Y, b_{1} X+b_{2} Y\right)
$$

Thus, for $w \in M_{K}$,

$$
F_{0, \theta}=a_{0} \prod_{i=1}^{3}\left(\left(a_{1}-\alpha_{i w} b_{1}\right) X+\left(a_{2}-\alpha_{i w} b_{2}\right) Y\right)
$$

By Lemma 18.1 .9 there is a scalar multiple $F_{\theta}$ of $F_{0, \theta}$ with $F_{\theta} \in O_{K}[X, Y]$ and $H\left(F_{\theta}\right) \ll H^{\text {hom }}\left(F_{0, \theta}\right)$. We show that homsep $\left.v_{v}\left(F_{\theta}\right)^{1 / d} \ll H\left(F_{\theta}\right)\right)^{-2}$.

Put

$$
m_{i w}:=\max \left(\left|a_{1}-\alpha_{i w} b_{1}\right|_{w},\left|a_{2}-\alpha_{i w} b_{2}\right|_{w}\right) \quad(w \in S, i=1,2,3, j=1,2)
$$

Then by Proposition 3.5.3 we have

$$
\begin{equation*}
\left|F_{0, \theta}\right|_{w} \ll m_{1 w} m_{2 w} m_{3 w} \text { for } w \in S \tag{18.1.14}
\end{equation*}
$$

By (18.1.12) we have

$$
\begin{equation*}
m_{1 v} \ll|\theta|_{v}^{-1} \mu_{1}^{d}, \quad m_{i v} \ll|\theta|_{v} \mu_{2}^{d} \text { for } i=2,3 . \tag{18.1.15}
\end{equation*}
$$

Further, by 18.1.12) and 18.1.11,

$$
\begin{aligned}
\left|a_{1} b_{2}-a_{2} b_{1}\right|_{v} & =\left|\operatorname{det}\left(l_{1 v}, l_{2 v}\right)\right|_{v}^{-1}\left|l_{1 v}\left(\mathbf{z}_{1}\right) l_{2 v}\left(\mathbf{z}_{2}\right)-l_{2 v}\left(\mathbf{z}_{1}\right) l_{1 v}\left(\mathbf{z}_{2}\right)\right|_{v} \\
& \ll\left(\mu_{1} \mu_{2}\right)^{d}=\left(\lambda_{1} \lambda_{2}\right)^{d} \ll 1,
\end{aligned}
$$

and likewise

$$
m_{1 v} m_{2 v} \ll\left(\mu_{1} \mu_{2}\right)^{d} \ll 1, \quad m_{1 v} m_{3 v} \ll 1
$$

Together with 18.1.14 this implies

$$
\begin{aligned}
\operatorname{homsep}_{v}\left(F_{\theta}\right) & =\min _{1 \leq i<j \leq 3} \frac{\left|a_{1} b_{2}-a_{2} b_{1}\right|_{v}\left|\alpha_{i v}-\alpha_{j v}\right|_{v}}{m_{i v} m_{j v}} \\
& \ll\left(m_{2 v} m_{3 v}\right)^{-1} \ll\left(m_{2 v} m_{3 v} \cdot m_{1 v} m_{2 v} \cdot m_{1 v} m_{3 v}\right)^{-1} \ll\left|F_{0, \theta}\right|_{v}^{-2} .
\end{aligned}
$$

The inequalities 18.1.13, , 18.1.14 imply

$$
\begin{equation*}
\left|F_{0, \theta}\right|_{w} \ll m_{1 w} m_{2 w} m_{3 w} \ll 1 \text { for } w \in S \backslash\{v\} . \tag{18.1.16}
\end{equation*}
$$

Further, since $a_{1}, a_{2}, b_{1}, b_{2} \in O_{S}$ and $f_{0} \in O_{K}[X]$, we have $\left|F_{0, \theta}\right|_{w} \leq 1$ for $w \in M_{K} \backslash S$. Hence

$$
\operatorname{homsep}_{v}\left(F_{\theta}\right) \ll\left(\prod_{w \in M_{K}}\left|F_{0, \theta}\right|_{w}\right)^{-2}=H^{\mathrm{hom}}\left(F_{0, \theta}\right)^{-2 d} \ll H\left(F_{\theta}\right)^{-2 d}
$$

which is what we were aiming at.
It remains to show that if $\theta$ runs through the elements of $K$ with $|\theta|_{v}>1$, then $F_{\theta}$ runs through an infinite set of binary forms. Assume the contrary. Then there are a binary form $F \in O_{K}[X, Y]$, and an infinite sequence $\left\{\theta_{k}\right\}_{k=1}^{\infty}$ of elements of $K$ with $\left|\theta_{k}\right|_{v} \rightarrow \infty$, such that the corresponding binary forms $F_{\theta_{k}}$ are all equal to $F$. Let $\mathbf{z}_{k 1}=\left(a_{k 1}, b_{k 1}\right), \mathbf{z}_{k 2}=\left(a_{k 2}, b_{k 2}\right)$ be the linearly independent vectors from $O_{S}^{2}$ satisfying (18.1.12, 18.1.13) with $\theta=\theta_{k}$, and let $U_{k}:=\left(\begin{array}{l}a_{k 1} a_{k 2} \\ b_{k 1}\end{array} b_{k 2}\right.$. By construction, $F_{0, \theta_{k}}=\left(F_{0}\right)_{U_{k}}$ and $F=F_{\theta_{k}}=\mu_{k}\left(F_{0}\right)_{U_{k}}$ for some $\mu_{k} \in K^{*}$. Let $\alpha_{1}, \alpha_{2}, \alpha_{3}$ be the roots of $f_{0}$ in some finite extension of $K$. Then $F$ splits into linear factors over this extension, say

$$
F=\prod_{i=1}^{3}\left(\beta_{i} X-\gamma_{i} Y\right),
$$

After taking a subsequence of the $\theta_{k}$, we may assume that

$$
\left(\alpha_{i}: 1\right)=\left\langle U_{k}\right\rangle\left(\gamma_{i}: \beta_{i}\right) \text { for } i=1,2,3,
$$

where $\left\langle U_{k}\right\rangle$ is the projective transformation defined by $U_{k}$. But this implies
that the projective transformations $\left\langle U_{k}\right\rangle$ are all the same, i.e., there is a matrix $U=\binom{a_{1} a_{2}}{b_{1} b_{2}}$ such that for each $k$ there is $\rho_{k} \in K^{*}$ with $U_{k}=\rho_{k} U$. Then $F_{0, \theta_{k}}=\rho_{k}^{3}\left(F_{0}\right)_{U}$ for $k=1,2, \ldots$.
In 18.1.15 we have

$$
\mu_{1} \ll \lambda_{1} \ll\left(\lambda_{1} \lambda_{2}\right)^{1 / 2} \ll 1 .
$$

So we have

$$
\left|\rho_{k}\right|_{v} \max \left(\left|a_{1}-\alpha_{1 v} b_{1}\right|_{v},\left|a_{2} b-\alpha_{1 v} b_{2}\right|_{v}\right) \ll\left|\theta_{k}\right|_{v}^{-1} \rightarrow 0
$$

as $k \rightarrow \infty$. The second factor on the left-hand side is positive, since $\operatorname{det} U \neq 0$. Hence $\left|\rho_{k}\right|_{v} \rightarrow 0$ as $k \rightarrow \infty$. On the other hand, by 18.1.16 we have for $w \in S \backslash\{v\}$, that

$$
\left|\rho_{k}\right|_{w}^{3}\left|\left(F_{0}\right)_{U}\right|_{w}=\mid\left(\left.F_{0, \theta_{k}}\right|_{w} \ll 1,\right.
$$

while for $w \in M_{K} \backslash S$ we have the same inequality but with $\leq 1$ instead of $\ll 1$ since $F_{0, \theta_{k}}$ has its coefficients in $O_{S}$. Taking $S^{\prime} \supseteq S$ to be the finite set of places $w$ at which $\left|\left(F_{0}\right)_{U}\right|_{w} \neq 1$, we obtain that $\left|\rho_{k}\right|_{v} \rightarrow 0$ as $k \rightarrow \infty,\left|\rho_{k}\right|_{w}$ remains bounded as $k \rightarrow \infty$ for $w \in S^{\prime} \backslash\{v\}$, while $\left|\rho_{k}\right|_{w} \leq 1$ for all $k$ and all $w$ outside $S^{\prime}$. But then, $\prod_{w \in M_{K}}\left|\rho_{k}\right|_{w} \rightarrow 0$ as $k \rightarrow \infty$, which is impossible by the Product Formula.

We now show that Theorem 18.1.5 becomes false if $\operatorname{deg} f_{0}=3$ and there is $v \in S$ such that $f_{0}$ does not have a root from $K_{v} \backslash K$. In fact, we show that for every separable cubic polynomial $f \in O_{K}[X]$ with no zero in $K_{v} \backslash K$, we have

$$
\begin{equation*}
\operatorname{sep}_{v}(f)^{1 / d} \gg H(f)^{-1}, \tag{18.1.17}
\end{equation*}
$$

where here and below, constants implied by $\ll$, > depend on $K$ and $v$ only.
First assume that $f$ has three distinct roots from $K$, say

$$
f=a_{0}\left(X-\beta_{1}\right)\left(X-\beta_{2}\right)\left(X-\beta_{3}\right)
$$

with $\beta_{1}, \beta_{2}, \beta_{3} \in K$. By Proposition 3.5.3 we have for $w \in M_{K}$ and any two distinct indices $i, j \in\{1,2,3\}$,

$$
\left|\beta_{i}-\beta_{j}\right|_{w} \ll \prod_{k=1}^{3} \max \left(1,\left|\beta_{k}\right|_{w}\right) \ll\left|a_{0}\right|_{w}^{-1}|f|_{w},
$$

with $\leq$ instead of $\ll$ if $w$ is finite. Hence

$$
\begin{aligned}
\left|\beta_{i}-\beta_{j}\right|_{v} & \geq \frac{\left|a_{0}\right|_{v}\left|\beta_{i}-\beta_{j}\right|_{v}}{|f|_{v}} \gg \prod_{w \in M_{K}} \frac{\left|a_{0}\right|_{w}\left|\beta_{i}-\beta_{j}\right|_{w}}{|f|_{w}} \\
& =\left(\prod_{w \in M_{K}}|f|_{w}\right)^{-1}=H^{\mathrm{hom}}(f)^{-d} \gg H(f)^{-d} .
\end{aligned}
$$

This implies $\operatorname{sep}_{v}(f) \gg H(f)^{-d}$.
Next, assume that $f$ has one root from $K$, and two roots not belonging to $K_{v}$. Then $f=a_{0}\left(X-\beta_{1}\right) f_{1}$, where $\beta_{1} \in K$ and $f_{1} \in K[X]$ is irreducible over $K_{v}$. Let $\beta_{2 v}, \beta_{3 v}$ be the roots of $f_{1}$ in $\overline{K_{v}}$. We estimate from below $\left|\beta_{2 v}-\beta_{3 v}\right|_{v}$ and $\left|\beta_{1}-\beta_{i v}\right|_{v}$ for $i=2,3$. We have $\left(\beta_{2 v}-\beta_{3 v}\right)^{2}=D\left(f_{1}\right) \in K^{*}$, and by Proposition 3.5 .3

$$
\left|a_{0}\right|_{w}\left|D\left(f_{1}\right)\right|_{w}^{1 / 2} \ll\left|a_{0}\right|_{w}\left|f_{1}\right|_{w} \max \left(1,\left|\beta_{1}\right|_{w}\right) \ll|f|_{w}
$$

for $w \in M_{K}$, with $\leq$ instead of $\ll$ if $w$ is finite. Hence

$$
\begin{aligned}
\left|\beta_{2 v}-\beta_{3 v}\right|_{v} & =\left|D\left(f_{1}\right)\right|_{v}^{1 / 2} \geq \frac{\left|a_{0}\right|_{v}\left|D\left(f_{1}\right)\right|_{v}^{1 / 2}}{|f|_{v}} \gg \prod_{w \in M_{K}} \frac{\left|a_{0}\right|_{w}\left|D\left(f_{1}\right)\right|_{w}^{1 / 2}}{|f|_{w}} \\
& =H^{\mathrm{hom}}(f)^{-d} \geq H(f)^{-d},
\end{aligned}
$$

where in the one but last step we have applied the product formula. Since the numbers $\beta_{1}-\beta_{i v}(i=2,3)$ are conjugate over $K_{v}$, they have the same $|\cdot|_{v}$-value. Hence

$$
\left|\beta_{1}-\beta_{i v}\right|_{v}=\left|\left(\beta_{1}-\beta_{2 v}\right)\left(\beta_{1}-\beta_{3 v}\right)\right|_{v}^{1 / 2}=\left|f_{1}\left(\beta_{1}\right)\right|_{v}^{1 / 2} .
$$

Further, by Proposition 3.5.3 we have for $w \in M_{K}$,

$$
\left|a_{0}\right|_{w}\left|f_{1}\left(\beta_{1}\right)\right|_{w}^{1 / 2} \ll\left|a_{0}\right|_{w}\left|f_{1}\right|_{w}^{1 / 2} \max \left(1,\left|\beta_{1}\right|_{w}\right) \ll|f|_{w},
$$

with $\leq$ instead of $\ll$ if $w$ is finite. Hence for $i=2,3$ we have, using again the product formula,

$$
\begin{aligned}
\left|\beta_{1}-\beta_{i v}\right|_{v} & =\left|f_{1}\left(\beta_{1}\right)\right|_{v}^{1 / 2} \gg \frac{\left|a_{0}\right|_{v}\left|f_{1}\left(\beta_{1}\right)\right|_{v}^{1 / 2}}{|f|_{v}} \gg \prod_{w \in M_{K}} \frac{\left|a_{0}\right|_{w}\left|f_{1}\left(\beta_{1}\right)\right|_{w}^{1 / 2}}{|f|_{w}} \\
& \gg H(f)^{-d} .
\end{aligned}
$$

So also in this case, $\operatorname{sep}_{v}(f) \gg H(f)^{-d}$.
Finally, assume that $f$ has no roots in $K_{v}$; then it is irreducible over $K_{v}$. Let $\beta_{i v}(i=1,2,3)$ be the roots of $f$ in $\overline{K_{v}}$. Then the numbers $\beta_{i v}-\beta_{j v}(1 \leq i<j \leq 3)$ are up to sign conjugate over $K_{v}$, hence they have the same $|\cdot|_{v}$-value. Therefore,

$$
\operatorname{sep}_{v}(f)=\left|a_{0}\right|_{v}^{-2 / 3}|D(f)|_{v}^{1 / 6}
$$

Further, for $w \in M_{K}$ we have $|D(f)|_{w} \ll|f|_{w}^{4}$, with $\leq$ instead of $\ll$ if $w$ is finite. So in this case we even have

$$
\operatorname{sep}_{v}(f) \geq \frac{|D(f)|_{v}^{1 / 6}}{|f|_{v}^{2 / 3}} \gg \prod_{w \in M_{K}} \frac{|D(f)|_{w}^{1 / 6}}{|f|_{w}^{2 / 3}} \geq H(f)^{-2 d / 3} .
$$

### 18.1.4 Proof of Theorems 18.1.6 and 18.1.7

Let again $K$ be a number field of degree of degree $d$. Recall that in 18.1.9) we have defined the minimal $v$-adic root distance of a binary form $F \in K[X, Y]$ of degree $n \geq 2$ with non-zero discriminant.

The following lemma is crucial.
Lemma 18.1.10 Let $S$ be a finite set of places of $K$, containing all infinite places. Let $F, F^{*} \in O_{S}[X, Y]$ be two $\mathrm{GL}\left(2, O_{S}\right)$-equivalent binary forms of degree $n \geq 4$, of non-zero discriminant. Then

$$
\left(\prod_{v \in S} \operatorname{homsep}_{v}(F)\right)^{1 / d} \geq c(n, d) \frac{N_{S}(D(F))^{1 / 2 d}}{H(F) \cdot H\left(F^{*}\right)^{n-2}}
$$

where $c(n, d)$ is an effectively computable positive number, depending only on $n$ and $d$.

Proof For $v \in S$, we choose a factorization over $\overline{K_{v}}$ of $F$,

$$
\begin{equation*}
F=\prod_{i=1}^{n}\left(\alpha_{i v} X-\beta_{i v} Y\right) . \tag{18.1.18}
\end{equation*}
$$

We have $F^{*}=\varepsilon F_{U}$, with $U \in \operatorname{GL}\left(2, O_{S}\right)$ and $\varepsilon \in O_{S}^{*}$. Thus, for $v \in S$ we have

$$
\begin{equation*}
F^{*}=\varepsilon \prod_{i=1}^{n}\left(\alpha_{i v}^{*} X-\beta_{i v}^{*} Y\right), \quad \text { where }\left(\alpha_{i v}^{*},-\beta_{i v}^{*}\right)=\left(\alpha_{i v},-\beta_{i v}\right) U . \tag{18.1.19}
\end{equation*}
$$

Note that $\eta:=\operatorname{det} U \in O_{S}^{*}$. For $v \in S, i, j=1, \ldots, n$, we put

$$
d_{i j v}:=\left|\alpha_{i v} \beta_{j v}-\alpha_{j v} \beta_{i v}\right|_{v}, \quad f_{i v}:=\max \left(\left|\alpha_{i v}\right|_{v},\left|\beta_{i v}\right|_{v}\right), \quad f_{i v}^{*}:=\max \left(\left|\alpha_{i v}^{*}\right|_{v},\left|\beta_{i v}^{*}\right|_{v}\right) .
$$

For the moment we fix $v \in S$. Constants implied by the Vinogradov symbols $\ll$, $\gg$ used below are effectively computable and depend on $n$ and $d$ only. Further, if $v$ is finite, $\ll, \gg$ should be read as $\leq, \geq$, respectively. It is obvious that for any two distinct $i, j \in\{1, \ldots, n\}$ we have $d_{i j v} \ll f_{i v} f_{j v}$. On the other hand,

$$
d_{i j v}=|\eta|_{v}^{-1}\left|\alpha_{i v}^{*} \beta_{j v}^{*}-\alpha_{j v}^{*} \beta_{i v}^{*}\right|_{v} \ll|\eta|_{v}^{-1} f_{i v}^{*} f_{j v}^{*} .
$$

Hence

$$
d_{i j v} \ll \min \left(f_{i v} f_{j v},|\eta|_{v}^{-1} f_{i v}^{*} f_{j v}^{*}\right) \text { for } 1 \leq i<j \leq n .
$$

We may assume that $\operatorname{homsep}_{v}(F)=d_{12 v} / f_{1 v} f_{2 v}$. Then

$$
\operatorname{homsep}_{v}(F) \gg \frac{d_{12 v}}{f_{1 v} f_{2 v}} \cdot \prod_{\substack{1 \leq i<i \leq n \\(i, j)=1,2)}} \frac{d_{i j v}}{\min \left(f_{i v} f_{j v},|\eta|_{v}^{-1} f_{i v}^{*} f_{j v}^{*}\right)}
$$

and together with $\prod_{1 \leq i<j \leq n} d_{i j v}=|D(F)|_{v}^{1 / 2}$ this implies

$$
\begin{equation*}
\operatorname{homsep}_{v}(F) \gg|D(F)|_{v}^{1 / 2} \Lambda_{v}^{-1} \tag{18.1.20}
\end{equation*}
$$

where

$$
\Lambda_{v}:=f_{1 v} f_{2 v} \cdot \prod_{\substack{1 \leq i<j \leq n \\(i, j) \neq 1,2)}} \min \left(f_{i v} f_{j v},|\eta|_{v}^{-1} f_{i v}^{*} f_{j v}^{*}\right)
$$

We estimate $\Lambda_{v}$ from above. First suppose that $n$ is even. Then $n \geq 4$. Let

$$
I:=\{(i, j): 1 \leq i<j \leq n\} \backslash\{(1,2),(3,4), \ldots,(n-1, n)\} .
$$

Then

$$
\begin{aligned}
\Lambda_{v} & \leq\left(f_{1 v} f_{2 v}\right)\left(f_{3 v} f_{4 v}\right) \cdots\left(f_{n-1, v} f_{n v}\right) \prod_{(i, j) \in I}\left(|\eta|_{v}^{-1} f_{i v}^{*} f_{j v}^{*}\right) \\
& =\left(\prod_{i=1}^{n} f_{i v}\right)\left(\prod_{i=1}^{n} f_{i v}^{*}\right)^{n-2} \cdot|\eta|_{v}^{-n(n-2) / 2} .
\end{aligned}
$$

Next, assume that $n$ is odd. Then $n \geq 5$. Let

$$
\begin{aligned}
& I:=\{(i, j): 1 \leq i<j \leq n\} \backslash\{(1,2),(3,4), \ldots,(n-4, n-3), \\
& \\
& \quad(n-2, n-1),(n-2, n),(n-1, n)\} .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\Lambda_{v} \leq & \left(f_{1 v} f_{2 v}\right)\left(f_{3 v} f_{4 v}\right) \\
& \cdots\left(f_{n-4, v} f_{n-3, v}\right) \times \\
& \times \prod_{n-2 \leq i<j \leq n}^{n}\left(f_{i v} f_{j v} f_{i v}^{*} f_{j v}^{*}|\eta|_{v}^{-1}\right)^{1 / 2} \cdot \prod_{(i, j) \in I}\left(|\eta|_{v}^{-1} f_{i v}^{*} f_{j v}^{*}\right) \\
= & \left(\prod_{i=1}^{n} f_{i v}\right)\left(\prod_{i=1}^{n} f_{i v}^{*}\right)^{n-2} \cdot|\eta|_{v}^{-n(n-2) / 2}
\end{aligned}
$$

By Proposition 3.5.3, 18.1.18, 18.1.19 we have

$$
\prod_{i=1}^{n} f_{i v} \ll|F|_{v}, \quad \prod_{i=1}^{n} f_{i v}^{*} \ll\left|\varepsilon^{-1} F^{*}\right|_{v}
$$

We conclude that for all $n \geq 4$,

$$
\Lambda_{v} \ll|F|_{v}\left|F^{*}\right|_{v}^{n-2}|\zeta|_{v}, \text { with } \zeta:=\varepsilon^{2-n} \eta^{-n(n-2) / 2} \in O_{S}^{*}
$$

By inserting this into 18.1.20, we obtain

$$
\operatorname{homsep}_{v}(F) \gg \frac{|D(F)|_{v}^{1 / 2}}{|F|_{v}\left|F^{*}\right|_{v}^{n-2}|\zeta|_{v}} .
$$

This holds for all $v \in S$. Recall that the constant implied by $\gg$ is effectively
computable and depends on $n, d$ if $v$ is infinite, while it has to be understood as $\geq$ if $v$ is finite.
We take the product over all $v \in S$. Using

$$
\begin{gathered}
\prod_{v \in S}|F|_{v} \leq \prod_{v \in M_{K}} \max \left(1,|F|_{v}\right)=H(F)^{d}, \prod_{v \in S}\left|F^{*}\right|_{v} \leq H\left(F^{*}\right)^{d}, \\
\prod_{v \in S}|D(F)|_{v}=N_{S}(D(F)), \prod_{v \in S}|\zeta|_{v}=1\left(\text { since } \zeta \in O_{S}^{*}\right),
\end{gathered}
$$

and then taking $d$-th roots, we arrive at

$$
\left(\prod_{v \in S} \operatorname{homsep}_{v}(F)\right)^{1 / d} \geq c(n, d) \frac{N_{S}(D(F))^{1 / 2 d}}{H(F) \cdot H\left(F^{*}\right)^{n-2}},
$$

with an effectively computable number $c(n, d)>0$ depending on $n, d$, as required.

Proof of Theorem 18.1.6 Let $f \in O_{K}[X]$ be a separable polynomial of degree $n \geq 4$. Let $F:=Y^{n} f(X / Y)$. Choose a binary form $F^{*}$ in the $\operatorname{GL}\left(2, O_{S}\right)$ equivalence class of $F$ of minimal height. Then by Theorem 15.1.2 we have

$$
N_{S}(D(F))^{1 / d} \gg H\left(F^{*}\right)^{n / 21},
$$

where here and below the constants implied by $\gg$ depend on $K, S, n$ and the splitting $G$ of $F$. These constants are not effectively computable.

It is easy to see that for $v \in M_{K}$ we have

$$
\operatorname{homsep}_{v}(F) \leq 2^{s(v)} \min \left(1, \operatorname{sep}_{v}(f)\right),
$$

where in the usual manner we have put $s(v)=1$ if $v$ is real, $s(v)=2$ if $v$ is complex and $s(v)=0$ if $v$ is finite. Together with Lemma 18.1.10 and $H\left(F^{*}\right) \leq$ $H(F)$, this implies

$$
\begin{aligned}
& \left(\prod_{v \in S} \min \left(1, \operatorname{sep}_{v}(f)\right)\right)^{1 / d} \geq \frac{1}{2}\left(\prod_{v \in S} \operatorname{homsep}_{v}(F)\right)^{1 / d} \\
& >H(F)^{-1} H\left(F^{*}\right)^{(n / 42)-(n-2)} \gg H(f)^{1-n+n / 42}
\end{aligned}
$$

This proves Theorem 18.1.6
Proof of Theorem 18.1.7 Let $f, F, F^{*}$ be as in the proof of Theorem 18.1.6 Theorem 14.2.1 gives us

$$
N_{S}(D(F))^{1 / d} \gg\left(\log 3 H\left(F^{*}\right)\right)^{1 /(5 n-3)},
$$

where here and below the constants implied by $\gg$ are effectively computable
and depend on $K, S, n$ only. Then a similar computation as in the proof of Theorem 18.1.6 leads to

$$
\left(\prod_{v \in S} \min \left(1, \operatorname{sep}_{v}(f)\right)\right)^{1 / d} \gg H(f)^{1-n}(\log 3 H(f))^{1 /(10 n-6)}
$$

This proves Theorem 18.1.7

### 18.1.5 Notes

- In the literature there are various results that that give good upper bounds for the minimal root distance of polynomials in terms of their heights. We give a brief overview. Constants implied by $\ll, \gg$ depend on $n$ only.

It was proved in [Beresnevich, Bernik and Götze (2010)] that for every $n \geq 4$ and every sufficiently large $Q$, there are $\gg Q^{(n+1) / 3}$ irreducible polynomials $f \in \mathbb{Z}[X]$ of degree $n$ with

$$
H(f) \leq Q, \quad \operatorname{sep}(f) \ll H(f)^{-(n+1) / 3} .
$$

Improving on the earlier work [Bugeaud and Mignotte (2004, 2010)], in [Bugeaud and Dujella (2011)] the authors constructed for every integer $n \geq 4$ an infinite parametrized class of irreducible polynomials $f \in \mathbb{Z}[X]$ of degree $n$ with the property that

$$
\operatorname{sep}(f) \ll H(f)^{-(n / 2)-(n-2) / 4(n-1)} .
$$

In their more recent paper [Bugeaud and Dujella (2014)] they constructed for every $n \geq 4$ an infinite parametrized class of reducible separable polynomials $f \in \mathbb{Z}[X]$ of degree $n$ such that

$$
\operatorname{sep}(f) \ll H(f)^{-(2 n-1) / 3} .
$$

The results of Bugeaud and Dujella imply that the quantity $a(n)$ in Conjecture 18.1.4 should be $\leq(n-2) / 3$. In [Dujella and Pejković (2011)] the authors proved that for quartic monic irreducible polynomials $f \in \mathbb{Z}[X]$ one has $\operatorname{sep}(f) \gg H(f)^{-2}$, and this result is best possible in terms of $H(f)$.

- Bugeaud and Mignotte [Bugeaud and Mignotte (2004)] and Evertse [Evertse (2004)] considered the quantity

$$
\operatorname{sep}_{k}(f):=\min _{I} \prod_{\{i, j\rangle \subset I}\left|\alpha_{i}-\alpha_{j}\right|
$$

for polynomials $f \in \mathbb{Z}[X]$ of degree $n$, where as before $\alpha_{1}, \ldots, \alpha_{n}$ are the zeros of $f$, the minimum is taken over all $k$-element subsets $I$ of $\{1, \ldots, n\}$, and the product over all 2-element subsets of $I$. Bugeaud and Mignotte gave examples of polynomials $f$ for which $\operatorname{sep}_{k}(f)$ is very small, while Evertse obtained an analogue of Theorem 18.1.2 for $\operatorname{sep}_{k}(f)$.

- In his PhD-thesis [Zhuang (2015)], Zhuang proved the following function field analogue of Conjecture 18.1.4 Let $\mathbf{k}$ be an algebraically closed field of characteristic 0 and $A:=\mathbf{k}[t], K:=\mathbf{k}(t)$ the ring of polynomials, resp. field of rational functions in the variable $t$. Define an absolute value on $K$ by $|a / b|_{\infty}:=e^{\operatorname{deg} a-\operatorname{deg} b}$ for $a, b \in A$ with $a b \neq 0$ and $|0|_{\infty}:=0$, and extend this to the algebraic closure of the completion of $K$ with respect to $|\cdot|_{\infty}$, i.e., $\overline{\mathbf{k}\left(\left(t^{-1}\right)\right)}$. Let $f \in A[X]$ be a separable polynomial of degree
$n \geq 4$ in $X$. Define $H(f):=\max \operatorname{deg} p$, where the maximum is taken over the coefficients $p \in A$ of $f$. Further, let $\operatorname{sep}(f):=\min _{1 \leq i<j \leq n}\left|\alpha_{i}-\alpha_{j}\right|_{\infty}$, where $\alpha_{1}, \ldots, \alpha_{n}$ are the distinct zeros of $f$ in $\overline{\mathbf{k}\left(\left(t^{-1}\right)\right)}$. Then

$$
\operatorname{sep}(f) \geq C(n) H(f)^{1-n+n /(40 n+2)}, \text { where } C(n)=\exp \left(-\frac{(n-1)(n+6)}{21}\right)
$$

### 18.2 An effective proof of Shafarevich' conjecture for hyperelliptic curves

Shafarevich' conjecture [Shafarevich (1963)] asserts that for a number field $K$, finite set $S$ of places of $K$ containing all infinite ones, and integer $g \geq 2$, there are only finitely many $K$-isomorphism classes of (smooth, projective, geometrically connected) curves of genus $g$ over $K$ with good reduction outside $S$. Shafarevich proved an analogue of this conjecture for elliptic curves over $K$, these are curves of genus 1 over $K$ with a $K$-rational point, see [Silverman (2009), chap. 1, §6] for a proof. Parshin [Parshin (1972)] proved Shafarevich' conjecture for curves of genus 2, and Oort [Oort (1974)] did so for hyperelliptic curves of arbitrary genus $\geq 2$. Parshin [Parshin (1968)] pointed out that Shafarevich' conjecture implies Mordell's conjecture, which asserts that there are only finitely many $K$ - rational points on a curve over $K$ of genus $g \geq 2$. Later, with his celebrated theorem Faltings [Faltings (1983)] confirmed the full Shafarevich conjecture and thus, Mordell's conjecture. Faltings' proof is ineffective.
Effective versions of Shafarevich' conjecture for elliptic curves over $K$ were established in [Coates (1969/1970)] and [Fuchs, von Känel and Wüstholz (2011)]. Recently, these results were generalized in [von Känel (2011, 2014a)] to hyperelliptic curves with effectively computable and partly explicit bounds for the heights of representatives from the isomorphism classes. In his proof, von Känel combines among other things the results from Evertse and Győry [Evertse and Győry (1991a)] with results on Weierstrass models of hyperelliptic curves obtained in [Lockhart (1994)] and [Liu (1996)].

In this part of Chapter 18 we present an improved and completely explicit version of von Känel's theorem. We follow von Känel's proof, but in place of the result of [Evertse and Győry (1991a)] we apply the corresponding improved and explicit variants from Chapters 8 and 14

### 18.2.1 Definitions

In this subsection we introduce some definitions to state the results in the next subsection. For further details, we refer to [von Känel (2011, 2014a)],
[Lockhart (1994)], [Liu (1996)], [Hindry and Silverman (2000)] and [Silverman (2009)].
Let $K$ be a number field and $g \geq 1$ an integer. A hyperelliptic curve $\mathscr{C}$ over $K$ of genus $g$ is a smooth projective and geometrically connected curve of genus $g$ such that there is a finite morphism $\mathscr{C} \rightarrow \mathbb{P}_{K}^{1}$ of degree 2 , where $\mathbb{P}_{K}^{1}$ denotes the projective line over $K$.

Let $A$ be an integral domain with quotient field $K$. Then the function field $K(\mathscr{C})$ of $\mathscr{C}$ takes the form $K(\mathscr{C})=K(X)[Y]$, where

$$
\left.\begin{array}{l}
Y^{2}+f_{2}(X) Y=f_{1}(X), \text { with } f_{1}(X), f_{2}(X) \in A[X]  \tag{18.2.1}\\
2 g+1 \leq \max \left(2 \operatorname{deg} f_{2}(X), \operatorname{deg} f_{1}(X)\right) \leq 2 g+2
\end{array}\right\}
$$

We call 18.2.1) a hyperelliptic equation of $\mathscr{C}$ over $A$. Define $f:=f_{1}+f_{2}^{2} / 4$. Then the discriminant of this equation is defined by

$$
\Delta=\Delta\left(f_{1}, f_{2}\right)= \begin{cases}2^{4 g} D(f) & \text { if } \operatorname{deg} f=2 g+2  \tag{18.2.2}\\ 2^{4 g} a_{0}^{2} D(f) & \text { otherwise }\end{cases}
$$

where $D(f)$ is the discriminant of $f$ and, in case that $\operatorname{deg} f<2 g+2, a_{0}$ is the coefficient of $X^{2 g+1}$ of $f$ (which a priori might be 0 ). In fact, $\Delta\left(f_{1}, f_{2}\right)$ is a polynomial with rational integral coefficients in terms of the coefficients of $f_{1}, f_{2}$; therefore, $\Delta \in A$. If in particular, $\frac{1}{2} \in A$, then $\frac{1}{2} f_{2}(X) \in A$ and 18.2.1) gives

$$
\begin{equation*}
Y_{0}^{2}=f(X), \quad f \in A[X], \tag{18.2.3}
\end{equation*}
$$

where $Y_{0}=Y+\frac{1}{2} f_{2}(X)$. Hence, in this case we may assume that in 18.2.1) $f_{2}(X)=0$.

We define the discriminant ideal of the hyperelliptic curve $\mathscr{C}$. Let $\mathfrak{p}$ be a prime ideal of $O_{K}$ and let $A_{\mathfrak{p}}=\left\{x \in K: \operatorname{ord}_{\mathfrak{p}}(x) \geq 0\right\}$ be its local ring. Define $\delta_{\mathfrak{p}}$ to be the minimum of the quantities $\operatorname{ord}_{\mathfrak{p}}\left(\Delta\left(f_{1}, f_{2}\right)\right)$, taken over all hyperelliptic equations 18.2.1) of $\mathscr{C}$ over $A_{p}$. Then the minimal discriminant of $\mathscr{C}$ is given by

$$
\begin{equation*}
\mathfrak{D}(\mathscr{C}):=\prod_{\mathfrak{p}} \mathfrak{p}^{\delta_{\mathfrak{p}}}, \tag{18.2.4}
\end{equation*}
$$

where the product is taken over all prime ideals of $O_{K}$. This is an ideal of $O_{K}$. We say that $\mathscr{C}$ has good reduction at $\mathfrak{p}$ if $\delta_{\mathfrak{p}}=0$, in other words, if it has a hyperelliptic equation of the shape 18.2 .1 over $A_{\mathfrak{p}}$ with $\operatorname{ord}_{\mathfrak{p}}\left(\Delta\left(f_{1}, f_{2}\right)\right)=0$. In this case, the reduction of 18.2 .1 modulo $\mathfrak{p}$ defines a smooth curve over $O_{K} / \mathfrak{p}$. Let $S$ be a finite set of places of $K$, containing all infinite places. We say that $\mathscr{C}$ has good reduction outside $S$ if it has good reduction at all prime ideals of $O_{K}$ not corresponding to a finite place in $S$.

### 18.2.2 Results

Let $K$ be an algebraic number field of degree $d$ with ring of integers $O_{K}$ and discriminant $D_{K}, S$ a finite set of places of $K$ containing all infinite places, $O_{S}$ the ring of $S$-integers in $K$, and $h_{S}$ the class number of $O_{S}$. We remark that $h_{S}$ is a divisor of $h_{K}$, the class number of $K$. We denote by $s$ the number of finite places in $S$, and by $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$ the corresponding prime ideals of $O_{K}$. For $s>0$, let

$$
P_{S}:=\max _{i} N_{K}\left(\mathfrak{p}_{i}\right), \quad Q_{S}:=\prod_{i=1}^{s} N_{K}\left(\mathfrak{p}_{i}\right),
$$

while for $s=0$ we put $P_{S}=Q_{S}:=1$. Let

$$
\rho_{S}:=\log _{2} h_{S} \text { and } \sigma:=s+\rho_{S}+2 .
$$

Further, let $g \geq 1$ be an integer, and put

$$
v_{1}=5 d(2 g+1)(2 g)(2 g-1) \text { and } v_{2}=(2 g+2) v_{1} .
$$

Recall that the (inhomogeneous) height of a polynomial $F(X)=a_{0} X^{n}+a_{1} X^{n-1}+$ $\cdots+a_{n} \in K[X]$ is defined by

$$
H(F):=\left(\prod_{v \in M_{K}} \max \left(1,\left|a_{0}\right|_{v}, \ldots,\left|a_{n}\right|_{v}\right)^{1 / d} .\right.
$$

We notice that $H\left(a_{i}\right) \leq H(F)$ for $i=0, \ldots, n$. In the proof we shall work with the logarithmic height $h(F):=\log H(F)$ of $F$; see Section 3.5 .
In what follows, we assume that $K$ and $S$ are given effectively in the sense defined in Subsection 3.7.1 The following theorem is an improved and completely explicit version of the main result of [von Känel (2014a)].

Theorem 18.2.1 There is an effectively computable finite set of places $T$ of $K$ containing $S$ such that if $\mathscr{C}$ is a hyperelliptic curve over $K$ of genus $g$ with good reduction outside $S$, then $\mathscr{C}$ has a hyperelliptic equation

$$
Y^{2}=F(X), \quad F \in O_{K}[X]
$$

with discriminant $\Delta \in O_{T}^{*}$, and with the following additional properties:
(i) if $\mathscr{C}$ has a $K$-rational Weierstrass point, then $F$ is monic and separable of degree $2 g+1$ and

$$
\begin{equation*}
H(F) \leq \exp \left\{\left(10 v_{1} \sigma\right)^{5 d v_{1} \sigma}\left(Q_{S}\left|D_{K}\right|^{\left(\rho_{S} / 2+1\right)}\right)^{v_{1}}\right\}, \tag{18.2.5}
\end{equation*}
$$

(ii) if $\mathscr{C}$ has no $K$-rational Weierstrass point, then $F$ is separable of degree $2 g+2$ and

$$
\begin{equation*}
H(F) \leq \exp \left\{\left(7 v_{2} \sigma\right)^{4 d v_{2} \sigma}\left(Q_{S}\left|D_{K}\right|^{\left(\rho_{S}+1\right) / 3}\right)^{v_{2}}\right\} . \tag{18.2.6}
\end{equation*}
$$

As will be seen from the proof, for $K=\mathbb{Q}$ we can take $T=S \cup\{2\}$.
The bound occurring in 18.2.5) is comparable with that of [von Känel (2014a)] which has been deduced directly from Theorem 1 of [Győry and Yu (2006)], that is from Theorem 4.1.1. The estimate 18.2 .6 is an improved and explicit version of the estimate of [von Känel (2014a)].
Theorem 18.2.1 holds for all elliptic curves and all smooth projective and geometrically connected genus 2 curves over $K$, since they are hyperelliptic. It generalizes the results of [Coates (1969/1970)] and [Fuchs, von Känel and Wüstholz (2011)] on elliptic curves and arbitrary hyperelliptic curves over $K$.

As a consequence of his version of Theorem 18.2.1, von Känel [von Känel (2011, 2014a)] deduced the following effective version of Shafarevich' conjecture in the special case of hyperelliptic curves. For notions such as 'effectively given/computable' we refer to Section 3.7 .

Corollary 18.2.2 There are only finitely many $K$-isomorphism classes of hyperelliptic curves of genus $g \geq 1$ over $K$ with good reduction outside $S$, and if $K, S$ are effectively given, then all these classes can be, at least in principle, effectively determined.

We note that Merriman and Smart [Merriman and Smart (1993b)], [Smart (1997)], using the results from [Evertse and Győry (1991a)], determined all genus 2 curves over $\mathbb{Q}$ with good reduction outside $\{2\}$.
The following corollary gives an upper bound for the absolute norm of the minimal discriminant $\mathfrak{d}(\mathscr{C})$ of an hyperelliptic curve $\mathscr{C}$ (see (18.2.4) in terms of the genus $g$ of $\mathscr{C}$, the degree $d$ and discriminant $D_{K}$ of $K$, and the prime ideals dividing $\mathfrak{D}(\mathscr{C})$.

Corollary 18.2.3 Let $\mathscr{C}$ be a hyperelliptic curve of genus $g$ defined over a number field $K$. Let $S$ be the set of places of $K$ consisting of the infinite places and of the finite places corresponding to the prime ideals dividing $\mathfrak{D}(\mathscr{C})$. Then

$$
N_{K}(\mathfrak{D}(\mathscr{C})) \leq \exp \left(c_{1} Q_{S}^{c_{2}}\right),
$$

where $c_{1}, c_{2}$ are effectively computable and depend on $g, d$ and $D_{K}$ only.
In terms of $Q_{S}$ this is a sharpening of Theorem 3.1 of [von Känel (2013)] where a similar result was obtained but with an upper bound $\exp \exp \left(c\left(\log Q_{S}\right)^{6}\right)$ with a completely explicit expression for $c$ in terms of $g, d$ and $D_{K}$. In the same paper, in analogy to Szpiro's discriminant conjecture for elliptic curves, von Känel poses the conjecture that $N_{K}(\mathfrak{D}(\mathscr{C})) \leq c_{3} Q_{S}^{c_{4}}$ with $c_{3}, c_{4}$ depending only on $g, d$ and $D_{K}$.

### 18.2.3 Preliminaries

In the proof of Theorem 18.2.1 we shall use Theorems 8.2.3 and 14.2 .2 from Chapters 8 and 14 respectively. Besides, some further preliminary results will also be needed.

Keeping the above notation, let again $K, S, s, P, Q$ and $\rho_{S}$ be as in the previous subsection. For any finite set of places $T$ of $K$ containing all infinite places, let $t, P_{T}$ and $Q_{T}$ denote the parameters defined similarly as $s, P_{S}$ and $Q_{S}$. For proofs of the next two lemmas we refer to [von $\left.\operatorname{Känel}(2011,2014 a)\right]$.

Lemma 18.2.4 There is a finite set of places $T \supseteq S$ of $K$ such that $t \leq s+\rho_{S}$, $P_{T} \leq \max \left(P_{S}^{d},\left|D_{K}\right|^{d / 2}\right), Q_{T} \leq Q_{S}\left|D_{K}\right|^{\rho_{S} / 2}$ and such that $O_{T}$ is a principal ideal domain.

Lemma 18.2.5 Suppose $T \supseteq S$ and $O_{T}$ is a principal ideal domain with $2 \in O_{T}^{*}$. Let $\mathscr{C}$ be a hyperelliptic curve over $K$ of genus $g$ with good reduction outside $S$. There is a hyperelliptic equation

$$
Y^{2}=f(X), f(X) \in O_{T}[X]
$$

of $\mathscr{C}$ with discriminant $\Delta \in O_{T}^{*}$ such that
(i) if $\mathscr{C}$ has a $K$-rational Weierstrass point, then $f$ is monic, separable and of degree $2 g+1$,
(ii) if $\mathscr{C}$ has no $K$-rational Weierstrass point, then $f$ is separable and of degree $2 g+2$.

### 18.2.4 Proofs

Proof of Theorem 18.2 .1 Let $\mathscr{C}$ be a hyperelliptic curve of genus $g$ defined over $K$ with good reduction outside $S$. Further, let $s, P_{S}, Q_{S}, \rho_{S}, \sigma$ and $v_{1}$, $v_{2}$ be as in Subsection 18.2.2. For any finite set of places $T$ of $K$, we denote by $t, P_{T}$ and $Q_{T}$ the quantities corresponding to $s, P_{S}$ and $Q_{S}$. By Lemma 18.2.4 there exists a finite set of places $T \supseteq S$ of $K$ such that $t \leq s+\rho_{S}$, $P_{T} \leq \max \left(P_{S}^{d},\left|D_{K}\right|^{d / 2}\right), Q_{T} \leq Q_{S}\left|D_{K}\right|^{\rho_{s} / 2}$ and that $O_{T}$ is a principal ideal domain. By assumption $K$ and $S$ are effectively given. Hence $D_{K}, \rho_{S}$ and $Q_{S}$ can be determined effectively by means of the algorithms from Subsection 3.7.1. Thus all rational prime divisors $p$ of $2 Q_{T}$ can be determined. Consider now all prime ideals in $O_{K}$ lying above the prime divisors $p$ of $2 Q_{T}$. These prime ideals and hence the set of the corresponding finite places can be effectively determined. For simplicity, we denote by $T$ this finite set of places. Then $O_{T}$, the ring of $T$-integers remains a principal ideal domain, and each prime $p$ under
consideration is contained in $O_{T}^{*}$. Further, we have

$$
\begin{equation*}
t \leq d\left(s+\rho_{S}+1\right), P_{T} \leq \max \left(2^{d}, P_{S}^{d},\left|D_{K}\right|^{d / 2}\right) \tag{18.2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{T} \leq\left(2 Q_{S}\left|D_{K}\right|^{\rho_{S} / 2}\right)^{d} \tag{18.2.8}
\end{equation*}
$$

First consider the case where $\mathscr{C}$ has a $K$-rational Weierstrass point. Then by Lemma $18.2 .5, \mathscr{C}$ has a hyperelliptic equation

$$
\begin{equation*}
Z^{2}=f(W) \tag{18.2.9}
\end{equation*}
$$

in the variables $W, Z$ with discriminant $\Delta \in O_{T}^{*}$, where $f \in O_{T}[W]$ is a monic polynomial of degree $n:=2 g+1$ and, in view of (18.2.2), its discriminant satisfies $D(f) \in O_{T}^{*}$. We note that $g \geq 1$ implies $n \geq 3$. It follows now from Theorem 8.2.3 that there are $\varepsilon \in O_{T}^{*}, a \in O_{T}$ and a monic polynomial $f^{*}$ in $O_{T}[W]$ such that

$$
\begin{equation*}
f(W)=\varepsilon^{n} f^{*}\left(\varepsilon^{-1} W+a\right) \tag{18.2.10}
\end{equation*}
$$

$D\left(f^{*}\right)=\varepsilon^{(n-1)(n-2)} D(f) \in O_{T}^{*}$, and

$$
\begin{equation*}
h\left(f^{*}\right) \leq C_{1} P_{T}^{n_{3}+1}\left(Q_{T}\left|D_{K}\right|\right)^{n(3 n-1)}=: C_{2}, \tag{18.2.11}
\end{equation*}
$$

where $n_{3}=n(n-1)(n-2)$ and $C_{1}=n^{3 n^{2} d t}\left(10 n^{3}(d+t)\right)^{16 n^{2}(d+t)}$.
In view of Proposition 3.6.3 there are $\varepsilon_{1}, \varepsilon_{2} \in O_{T}^{*}$ such that $\varepsilon=\varepsilon_{1} \varepsilon_{2}^{2}$ with

$$
\begin{equation*}
h\left(\varepsilon_{1}\right) \leq 2\left(c R_{K}+\frac{h_{K}}{d} \log Q_{T}\right)=: C_{3}, \tag{18.2.12}
\end{equation*}
$$

where $R_{K}$ denotes the regulator of $K$ and $c=29 e(d+1)!$. Then putting

$$
Z_{1}:=\frac{Z}{\varepsilon_{2}^{n}} \text { and } W_{1}:=\frac{W+\varepsilon a}{\varepsilon_{2}^{2}}
$$

we arrive at a hyperelliptic equation

$$
\begin{equation*}
Z_{1}^{2}=f_{1}\left(W_{1}\right) \tag{18.2.13}
\end{equation*}
$$

where

$$
f_{1}\left(W_{1}\right):=\varepsilon_{1}^{n} f^{*}\left(W_{1} / \varepsilon_{1}\right) \in O_{T}\left[W_{1}\right]
$$

is monic of degree $n$ with discriminant $D\left(f_{1}\right)=\varepsilon_{1}^{(n-1)(n-2)} D\left(f^{*}\right) \in O_{T}^{*}$. So by (18.2.2), the discriminant of 18.2 .13 ) is a $T$-unit. The curve defined by 18.2.13 is clearly birationally equivalent to the one given by (18.2.9), that is, 18.2.13 is another hyperelliptic equation of $\mathscr{C}$.

We give now an upper bound for $h\left(f_{1}\right)$. Denote by $\alpha_{1}^{*}, \ldots, \alpha_{n}^{*}$ the zeros of $f^{*}$.

Then $\varepsilon_{1} \alpha_{1}^{*}, \ldots, \varepsilon_{1} \alpha_{n}^{*}$ are the zeros of $f_{1}$. Using (18.2.11, , 18.2.12, Corollary 3.5.5 and 3.1.8), we get

$$
\begin{align*}
h\left(f_{1}\right) & \leq \sum_{i=1}^{n} h\left(\varepsilon_{1} \alpha_{i}^{*}\right)+n \log 2 \leq n h\left(\varepsilon_{1}\right)+\sum_{i=1}^{n} h\left(\alpha_{i}^{*}\right)+n \log 2 \\
& \leq n C_{3}+h\left(f^{*}\right)+2 n \log 2 \\
& \leq n C_{3}+C_{2}+2 n \log 2 \leq 2 C_{2} \tag{18.2.14}
\end{align*}
$$

In the next step we modify (18.2.13) to get a hyperelliptic equation of $\mathscr{C}$ over $K$ with the desired properties. Let $a$ be a coefficient of $f_{1}$. We recall that for a finite place $v$ of $K,|a|_{v}$ is defined as $N_{K}(\mathfrak{p})^{- \text {ord }_{p}(a)}$, where $\mathfrak{p}$ is the prime ideal of $O_{K}$ that corresponds to $v$ and $\operatorname{ord}_{\mathfrak{p}}(a)$ is the exponent of $\mathfrak{p}$ in the prime ideal decomposition of the ideal $(a)$. Taking the product over the finite places $v$ of $K$, we infer that

$$
\begin{equation*}
\delta(a):=\prod \max \left(1,|a|_{v}\right) \tag{18.2.15}
\end{equation*}
$$

is a positive integer not exceeding $H(a)^{d}$ which is at most $H\left(f_{1}\right)^{d}$. Further, by [Fuchs, von Känel and Wüstholz (2011), Lemma 4.2], $\delta(a) \cdot a \in O_{K}$ holds. Each rational prime dividing $Q_{T}$ is invertible in $O_{T}$. Since $f_{1}$ has its coefficients in $O_{T}$, it follows that $\delta(a) \in O_{T}^{*}$. This implies that

$$
\begin{equation*}
\kappa:=\prod \delta(a) \in O_{T}^{*} \tag{18.2.16}
\end{equation*}
$$

where the product is taken over the coefficients $a$ of $f_{1}$.
Writing

$$
\frac{Y}{\kappa^{n}}=Z_{1}, \frac{X}{\kappa^{2}}=W_{1},
$$

we get the hyperelliptic equation

$$
\begin{equation*}
Y^{2}=F(X) \tag{18.2.17}
\end{equation*}
$$

of $\mathscr{C}$ with discriminant contained in $O_{T}^{*}$, where

$$
F(X):=\kappa^{2 n} f_{1}\left(X / \kappa^{2}\right)
$$

is a monic separable polynomial of degree $n$ with coefficients in $O_{K}$.
We now give an upper bound for $h(F)$. In view of 18.2.15 and 18.2.16 we get $h(\kappa) \leq n d h\left(f_{1}\right)$, and hence using again Corollary 3.5.5.

$$
h(F) \leq 2 n h(\kappa)+h\left(f_{1}\right)+2 n \log 2 \leq\left(2 d n^{2}+1\right) h\left(f_{1}\right) \leq 5 d n^{2} C_{2} .
$$

On replacing $n$ by $2 g+1$ and $t, P_{T}$ and $Q_{T}$ by the upper bounds given in 18.2.7 and 18.2.8 and simplifying the upper bound so obtained for $h(F)$,
we conclude that the hyperelliptic equation defined by (18.2.17) satisfies the requested properties. Thus the proof of Theorem 18.2 .1 (i) is completed.

Consider now the case when $\mathscr{C}$ has no $K$-rational Weierstrass point. By Lemma 18.2 .5 (ii), $\mathscr{C}$ has a hyperelliptic equation $Z^{2}=f(W)$ with discriminant $\Delta \in O_{T}^{*}$, where $f \in O_{T}[W]$ is a polynomial of degree $n:=2 g+2$. Further, in view of 18.2 .2 we have $D(f) \in O_{T}^{*}$. By assumption $g \geq 1$, hence $n \geq 4$. Now Theorem 14.2 .2 implies that there are $\varepsilon \in O_{T}^{*}, a, b, c, d$ in $O_{T}$ with $a d-b c \in O_{T}^{*}$ and a polynomial $f^{*} \in O_{T}[W]$ such that

$$
f(W)=\varepsilon(c W+d)^{n} f^{*}((a W+b) /(c W+d))
$$

and

$$
\begin{equation*}
h\left(f^{*}\right) \leq C_{4} P_{T}^{n_{4}+1}\left(Q_{T}\left|D_{K}\right|\right)^{n(5 n-3)}=: C_{5}, \tag{18.2.18}
\end{equation*}
$$

where $n_{4}=n(n-1)(n-2)(n-3)$ and

$$
C_{4}=2 n^{5 n^{2} d t}\left(12 n^{3}(d+t)\right)^{25 n^{2}(d+t)} .
$$

As was seen above, there are $\varepsilon_{1}, \varepsilon_{2} \in O_{T}^{*}$ such that $\varepsilon=\varepsilon_{1} \varepsilon_{2}^{2}$ and $h\left(\varepsilon_{1}\right) \leq C_{3}$ with the above $C_{3}$. Now let

$$
W_{1}=(a W+b) /(c W+d), \quad Z_{1}=Z / \varepsilon_{2}(c W+d)^{n / 2}
$$

and $f_{1}=\varepsilon_{1} f^{*}$. Then

$$
Z_{1}^{2}=f_{1}\left(W_{1}\right)
$$

which gives another hyperelliptic equation for $\mathscr{C}$. Here, $f_{1}$ is a polynomial of degree $n$ with discriminant $D\left(f_{1}\right)=\varepsilon_{1}^{2 n-2}(a d-b c)^{-n(n-1)} D(f) \in O_{T}^{*}$, and so by (18.2.2), the associated hyperelliptic equation has discriminant in $O_{T}^{*}$. By 3.5.6) and 3.1.8, we get

$$
h\left(f_{1}\right) \leq h\left(\varepsilon_{1}\right)+h\left(f^{*}\right) \leq C_{3}+C_{5} \leq 2 C_{5} .
$$

Using the arguments from the proof of part (i), we infer that there is a $\kappa \in O_{K} \cap$ $O_{T}^{*}$ such that $\kappa a \in O_{K}$ for each coefficient $a$ of $f_{1}$ and that $h(\kappa) \leq(n+1) d h\left(f_{1}\right)$. Then

$$
F(X):=\kappa^{n+2} f_{1}(X / \kappa)
$$

is a polynomial in $O_{K}[X]$ with degree $n$ and discriminant contained in $O_{T}^{*}$. Further, using (3.5.5), we can see that

$$
h(F) \leq \frac{(n+1)(n+4)}{2} h(\kappa)+(n+1) h\left(f_{1}\right) \leq(n+1)^{3} d h\left(f_{1}\right) \leq 2(n+1)^{3} d C_{5} .
$$

Putting

$$
W_{1}=X / \kappa, \quad Z_{1}=Y / \kappa^{g+2},
$$

we get again a hyperelliptic equation $Y^{2}=F(X)$ of $\mathscr{C}$ with the properties desired.

Proof of Corollary 18.2.2 By Theorem 18.2.1 there is an explicit constant $C=C(K, S, g)$ such that any hyperelliptic curve $\mathscr{C}$ over $K$ of genus $g$ with good reduction outside $S$ provides a separable polynomial $F \in O_{K}[X]$ of degree at most $2 g+2$ with height not exceeding $C$.

By Theorem 3.5.2 there are only finitely many polynomials in $O_{K}[X]$ which are either of degree $2 g+2$, or monic and of degree $2 g+1$, and have height at most equal to the explicit upper bound given in Theorem 18.2.1 For each of these polynomials, it can be decided effectively whether their discriminant belongs to $O_{T}^{*}$. Let $F$ be such a polynomial. We have to check whether the hyperelliptic curve $\mathscr{C}$ defined by $Y^{2}=F(X)$ has good reduction at $v$ for every place $v$ outside $S$. This is automatic for $v \notin T$ since $D(F) \in O_{T}^{*}$. For the remaining finitely many places $v \in T \backslash S$, we may apply a general algorithm to compute the regular minimal model of $\mathscr{C}$ and check whether this is smooth; see for instance [Serra (2013)].

It remains to check whether two given hyperelliptic equations $Y^{2}=F(X)$, $Z^{2}=F^{\prime}(W)$ define $K$-isomorphic hyperelliptic curves, where either both $F, F^{\prime}$ are monic and have degree $2 g+1$, or both $F, F^{\prime}$ have degree $2 g+2$. In the former case, by, e.g., [Lockhart (1994), Prop. 1.2], we have to check whether $F^{\prime}(X)=\mu^{-2(2 g+1)} F\left(\mu^{2} X+b\right)$ for some $\mu \in K^{*}, b \in K$. If there are such $\mu, b$, then $x \mapsto \mu^{2} x+b$ maps the zeros of $F^{\prime}$ to the zeros of $F$. Since $2 g+1 \geq 3$, this implies that $\mu^{2}, b$ can be expressed as rational functions in the zeros of $F, F^{\prime}$, hence the heights of $\mu, b$ are effectively bounded in terms of $F, F^{\prime}$. This leaves only finitely many possibilities for $\mu, b$ to try.
In the latter case, by, e.g., [Liu (1996), p. 4581] we have to check whether there are $a, b, c, d, \lambda \in K$ with $\lambda(a d-b c) \neq 0$ and

$$
\begin{equation*}
F^{\prime}(X)=\lambda^{2}(c X+d)^{2 g+2} F((a X+b) /(c X+d)) . \tag{18.2.19}
\end{equation*}
$$

There is no loss of generality to assume that one of $a, b, c, d$ is 1 . If there are such $a, b, c, d, \lambda$, then $x \mapsto(a x+b) /(c x+d)$ maps the zeros of $F^{\prime}$ to the zeros of $F$. Since both $F, G$ have degree $2 g+2>3$, this implies that $a, b, c, d$ can be expressed as rational functions in terms of the zeros of $F, F^{\prime}$, hence their heights are effectively bounded in terms of $F, F^{\prime}$. Then leaves only finitely many possibilities for $a, b, c, d$ and for each of them one has to check whether there is $\lambda \in K^{*}$ with 18.2.19). This completes our proof.

Proof of Corollary 18.2.3 Take for $S$ the set consisting of all infinite places of $K$ and the finite places corresponding to the prime ideals dividing $\mathfrak{d}(\mathscr{C})$.

Then $\mathscr{C}$ has good reduction outside $S$. Let $F$ be as in Theorem 18.2.1. Then clearly, $\operatorname{ord}_{\mathfrak{p}}(\mathfrak{D}(\mathscr{C})) \leq \operatorname{ord}_{\mathfrak{p}}(D(F))$ for all prime ideals $\mathfrak{p}$ of $O_{K}$. Hence

$$
N_{K}(\mathcal{D}(\mathscr{C})) \leq N_{K}(D(F)) \leq C_{6} H(F)^{C_{7}},
$$

where $C_{6}, C_{7}$ and $C_{8}, C_{9}$ below are effectively computable and depend only on $g, d=[K: \mathbb{Q}]$ and $D_{K}$. Note that by (3.1.8) we can estimate the class number of $K$ hence $\rho_{S}$ effectively from above in terms of $d$ and $D_{K}$. Together with the elementary inequality $s \leq C_{8} \log Q_{S} / \log \log Q_{S}$ this implies that $\sigma \leq$ $C_{9} \log Q_{S} / \log \log Q_{S}$. By inserting this into 18.2.5 and 18.2.6 and using again 3.1.8, our corollary easily follows.

### 18.2.5 Notes

Effective versions of Shafarevich' conjecture have been proved for a couple of other classes of curves and varieties, e.g., in [de Jong and Rémond (2011)], where curves that are cyclic covers of degree a prime $p$ over $\mathbb{P}^{1}$ are considered, and in [Javanpeykar and Loughran (2015)], which deals with reduction of algebraic groups and flag varieties. Levin [Levin (2012)] showed that if one could effectively determine the $K$-isomorphism classes of all hyperelliptic curves $\mathscr{C}$ of given genus $g$ over a number field $K$ whose Jacobian has good reduction outside a given finite set of places $S$, then one could give an effective finiteness proof of Siegel's Theorem for hyperelliptic curves, i.e., one could effectively determine the $O_{S}$-integral points on such curves.
For further results related to [von Känel (2011, 2013, 2014a)], we refer to [Javanpeykar (2013)], [Javanpeykar and von Känel (2014)] and [von Känel (2014b)].
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## Glossary of frequently used notation

## General notation

| $\|\mathscr{A}\|$ | cardinality of a set $\mathscr{A}$ |
| :---: | :---: |
| $\log ^{*} x$ | $\max (1, \log x), \log ^{*} 0:=1$. |
| $\log _{n}^{*} x$ | $\log ^{*}$ iterated $n$ times applied to $x$ |
| $\ll, \gg$ | Vinogradov symbols; $A(x) \ll B(x)$ or $B(x) \gg A(x)$ means that there is a constant $c>0$ such that $A(x) \leq c B(x)$ for all $x$ in the specified domain. The constant $c$ may depend on certain specified parameters independent of $x$ |
| $\mathbb{Z}_{>0}, \mathbb{Z}_{\geq 0}$ | positive integers, non-negative integers |
| $\mathbb{Q}, \mathbb{R}, \mathbb{C}$ | rational numbers, real numbers, complex numbers |
| $D(f), D(F)$ | discriminant of a polynomial $f(X)$, binary form $F(X, Y)$ |
| $R(f, g), R(F, G)$ | resultant of polynomials $f(X), g(X)$, binary forms $F(X, Y), G(X, Y)$. |
| $F_{U}$ | $F_{U}(X, Y):=F(a X+b Y, c X+d Y)$ for a binary form $F$ and a matrix $U=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ |
| $\bar{K}$ | algebraic closure of a field $K$ |
| $A, A^{+}, A^{*}$ | ring (always commutative with 1 ), additive group of $A$, group of units of $A$ |
| $A\left[X_{1}, \ldots, X_{n}\right]$ | ring of polynomials in $n$ variables with coefficients in $A$ |
| $A\left[\alpha_{1}, \ldots, \alpha_{n}\right]$ | $A$-algebra generated by $\alpha_{1}, \ldots, \alpha_{n}$ |
| $\mathrm{GL}(n, A), \mathrm{SL}(n, A)$ | multiplicative group of $n \times n$-matrices with entries in $A$ and determinant in $A^{*}$, resp. determinant 1 |
| NS( $n, A$ ) | semigroup of $n \times n$-matrices with entries in $A$ and non-zero determinant (if $A$ is an integral domain) |
| $v, A_{v}, \mathfrak{p}_{v}, k_{v}$ | discrete valuation on a field (always with value group $\mathbb{Z}$ ), local ring, maximal ideal, residue class field of $v$ |
| $e(V \mid v), f(V \mid v)$ | ramification index, residue class degree of a discrete valuation $V$ above a discrete valuation $v$ |

## Finite étale algebras over fields

| $\Omega / K$ | finite étale algebra over a field $K$, i.e., a direct product $L_{1} \times$ |
| :--- | :--- |
|  | $\cdots \times L_{q}$ of finite separable field extensions of $K$ |
| $[\Omega: K]$ | $\operatorname{dim}_{K} \Omega$ |
| $\mathscr{X}_{\Omega / K ; \alpha}$ | characteristic polynomial of $\alpha \in \Omega$ over $K$ |
| $T r_{\Omega / K}(\alpha), N_{\Omega / K}(\alpha)$ | trace, norm of $\alpha \in \Omega$ over $K$ |
| $D_{\Omega / K}\left(\omega_{1}, \ldots, \omega_{n}\right)$ | discriminant of a $K$-basis $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ of $\Omega$ |
| $x \mapsto x^{(i)}$ | non-trivial $K$-algebra homomorphisms $\Omega \rightarrow \bar{K}$ |
| $\mathbb{P}^{1}(\Omega)$ | projective line over $\Omega$ <br> $A_{\Omega}$ |
| integral closure of an integral domain $A$ with quotient field $K$ <br> in a finite étale $K$-algebra $\Omega$ |  |
| $O_{\Omega}$ | integral closure of $\mathbb{Z}$ in a finite étale $\mathbb{Q}$-algebra $\Omega$ |
| $\mathfrak{D}$ | $A$-order of $\Omega$, i.e., a subring of $A_{\Omega}$ containing $A$ and generating <br> $\Omega$ as a $K$-vector space |

## Dedekind domains

| $\mathscr{P}(A)$ | collection of minimal non-zero prime ideals of the Dedekind domain $A$ |
| :---: | :---: |
| $I(A), P(A), C l(A)$ | group of fractional ideals, subgroup of principal fractional ideals, class group of $A$ |
| $\mathfrak{p}, \mathfrak{a}$ | non-zero prime ideal, fractional ideal of $A$ |
| $\operatorname{ord}_{p}(\mathfrak{a})$ | exponent of $\mathfrak{p}$ in the unique prime ideal factorization of $\mathfrak{a}$ |
| $\operatorname{ord}_{p}(\alpha)$ | exponent of $\mathfrak{p}$ in the unique prime ideal factorization of $(\alpha)$ for $\alpha$ in the quotient field of $A, \operatorname{ord}_{p}(0):=\infty$. |
| $\mathscr{S}^{-1} A$ | localization of $A$ away from a multiplicative set $\mathscr{S}$ |
| $A_{\text {p }}$ | localization of $A$ at a prime ideal $\mathfrak{p}$ |
| $A_{L}$ | integral closure of $A$ in a finite extension $L$ of $K$, where $K$ is the quotient field of $A$ |
| $\mathfrak{P} \mid \mathfrak{p}$ | prime ideal $\mathfrak{P}$ of $A_{L}$ dividing the prime ideal $\mathfrak{p}$ of $A$ |
| $e(\mathfrak{P} \mid \mathfrak{p}), f(\mathfrak{P} \mid \mathfrak{p})$ | ramification index, residue class degree of $\mathfrak{P}$ over $\mathfrak{p}$ |
| $\mathfrak{N}_{A_{L} / A}$ | norm map from $I\left(A_{L}\right)$ to $I(A)$ |
| ${ }^{\text {D }} \mathcal{M} / \mathrm{A}$ | discriminant ideal of an $A$-lattice $\mathscr{M}$ over $A$ |
| $D_{\mathscr{M}}$ | discriminant of a $\mathbb{Z}$-lattice $\mathscr{M}$ |
| $\left[\mathscr{M}_{1}: \mathscr{M}_{2}\right]_{A}$ | index ideal of an $A$-lattice $\mathscr{M}_{2}$ in an $A$-lattice $\mathscr{M}_{1}$ |
| [ $\mathscr{M}_{1}: \mathscr{M}_{2}$ ] | index of a $\mathbb{Z}$-lattice $\mathscr{M}_{2}$ in a $\mathbb{Z}$-lattice $\mathscr{M}_{1}$ |
| $\mathscr{I}_{\mathfrak{D}}(\alpha)$ | index ideal of $A[\alpha]$ in an $A$-order $\mathfrak{D}$ |
| $I_{\mathfrak{D}}(\alpha)$ | index of $\mathbb{Z}[\alpha]$ in a $\mathbb{Z}$-order $\mathfrak{D}$ |

## Algebraic number fields

| $\operatorname{ord}_{p}(a)$ | exponent of a prime number $p$ in the unique prime factorization of $a \in \mathbb{Q}, \operatorname{ord}_{p}(0)=\infty$ |
| :---: | :---: |
| $\|a\|_{p}$ | $p^{- \text {ord }_{p}(a)}, p$-adic absolute value of $a \in \mathbb{Q}$ |
| $\|a\|_{\infty}$ | $\max (a,-a)$, ordinary absolute value of $a \in \mathbb{Q}$ |
| $\mathbb{Q}_{p}$ | $p$-adic completion of $\mathbb{Q}, \mathbb{Q}_{\infty}=\mathbb{R}$ |
| $M_{Q}$ | $\{\infty\} \cup\{$ primes $\}$, set of places of $\mathbb{Q}$ |
| $O_{K}, D_{K}, h_{K}, R_{K}$ | ring of integers, discriminant, class number, regulator of a number field $K$ |
| $N_{K}(\mathfrak{a})$ | absolute norm of a fractional ideal a of $O_{K}$ |
| $M_{K}$ | set of places of a number field $K$ |
| $M_{K}^{\infty}$ | set of infinite (archimedean) places of $K$ |
| $M_{K}^{0}$ | set of finite (non-archimedean) places of $K$ |
| $\|\cdot\|_{v}\left(v \in M_{K}\right)$ | normalized absolute values of $K$, satisfying the product formula, with $\|\alpha\|_{v}:=N_{K}(\mathfrak{p})^{-\operatorname{ord}_{p}(\alpha)}$ if $\alpha \in K$ and $\mathfrak{p}$ is the prime ideal of $O_{K}$ corresponding to $v$ |
| $K_{v}$ | completion of $K$ at $v$ |
| $S$ | finite set of places of $K$, containing $M_{K}^{\infty}$ |
| $O_{S}$ | $\left\{\alpha \in K:\|\alpha\|_{v} \leq 1\right.$ for $\left.v \in M_{K} \backslash S\right\}$, ring of $S$-integers, written as $\mathbb{Z}_{S}$ if $K=\mathbb{Q}$ |
| $O_{S}^{*}$ | $\left\{\alpha \in K:\|\alpha\|_{v}=1\right.$ for $\left.v \in M_{K} \backslash S\right\}$, group of $S$-units, written as $\mathbb{Z}_{S}^{*}$ if $K=\mathbb{Q}$ |
| $N_{S}(\alpha)$ | $\prod_{v \in S}\|\alpha\|_{v}, S$-norm of $\alpha \in K$ |
| $R_{S}$ | $S$-regulator |
| $P_{S}, Q_{S}, W_{S}$ | $\max \left(N_{K}\left(\mathfrak{p}_{1}\right), \ldots, N_{K}\left(\mathfrak{p}_{t}\right)\right), \quad \prod_{i=1}^{t} N_{K}\left(\mathfrak{p}_{i}\right), \quad \prod_{i=1}^{t} \log N_{K}\left(\mathfrak{p}_{i}\right)$, where $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ are the prime ideals of $O_{K}$ corresponding to the finite places of $S$ |
| $\|\mathbf{x}\|_{v}\left(v \in M_{K}\right)$ | $\max _{i}\left\|x_{i}\right\|_{v}, v$-adic norm of $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in K^{n}$ |
| $H^{\text {hom }}(\mathbf{x})$ | $\left(\prod_{v \in M_{K}}\|\mathbf{x}\|_{v}\right)^{1 /[K: Q]}$, absolute homogeneous height of $\mathbf{x} \in K^{n}$ |
| $H(\mathbf{x})$ | $\left(\prod_{v \in M_{K}} \max \left(1,\|\mathbf{x}\|_{v}\right)\right)^{1 /[K: \mathrm{Q}]}$, absolute height of $\mathbf{x} \in K^{n}$ |
| $H(\alpha)$ | $\left(\prod_{v \in M_{K}} \max \left(1,\|\alpha\|_{v}\right)\right)^{1 /[K: \mathrm{Q}]}$, absolute height of $\alpha \in K$ |
| $h^{\mathrm{hom}}(\mathbf{x}), h(\mathbf{x}), h(\alpha)$ | $\log H^{\text {hom }}(\mathbf{x}), \log H(\mathbf{x}), \log H(\alpha)$, absolute logarithmic heights |
| ${ }^{\alpha}$ | house of $\alpha$, maximum of the absolute values of its conjugates |

